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Abstract—Software exploitable Hardware Trojan Horses
(HWTs) have been currently inserted in commercial CPUs and,
very recently, in memories. Such attacks may allow malicious
users to run their own software or to gain unauthorized privileges
over the system. Therefore, HWTs are nowadays considered a se-
rious threat both from academy and industry. This paper presents
a protection architecture meant to shield the communication
between the CPU and the memory in a microprocessor-based sys-
tem. The architecture aims at detecting the activation on HWTs
infesting the instruction and data memories of the system. Our
proposal relies on the use of Bloom Filters (BFs) that are included
in ad-hoc designed checkers and integrated in the protection
architecture. BFs guarantee zero false alarms and a small (and
configurable) percentage of undetected alarms. We applied the
protection architecture to a case study system based on a RISC-V
microprocessor implemented on an FPGA and running a set of
software benchmarks. Our proposal demonstrated to be able to
detect more than 99% of possible HWTs activations with zero
false alarms. We measured a lookup table overhead ranging from
0.68% up to 10.52% and a flip-flop overhead between 0.68% and
0.99%, and with no working frequency reduction.

Index Terms—Bloom Filter, Hardware Security, Hardware
Trojan Horses, Microprocessor-based System, RISC-V

I. INTRODUCTION AND RELATED WORK

The increasing complexity of integrated circuits (ICs) and
the seek for low production cost and short time-to-market, led
to the globalization of the design and fabrication process of
silicon devices [1]. More and more often the design of some
of the hardware modules is outsourced, third-party intellectual
property cores (3PIPs) are bought, and sometimes also masks
and the final chip fabrication are outsourced [2]. On the one
hand, this globalization allows for a significant reduction of
design cost and time, but it comes with a significant loss of
trust in the delivered ICs [3].

Indeed, it is very hard to ensure the trustworthiness of all
the parties involved in such a globalized supply chain. As
a consequence, the product is exposed to a huge number of
threats, among which overproduction [4], counterfeiting [5],
3PIPs licenses violation and abuse [6] and Hardware Trojan
Horses (HWTs) [7]. A HWT is a very hard-to-detect modi-
fication of a design that is meant to stay silent most of the
time, while in specific (usually rare) conditions it alters the
nominal behavior of the system or it steals information. HWTs
may be inserted by vendors in 3PIPs [8], by employees in the
developed HDL code, by CAD tools [9] and by mask providers
and silicon foundries in the final layout [10].

Given the difficulty of insertion in real-world circuits and
their limited dangerousness in the past HWTs were considered
an issue more by academy than by industry. Nevertheless, in
the last years, complex software-exploitable HWTs have been
found and inserted in real-world commercial microprocessors.
It has been demonstrated that a HWT may allow the attacker to
execute his/her own malicious software, to modify the running
software or to acquire root privileges [11]–[13]. Moreover,
in 2018, a HWT, called the Rosenbridge backdoor, has been
found in a commercial Via Technologies C3 processor [14].
This Trojan could be activated and exploited via software to
enter in supervisor mode.

Given the complexity of modern integrated circuits and
the extreme stealthy nature of HWTs it is more and more
difficult to detect HWTs before the system has been deployed.
Indeed, together with the “classical” circuit-level techniques
that aim at detecting HWTs at design time (logic testing [15],
formal property verification [16], side-channel analysis [17],
structural and behavioral analysis [18], [19]) there is a growing
interest in system-level techniques that allow to obtain a trusted
system built with untrusted components [20]–[22]. A similar
idea has been proposed in [23], [24] where the focus is on
microprocessor-based systems and the goal is to achieve a
trusted software execution with an untrusted CPU. On the
other hand, very recently also HWTs in memory chips have
been studied [25]. At the same time, as discussed in [25], there
has not yet been enough work in protecting microprocessor-
based systems from HWTs inserted in memories.

In this paper we propose a system-level architecture for pro-
tecting microprocessor-based systems against HWTs. More in
details, the proposed architecture aims at detecting the runtime
activation of HWTs infesting both the instruction and data
memories of a Harvard architecture. We aim at detecting those
software-exploitable HWTs that force the microprocessor to
run a malicious code and/or to read/write data in unauthorized
memory locations. Moreover, a subset of the possible denial-
of-service and information stealing HWTs are also addressed
by our methodology. The proposed protection architecture
relies on two checkers based on Bloom filters (BFs) that
monitor the instructions fetched from the instruction memory
and the accessed addresses in both the instruction and data
memory. It is worth mentioning that the proposed solution
is completely transparent w.r.t. the normal functioning of the
system. Indeed, the runtime monitoring is performed without



interrupting code execution.
We applied the proposed microprocessor protection archi-

tecture to a case study system based on a RISC-V processor
implemented on an FPGA device and running a set of software
benchmarks. Our proposal was always able to detect more than
99% of possible HWTs activations with zero false alarms. We
measured a lookup table overhead ranging from 0.68% up to
10.52% and a flip-flop overhead between 0.68% and 0.99%,
with no working frequency reduction.

To the best of our knowledge no system-level pro-
tection methodologies against HWTs in the memories of
microprocessor-based systems have been yet proposed. The
works that we consider as the more similar to our proposal
are the ones in [23], [24] where, like in our proposal, the
problem is tackled at the system-level (and not at the circuit-
level) and where a protection unit is inserted between the CPU
and the memory. On the other hand, unlike in our proposal, in
these works the microprocessor is assumed to be untrusted
and the memory to be trusted. In [23] the protection unit
checks whether the opcode of the executed instructions and
the associated control signals are legal or not and whether the
number of clock cycles employed to execute an instruction is
correct or not. In [24] the protection unit checks whether the
microprocessor is still alive and whether it is running in the
right privilege mode. Both solutions do not take into account
those HWTs that change the functionality of the system by
making the CPU run normal instructions. In other words,
none of these works checks whether the microprocessor is
executing an unwanted software and whether it is accessing
illegal memory locations.

The remainder of this paper is organized as follows: Sec-
tion II presents the models of HWTs that are targeted by our
proposal while Section III briefly presents background infor-
mation about Bloom filters; Section IV presents the proposed
protection architecture, the checkers on which it relies and the
design flow that we used to customize such filters; Section V
discusses results from a case study application of the proposed
architecture on a RISC-V based system; Finally, Section VI
concludes the paper.

II. THE CONSIDERED THREAT MODEL

As we previously mentioned, a HWT is a very hard-to-
detect modification of a design that stays silent most of the
time, while in specific rare conditions it alters the nominal
behavior of the system or it steals information. According to
the taxonomy presented in [7], HWTs may be classified based
on their triggering mechanism, payload and insertion phase.

A HWT may be triggered: i) internally by logical signals
(or sequences of logical signals) or by physical quantities, e.g.,
temperature or voltage, or by a counter (the so-called time
bombs); ii) externally by either received messages or physical
interactions, e.g., again temperature or voltage; and iii) always-
on, i.e., HWTs that become active as soon as the system is
turned on.

When looking at the payload, HWTs may be classified in:

• Change functionality HWTs that modify the functionality
carried out by the infected system;

• Information stealing HWTs that leak unauthorized in-
formation through either the available communication
interfaces or covert side-channels, e.g., temperature or
magnetic field; and

• Denial-of-service HWTs that halt the functioning of the
system, e.g., by introducing nop instructions, by draining
the system’s batteries, or by jamming the communication
interfaces.

Finally, HWTs may be inserted by IP providers in the
purchased 3PIPs, by malicious designers and by the employed
CAD tools possibly in every stage of the design flow and by
the foundry during chip fabrication.

In this work we consider HWTs infesting the instruction and
data memory of a microprocessor-based system. On the other
hand, the microprocessor is here considered to be trusted. The
effectiveness of the proposed methodology does not depend
on the trigger. Indeed, HWTs having any of the previously
discussed triggering mechanisms are addressed. When looking
at the payload, we are able to detect those HWTs that
change the functionality of the system by forcing the CPU
to execute an unwanted code. Moreover, we are able to detect
information stealing HWTs that read/write secret information
in unauthorized memory locations.

From the HWT insertion point of view, it is worth mention-
ing that, since the proposed detection methodology works at
runtime, it is able to detect HWTs that have been inserted by
any of the actors taking part in the design process and supply
chain of the memory chip.

Denial-of-service HWTs that halt the system by maliciously
making the CPU fetch always the same instruction (or se-
quence of instructions) could be detected by providing the
proposed architecture with an ad-hoc dimensioned watchdog
(this falls outside the scope of the paper). Further, by ex-
ploiting watchdogs that monitor the fetching activity of the
processor, the proposed methodology could detect denial-of-
service HWTs that freeze the CPU.

Information-stealing HWTs that send the stolen information
through a covert channel and denial-of-service HWTs that act
outside the microarchitectural level, e.g., drain the batteries or
jam the communication interfaces, fall outside the scope of
this proposed methodology.

III. BACKGROUND: THE BLOOM FILTERS

Bloom filters (BFs) are widely used probabilistic data
structures that store the membership information of a set of
elements. Queries can be run on BFs to check whether an
element belongs to the set or not [26], [27]. A key feature of
BFs is that, although querying may result in false positive, it is
always true that there could not be false alarms. In other words,
if a query of an element returns a positive there is a chance for
it not to be in the set (undetected alarm in our case); however
if a negative is returned, it is not possible that the element is
in the set (false alarm in our case). A BF is implemented as a
bit array where each element of the set of interest is mapped
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to one or more array locations. The address of each location
is associated with the output of an hash function calculated
on the element itself. Two operations can be performed on
a BF: load and query. Loading a BF means storing in it all
the elements of the set of interest: to do so, for each element
ei in the set and for each hash function hashj the bit array
location associated with address hashj(ei) is set to 1 (initially
all bit arrays are 0). Querying a BF means checking whether
an element is in the set of interest, and thus that the associated
location(s) of the bit array is (are) set to 1. For a given element
ei that has to be checked and for each hash function hashj

the BF raises an alarm if at least one of the bit array locations
associated with address hashj(ei) is found to be 0.

BFs guarantee zero false alarms but there can still be a
not null percentage of undetected alarms. Nevertheless, the
percentage of such undetected alarms can be calculated as a
functions of m, the size of the bit array (expressed in bits),
of n, the number of elements that have been inserted in the
BF and of k, the number of employed hash functions. The
formula to calculate the undetected alarms rate (UAR) is the
following:

uar ≈ (1− e−
n·k
m )k. (1)

therefore, as m increases, UAR decreases. The value of k that
minimizes the UAR is given by:

kopt =
m

n
· ln2. (2)

IV. THE PROPOSED MICROPROCESSOR PROTECTION
ARCHITECTURE

The proposed architecture protects the microprocessor from
HWTs inserted in the instruction and data memory. In particu-
lar, it aims at detecting the activation of anomalous behaviors
in the instruction flow and in the memory address space.
This is done by adding two checkers that monitor the fetched
instructions and the CPU accesses to the instruction and
data memories, as shown in Figure 1 for a generic Harvard
architecture, i.e. with instruction memory separated from the
data memory.

The two checkers, namely the Instruction Flow Checker and
the Memory Allocation Checker, monitor at runtime whether
the accesses to the instruction and data memory, respectively,

Hash 1

Hash k

Memory 1

Memory k

x

.

.

.

.

.

.

alarm

Figure 2. Hardware implementation of a Bloom Filter

are those expected by the program that is being executed.
Moreover, the Instruction Flow Checker monitors whether the
CPU the instructions fetched by the CPU are those expected
by the program. In case of unexpected memory accesses or
fetched instructions the checkers immediately signal an issue,
possibly leading to fast countermeasures such as pipeline flush,
interrupt generation or others (countermeasures against HWTs
fall outside the scope of this paper). To detect unexpected
behaviors the checkers should be able to store all the correct
< address, instruction > combinations of the running
program, and all the authorized data addresses. To efficiently
store these values we implemented the two checkers as Bloom
filters (like what has been done in [28] for fault detection).

A. The designed checkers

As we previously discussed, both the Instruction Flow
Checker (IFC) and the Memory Allocation Checker (MAC)
rely on BFs. A BF can be efficiently implemented in hardware
using k memories such that each hash function maps to one
of them. Then, the memories can be read in parallel and the
results are combined with an NAND gate to obtain the final
result. An alarm is raised as soon as at least one of the accessed
memory locations contains a 0. A high-level representation of
the implemented BF structure is illustrated in Figure 2 where
x is the tuple < memory address, fetched instruction >
for the IFC and it is only the memory address for the MAC.
This structure achieves an undetected alarm rate (UAR) that
is similar to the value calculated by Equation 1.

As we previously discussed, the considered HWT mod-
els cause the fetch of unexpected sequences of instructions
and/or the access to unauthorized instruction and data memory
addresses. Therefore, the BF in the IFC is loaded with all
the tuples < memory address, instruction > of the
program under analysis and the MAC is loaded with all the
possible data memory addresses accessed by the program. This
information are extracted at design time from an execution
trace obtained through simulation (see Subsection IV-B).

At runtime the instructions fetched from the memory to-
gether with their address are queried in IFC before executing
the instruction itself waiting the response of the checker
to enable the execution. Similarly, before accessing a data
memory address the MAC is queried to verify whether the
requested address is legal for the running program or not.
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B. The checker’s design flow

We implemented the design flow depicted in Figure 3 to
determine the best configuration of the BFs, in terms of size
of the bit array and number of employed hash functions, and
to synthesize and load them before deployment. The flow
takes the assembly code of the program under analysis, a
set of hash functions and the desired maximum acceptable
undetected alarm ratio (UAR). At the end of the flow the BF
synthesized and loaded ready for deployment is generated.

The first step of the flow consists in an iterative process
meant to identify test best number of hash functions and
size of the bit array of the BF to meet the desired UAR.
Given the program’s assembly, the desired UAR and an initial
number h of hash functions, we calculate the required bit array
size by means of Equation 1. By increasing the number of
employed hash functions the required bit array size decreases
as predicted by Equation 2. Given this, and based on the
assumption (experimentally confirmed in Subsection V-C) that
the area occupation of hash functions is smaller than the one
of memories, we keep increasing the number of employed
hash functions while the bit array size decreases significantly.
When the reduction is small, we stop such iterative process
and we synthesize a BF having the identified bit array size
and number of hash functions.

Then, we load the BF for the IFC with all the pairs of ad-
dress and associated instruction. Similarly, the BF of the MAC
is loaded with the trace of all the memory addresses issued by
the CPU toward the Data memory (the memory contents are
not considered since they are variable in their nature). In order

Table I
THE CONSIDERED BENCHMARK PROGRAMS

Benchmark #Instructions
Binary Sort (BinS) 1719
Matrix Multiplication (MM) 1733
Bubble Sort (BubS) 1775
Quick Sort (QS) 1927
Sudoku Solver (SS) 3227
Motion Detection (MD) 4452

to obtain such accessed data memory addresses we simulate
in Modelsim the microprocessor under analysis to produce a
trace of all the addresses issued on the data memory address
bus.

Once the BFs of the IFC and the MAC have been loaded,
the protection architecture can be fully instantiated and the
protected microprocessor-based system can be deployed.

V. EXPERIMENTAL RESULTS

We carried out a set of experiments to assess the effective-
ness and the efficiency of the proposed protection architecture.
We here provide details about the considered hardware plat-
form and benchmark programs; we report results from the
simulation-based analysis that was carried out to drive the
implementation of the BFs; and we finally discuss the accuracy
and the efficiency of hardware-implemented checkers.

A. Experimental setup

The BF sizing step of the design flow has been implemented
as a C++ program. For synthesizing the BFs we employed
Xilinx Vivado targeting a Xilinx Artix XC7A35T device.

After defining the best parameters for the BFs, we integrated
the checkers in an FPGA-based emulation platform running
a RISC-V core which provides a Harvard architecture. We
considered the PULPINO architecture which is an ultra-low-
power processing platform mainly targeted to Internet of
Things applications. We considered the RI5CY [29] version
of PULPINO, which is a small 4-stage RISC-V core. When
synthesized on a Xilinx Artix XC7A35T RI5CY requires
14616 LUTs, 8959 FFs and 16 BRAMs, and it works at
50MHz, as reported in [30].

Finally, we considered a set of benchmark programs (re-
ported in Table I together with the number of assembly in-
structions) varying from simple sorting algorithms to the more
complex Sudoku Solver and Motion Detection.

B. Bloom filters sizing

After compiling the set of benchmark programs to obtain
the corresponding assembly code we dimensioned the BFs by
following the flow described in Subsection IV-B. In particular,
we fixed the maximum acceptable value of the undetected
alarm rate (UAR) at 1% and we calculated the minimum bit
array size to be adopted when considering several numbers
of employed hash functions. Tables II and III report about
this experiment with 3 up to 7 hash functions for the IFC
and the MAC, respectively. It can be noticed that in both



Table II
SIZE (IN BITS) OF THE BIT ARRAY OF THE IFC AT 1% UAR FOR

DIFFERENT NUMBER OF EMPLOYED HASH FUNCTIONS

Bench. #Hash Functions
3 4 5 6 7

BinS 41200 24720 17512 18320 17064
MM 42816 23232 17848 18120 17848
BubS 42544 27360 19584 19304 18128
QS 46184 30488 20544 20208 19624
SS 65296 51056 33140 31648 32432
MD 68760 53552 44080 43080 42272

Table III
SIZE (IN BITS) OF THE BIT ARRAY OF THE MAC AT 1% UAR FOR

DIFFERENT NUMBER OF EMPLOYED HASH FUNCTIONS

Bench. #Hash Functions
3 4 5 6 7

BinS 1080 1016 944 816 752
MM 1192 1072 912 976 880
BubS 1336 1048 984 808 712
QS 1368 1136 1016 824 720
SS 3712 3080 2552 2864 2576
MM 5416 4912 4664 4992 4520

experiments the bit array size significantly decreased between
3 and 4 hash functions, and again, between 4 and 5, while
further increasing the number of hash functions did not bring
any significant reduction of the bit array size. For this reason,
we implemented BFs having 5 hash functions to evaluate the
real detection accuracy and the introduced overhead.

C. Bloom filters hardware implementation and evaluation

Based on the exploration discussed in the previous subsec-
tion, we implemented the BFs on an FPGA for both the IFC
and the MAC for the considered benchmark programs with 5
hash functions and choosing a memory size which is the power
of 2 value closest to the sizes in bit calculated in Tables II
and III, respectively.

First of all we measured the real UAR achieved by the
implemented checkers. To do so, we emulated the activation
of a HWT belonging to the considered models by modifying
the data to/from the instruction and data memories to: i)
make the CPU execute an instruction that was not in the
original program; ii) make the CPU execute an instruction
that was in the original program but that was fetched from
an unexpected instruction memory address; and iii) make the
CPU read/write data from/to an unexpected data memory
address. We simulated 100000 randomly generated HWT
activation cases and we measured the numbers of alarms that
were not raised. Results from this experiment are reported in
Table IV. As expected, the measured UAR is always below
1% (in most cases much below 1%). Then, by running the
benchmark programs without any alteration we also checked
that the implemented BFs did not raise any false alarm.

Finally, we evaluated the overhead impact of the proposed
checkers in terms of used resources and working frequency
when targeting an FPGA implementation. Tables V and VI
report details for the IFC and the MAC, respectively, for the

Table IV
SIZE (IN KBIT) AND ACHIEVED UAR OF THE HARDWARE

IMPLEMENTATION OF THE BFS FOR THE IFC AND THE MAC

Bench. IFC MAC
Mem. size UAR (%) Mem. size UAR (%)

BinS 32 0.523 1 0.085
MM 32 0.520 1 0.122
BubS 32 0.572 1 0.525
QS 32 0.607 1 0.073
SD 64 0.249 4 0.134
MD 64 0.912 8 0.232

Table V
RESOURCE OCCUPATION AND WORKING FREQUENCY OF THE

IMPLEMENTED IFCS

Bench. Instruction Flow Checker
#LUTs #FFs Freq. (MHz)

BinS 880 (6.02%) 84 (0.93%) 112.19
MM 880 (6.02%) 84 (0.93%) 112.19
BubS 880 (6.02%) 84 (0.93%) 112.19
QS 880 (6.02%) 84 (0.93%) 112.19
SS 1539 (10.52%) 89 (0.99%) 106.37
MD 1539 (10.52%) 89 (0.99%) 106.37

considered benchmark programs. The resource occupation is
reported both in absolute values and in percentage w.r.t. the
resource occupation of the RI5CY core. LUT overhead ranges
from 0.68% up to 10.52% while, FF overhead ranges from
0.68% up to 0.99%. We believe that such overheads are totally
acceptable when considering that the proposed architecture
would protect the CPU from a wide range of HWT models
and with an extremely small percentage of undetected alarms.
Another interesting data related to the resource overhead is
that, the broad variation of the LUT usage accounts for the fact
that the chosen implementation used LUT also for memory
elements of the BF therefore to implement a range from 1 Kbit
to 64 Kbit arrays to optimize timing performances. Looking
at the working frequency, it can be observed that the proposed
checkers do not introduce any slowdown, since the maximum
operating frequency is much higher (2x in the worst case) than
the one of the considered RI5CY core.

D. Security analysis

The presented experimental results demonstrate that the
proposed protection architecture is able to detect much more
than the 99% of the runtime activations of HWTs that try
to force the CPU to execute malicious code with zero false
alarms. In case the designer wants to further reduce the
undetected alarm rate, it is sufficient to increase the size of
the bit array of the BF, still having zero false alarms.

More in details, any HWTs that try to make the CPU execute
instructions that are not in the legal program the CPU is
meant to execute or that are in the program but that have been
loaded from instruction memory locations out of the memory
space of the legal program are detected. Moreover, HWTs
that make the CPU read/write data from/to unauthorized data
memory addresses are always detected as well. It is worth
mentioning that the effectiveness of the proposed solution is



Table VI
RESOURCE OCCUPATION AND WORKING FREQUENCY OF THE

IMPLEMENTED MACS

Bench. Instruction Flow Checker
#LUTs #FFs Freq. (MHz)

BinS 100 (0.68%) 61 (0.68%) 181.91
MM 100 (0.68%) 61 (0.68%) 181.91
BubS 100 (0.68%) 61 (0.68%) 181.91
QS 100 (0.68%) 61 (0.68%) 181.91
SS 170 (1.16%) 71 (0.79%) 154.13
MD 275 (1.88%) 76 (0.84%) 143.67

independent of the triggering mechanism of the HWT, i.e.,
combinational/sequential triggered, externally activated, time-
bombs and always-on.

The proposed solution could be defeated by denial-of-
service HWTs that make the CPU fall into an infinite loop
of legal instructions. Providing the protection unit with a
watchdog could easily solve such vulnerability. Finally, HWTs
that steal information by sending it through covert side-channel
are still able to defeat the proposed solution.

VI. CONCLUSION

We presented a protection architecture (and the companion
design flow) for the identification of the runtime activation of
hardware Trojan horses in the memories of microprocessor-
based systems. The proposed architecture can be fine-tuned in
order to achieve a desired maximum acceptable undetected
alarm rate while having zero false alarms. We applied the
proposed microprocessor protection architecture to a case
study system based on a RISC-V processor implemented on an
FPGA device and running a set of software benchmarks. Our
proposal was always able to detect more than 99% of possible
HWTs activations with zero false alarms. We measured a
lookup table overhead ranging from 0.68% up to 10.52% and a
flip-flop overhead between 0.68% and 0.99%, with no working
frequency reduction.
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