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ABSTRACT

In Recommender Systems, impressions are a relatively new type
of information that records all products previously shown to the
users. They are also a complex source of information, combining
the effects of the recommender system that generated them, search
results, or business rules that may select specific products for rec-
ommendations. The fact that the user interacted with a specific item
given a list of recommended ones may benefit from a richer interac-
tion signal, in which some items the user did not interact with may
be considered negative interactions. This work presents a prelimi-
nary evaluation of recommendation models with impressions. First,
impressions are characterized by describing their assumptions, sig-
nals, and challenges. Then, an evaluation study with impressions is
described. The study’s goal is two-fold: to measure the effects of
impressions data on properly-tuned recommendation models using
current open-source datasets and disentangle the signals within
impressions data. Preliminary results suggest that impressions data
and signals are nuanced, complex, and effective at improving the
recommendation quality of recommenders. This work publishes the
source code, datasets, and scripts used in the evaluation to promote
reproducibility in the domain.
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1 INTRODUCTION

Research in Recommender Systems (RS) mainly builds recommen-
dation models using historical feedback (e.g., clicks, purchases,
watching actions) of products collected from users, but the commu-
nity is always looking to improve the recommendation quality by
leveraging other data sources such as content, social, and contextual
information.

Impressions are an interesting, novel, and modestly explored
source of information that is available for researchers and practi-
tioners. Impressions, also called exposure data or past exposures,
contain the previous recommendations to users, meaning the items
or products displayed on users’ screens. These items usually come
from the existing recommendation system, a search function, or
business rules.

Impressions have only been used to a limited extent in RS re-
search, mainly due to the absence of publicly available datasets.
However, this is rapidly changing as more impression datasets have
been published and competitions encouraged their use. For instance:
(i) interest in impressions research and use has risen [6, 22], (ii)
several RS challenges included impressions in their datasets, (iii)
industries have presented case studies highlighting the effects of im-
pressions data in their recommendations [4, 19], and (iv) three open
datasets were recently-published ContentWise Impressions [26],
MIND [32], and FINN.no Slates [10, 11]. Due to the limited use
of impressions in RS, there exist several open research questions,
e.g., whether to evaluate recommendation models with impres-
sions data requires to develop a specific methodology as is the case
in other scenarios [12, 14], characterization of signals and biases
in impressions, and challenges regarding the use of impressions.
Previous studies have addressed a few of these questions [34]. In
contrast, others have presented case studies in private settings or
are evaluated in the setting of a challenge [1, 16, 18, 19], in which
the analysis has been narrow and specific to the context of the
study, also without a discussion of how presented results can be
applied to other domains or evaluation scenarios. Consequently,
many research questions remain unexplored.

This work aims to raise awareness of the existence and use
of impressions in recommender systems. Towards this goal, this
work contextualizes impressions and discusses their signals, bias,
and challenges. Consequently, this work presents the first evalua-
tion study of impressions recommender under the same evaluation
methodology on open-source datasets. The study focuses on real-
time recommendations with impressions, specifically, on plug-in
recommenders, i.e., those that receive the recommendations gen-
erated by another model and use them to build the final recom-
mendation list. The main advantage of plug-in recommenders is
that the underlying recommendation model does not need to be
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re-trained. The study aims to measure the recommendation quality
of plug-in recommenders using impressions data and disentangle
the signals within impressions. Under real-time recommendations,
the simplicity of impressions models is key to meeting serving time
constraints.

2 OVERVIEW OF IMPRESSIONS IN

RECOMMENDER SYSTEMS

Open Source Datasets. In recent years, several research works
have encouraged the research of impressions recommenders and
impressions data by open-sourcing sourced the following datasets
with impressions: ContentWise Impressions, MIND, and FINN.no
Slates. The ContentWise Impressions [26] dataset contains in-
teractions and impressions of users with a media provider of movies
and TV series over the internet. Users are the registered accounts
with the over-the-top media service while items are media con-
tent: movies and clips in series, TV movies and shows, movies, and
episodes of TV series. This dataset was constructed by collecting
the interactions and impressions of a subset of users during a period
of four months. The MIND [32] dataset contains interactions and
impressions of users with the Microsoft News service. Users are
registered accounts of the service, while items are news articles,
where impressions are personalized recommendations of items. Al-
though its collection period spans six weeks. Impressions data is
only available for the last two weeks, i.e., weeks five and six. Week
six only does not contains interaction, only impressions data. Lastly,
the FINN.no Slates [10, 11] dataset contains interactions and im-
pressions of users with the finn.no site; an online service that allows
users to sell goods and services. Users are registered accounts on
the platform, while items are products listed in the second-hand
marketplace. Differently from the others, this dataset does not con-
tain the date and time of interactions and impressions, however,
the attribute time step establishes an order relation between data
points. Only this dataset has impressions from recommendations
and search results.

Impressions Recommenders. Originally, impressions recom-
menders were first described in industrial studies or competitions,
such as the ACM RecSys Challenge. From previous works, these
recommenders can be placed into two categories: re-ranking and
impressions as user profiles. The re-ranking recommenders re-
order a recommendation list created by a base recommender. In
this category, two impressions recommender exist: the impressions
discounting framework and cycling. The first re-orders the recom-
mendation list using features extracted from impressions data, e.g.,
frequency and position of impressions [19]. The second re-orders
the recommendation list by sorting items by their impressions
frequency, and in case of ties, by the score given by the base recom-
mender [33]. On the other hand, the impressions as user profiles

recommenders may treat impressions as user interactions are tradi-
tionally used. For instance, in the ACM RecSys 2016, impressions
were used instead of interactions as user profiles, and in some
solutions, both data sources were used, i.e., impressions to com-
pute similarities while using interactions as user profiles or vice
versa [5, 20, 21, 24, 27, 28, 36].

Signals. Impressions mostly contain mixed signals, e.g., both pos-
itive and negative traits of user preferences. Determining if such
signals can be used to model the preferences of users is still an
open research question in the RS domain [34]. Several factors affect
the type of signal that exists within impressions. The main aspect
to consider is that impressions, as interactions data, are strongly
related to the system that generated the impression (e.g., a rec-
ommender system or a search function), to the characteristics of
the system (e.g., position of items in single list, carousel, or grid
layout), and to the context of the impressions (e.g., enforcement
of business rules or editorial selections). Currently, no previous
research work has studied the signals within current open impres-
sions datasets and this constitutes an open research question of
significant importance.

Challenges. Different properties of impressions datasets become
challenges when evaluating recommendation models with impres-
sions data, specifically, challenges regarding scalability and in-
formation leak are of utmost importance. Regarding scalability

challenges, recommendation pipelines must account for scalability
when working with impressions data as their size might be several
orders of magnitude higher than interactions data. Hence, solu-
tions that are both efficient in training time and space requirements
that can work with this vast amount of data points must be more
positively favored when compared to their complex counterparts.
Regarding information leak challenges, they particularly emerge
when using impressions as part of the recommendation process.
The goal of the recommender that is being developed is to generate
a recommendation list that contains the interactions in the user’s
ground truth. Hence, this very recommendation list must not be
used in the form of impressions during the training process. In
many systems, users only interact with impressed items. Therefore
if the recommendation list shown to the user when the test inter-
action occurred is available during training, the recommendation
model will know that the correct recommendation is necessarily
within that list. Consequently, overestimating its recommendation
quality.

This challenge implies, for instance, discarding methodologies
such as traditional random-holdouts, as they introduce time-travel
effects [17] and may leak impressions and interactions from future
actions into training sets.

Evaluation with Impressions. Two different categories of previous
impressions research exist: (i) solutions to recommendation chal-
lenges, such as ACM RecSys Challenges or Kaggle competitions,
and (ii) case-studies in private organizations on private datasets. For
the first category, research works have the main goal of using the
provided data to develop algorithms with the best ranking on the
challenge leaderboard [9, 15, 27, 28]. A limitation of these works
is that they represent an analysis of a specific domain with the
characteristics present in the available dataset, with no analysis
on how the propose method could generalize to other data sources
and scenarios. The second category of works instead analyzes the
impact of impression models within a specific recommender sys-
tem [3, 16, 19, 34]. To the best of our knowledge, only Lee et al. [19]
presents a comparison of an impression model on several datasets
using both an offline and online evaluation setup. However, there
are two main drawbacks in the work’s evaluation setting. First,
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the evaluation was performed on two private datasets and in one
dataset with a non-redistribute clause. Second, only one impression
work was tested, instead of several approaches.

3 EXPERIMENTAL METHODOLOGY

This section describes the evaluation study proposed in this work.
The goal of the study is two-fold. First, to benchmark the recom-
mendation quality of base and impressions recommenders on a
single evaluation methodology using open-source datasets. Second,
to disentangle the signals within impressions. To achieve these
goals, impressions data are used to enhance the recommendation
quality of already available and properly-tuned recommendation
models. To the best of our knowledge, this is the first comprehen-
sive evaluation of impressions data in the domain of RS. Note that
it is beyond the scope of this work to develop new recommendation
models that use impressions. 1

Recommendation Task. The evaluation study consist on experi-
ments on recommender systems, in which the recommendation task
is the traditional top-N recommendations. All experiments follow
a traditional leave last interaction out approach, where recommen-
dation models are trained on the training split and their hyper-
parameters are optimized on the validation split. This strategy was
selected due to its compliance with the arguments presented in Sec-
tion 2, i.e., evaluations must account for time-travel effects.2 Final
recommendation quality is obtained by training recommendation
models on the union of the training and validation splits, using
their best hyper-parameters, and evaluating against the test split.
The evaluation reports traditional accuracy and beyond-accuracy
metrics for all recommenders.

Datasets. The evaluation evaluates recommenders on the three
existing open-source datasets with impressions, i.e., the Content-
Wise Impressions [26],MIND [32], and FINN.no Slates [10, 11]
datasets. For the ContentWise Impressions dataset all interac-
tions and impressions that produced an interaction are used. For the
MIND dataset, the MIND-SMALL version is used. For the FINN.no
Slates dataset, due to its very large size a reduced version is created
by following the sampling strategy used to buildMIND-SMALL [32],
i.e., selecting at random all interactions and impressions of 5 % of
users. The datasets were processed as follows: (i) data points were
sorted in ascending order by their time-related attribute, (ii) dupli-
cated user-item interactions are aggregated into a single record,
keeping the attributes of the first interaction, (iii) users without a
minimum of 3 records were removed, and (iv) splits were created.

Base Recommenders. The baselines used in the evaluation of this
work are standard collaborative filtering recommendation models
trained on historical interactions data: neighborhood based heuris-
tic models ItemKNN CF, UserKNN CF with asymmetric cosine
similarity and shrinkage [30]; graph-based models RP3beta [25];
machine learning models SLIM ElasticNet [23], MF BPR [29],

1Supplemental material, including source code, scripts, datasets, and results are perma-
nently placed in: https://github.com/recsyspolimi/recsys-2022-evaluation-of-recsys-
with-impressions
2Further studies may select different evaluation methodologies depending on their
context, see Castells and Moffat [6].

PureSVD [8], NMF [7]; and the auto-encoder EASE R [31]. A de-
scription of these recommendation models, their hyper-parameters
and ranges, can be found in [13].3

Impressions Recommenders. This work evaluates the following
impressions recommenders on top of the previously-mentioned
base recommenders: re-ranking Cycling [33] and ID [19]; and the
impressions as user profiles IUP [28]. The evaluation overrides
the original signals assumptions held about impressions data of
each recommender, i.e., in this work the hyper-parameter optimizer
decides whether impressions should be considered positive or neg-
ative signals. The supplemental material provides a description of
the hyper-parameters of impressions recommenders.

Hyper-Parameter Tuning. This work uses a traditional Bayesian
Search [13] with 16 initial random cases and 50 maximum total
cases. Each recommender is allotted a maximum of 14 days to com-
plete its hyper-parameter search.4 If the search is not completed
after this time frame, then the search halts and the recommender
is evaluated on the best hyper-parameters found thus far. If no
sufficient number of cases are explored by the 14 days mark, then
the recommender is not included in the results. 5 Hyper-parameters
range and distributions of base recommendation models are the
same reported in [13] whereas for impression models are sum-
marized in the supplemental material. For the analysis of signals
within impressions, impressions recommenders were optimized
three times: (i) the optimizer decides the signal of impressions, (ii)
the signal is manually set as positive, and (iii) the signal is manually
set as negative.

4 RESULTS AND DISCUSSIONS

Overall, as impressions recommenders (3) are tested in combination
with base recommenders (10), which themselves are optimized, and
the evaluation was done on three datasets, this analysis required to
fit and evaluate 4500models. Table 1 and Table 2 present the top-20
ranking accuracy and beyond-accuracy of all recommenders on the
ContentWise Impressions, MIND, and FINN.no Slates datasets.
Due to space limitations, the tables only presents the recommen-
dation quality measured by NDCG and Item Coverage. Results on
other metrics, e.g., precision, novelty [35], and diversity gini [2] are
provided in the supplemental material of this work. The results are
preliminary as some recommenders could not be evaluated due to
memory or time constraints. For instance, the recommenders SLIM
BPR and SLIM ElasticNet could not be trained on the FINN.no
Slates dataset due to out of memory errors.

4.1 Recommendation Quality

From a recommender-agnostic perspective, the results suggest that
impressions positively impact both ranking accuracy and item cov-
erage on the FINN.no Slates dataset by increasing both metrics on
all recommendation models with impressions. On the other side, on

3Matrix Factorization recommenders were folded-in [8] for compatibility with some
impressions recommenders.
4The experiments were executed on a single m6i.4xlarge Amazon Web Services
virtual machine with 16 vCPUs, 64 GB of RAM, and using Ubuntu 20.04 as operating
system.
5Due to time limitations, this resulted in the exclusion of 20 out of 150 base-impressions
recommender pairs.
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Table 1: Top-20 ranking accuracy of base and impressions recommenders on the ContentWise Impressions dataset. MF BPR,

NMF, and PureSVD are folded recommenders. Values in bold mean higher accuracy or item coverage than Baseline. ID refers

to impressions discounting. IUP refers to impressions as user profiles. Suffix + indicates the impressions were selected to be

positive signals, while - to be negative signals. Results on different metrics are available in the supplemental material.

NDCG

Recommender Baseline Cycling ID IUP IUP+ IUP-

ItemKNN CF 0.09569 0.08883 0.09607 0.09584 0.09568 0.09583

UserKNN CF 0.09327 0.08690 0.09344 0.09437 0.09315 0.09446

MF BPR 0.06931 0.06305 0.06940 0.06952 0.06953 0.06928
NMF 0.03847 0.03567 0.03917 0.03841 0.03793 0.03847

PureSVD 0.06924 0.06386 0.06920 0.07162 0.07191 0.06924
RP3beta 0.09756 0.09040 0.09753 0.09759 0.09757 0.09759

SLIM BPR 0.08626 0.07888 0.08601 0.08635 0.08627 0.08642

SLIM ElasticNet 0.11194 0.10427 0.11203 0.11185 0.11198 0.11187

the ContentWise Impressions dataset beyond-accuracy metrics
are slightly negatively affected when achieving higher accuracy
and vice-versa. Lastly, on theMIND dataset, recommendation mod-
els that reached higher accuracy with impressions, achieved it by
drastically decreasing their coverage. The diverse results on each
dataset suggest that using impressions may be beneficial in some
domains and data, while in others more sophisticated strategies
must be developed.

The Cycling recommender is expected to provide more diverse
recommendations by its definition [33], as it penalizes frequently
impressed items. Hence, the results on the ContentWise Impres-
sions and MIND datasets are expected. It is not the case for the
FINN.no Slates dataset, which achieved higher ranking accuracy
and item coverage on all base recommenders. For instance, the
UserKNN CF and NMF recommenders achieved relative improve-
ments of 31.53 % and 572.98 %, respectively. Furthermore, this
impressions recommender made UserKNN CF the most accurate
recommender; without it, both ItemKNN CF and RP3beta are
more accurate than UserKNN CF.

For the ID recommender, the results on the ContentWise Im-
pressions dataset show comparable accuracy metrics on some base
recommenders. When looking at the hyper-parameters chosen by
the optimizer, the importance of impressions sit between 3.6−2 and
2.5−1 on those impressions recommenders with higher accuracy
than the base recommender. Hence, there is slight importance of the
impressions in the improvement of recommendation quality. On the
MIND dataset, the recommender achieves higher accuracy on only
two base recommenders (UserKNN CF and PureSVD), however,
at the cost of much lower item coverage. On the FINN.no Slates
dataset, instead, the ID recommender achieved higher accuracy on
all tested base recommenders. Its item coverage also increases on
all base recommenders except for ItemKNN CF. Furthermore, on
all recommenders, the importance of impressions was set to the
maximum value, i.e., 1.0.

For the IUP recommender, on the ContentWise Impressions
dataset, only some base recommenders achieved higher accuracy
while also increasing its item coverage. For the latter, only two
base recommenders (MF BPR and PureSVD) translated into lower

item coverage and higher accuracy. When inspecting the hyper-
parameters chosen by the optimizer, the importance of impressions
sit between 4.4−2 and 1.9−1, indicating slight importance of the
impressions in the improvement of recommendation quality. On the
MIND dataset, higher accuracy was achieved only on two recom-
menders (UserKNN CF and PureSVD) using impressions. Similar
to the ID recommender, higher accuracy on this dataset translated
to lower item coverage. On the FINN.no Slates dataset, instead, all
tested recommenders achieved higher accuracy—however, at the
cost of item coverage, which decreased. Impressions have slight
importance in this dataset, which ranges between 4.7−2 and 1.8−1.
The exception is NMF, as the importance of impressions is close to
the lower end of the range, i.e., 1.02−5.

4.2 Impressions Signals

Now the discussion shifts to categorizing the signals within the
impressions data for the general case. This discussion uses the
following categories to classify impressions signals in terms of
what can be inferred as the user preference for the item: positive
and negative. Overall, the evaluation’s preliminary results indicate
that the information contained in the impressions is nuanced and
varies according to the dataset and what type of recommendation
model is used. The evaluation of impressions in different scenarios
or methodologies impacts how these may model users’ preferences.

The evaluation of signals within impressions was only carried
using the ContentWise Impressions with the IUP recommender
due to time constraints (IUP+ and IUP- on Table 1). The results sug-
gest that this dataset’s impressions signal is negative. The optimizer
sets the signal as positive for the MF BPR, PureSVD, and NMF

recommenders and as negative for the rest of the recommenders.
When manually choosing the signal, two cases arise. First, when the
sign matches that selected by the optimizer, then the importance
of the impressions feature has similar value, and the changes in
accuracy or beyond-accuracy are similar. Second, when the sign
does not match what the optimizer selected, the importance of
impressions is set to a low value, and the recommendation quality
is lower or similar to the base recommender.

Interestingly, the evaluation results on the FINN.no Slates
dataset suggest that impressions may be used as a positive signal of
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Table 2: Top-20 ranking accuracy (NDCG) and beyond-accuracy (Item Coverage) metrics of base and impressions recom-

menders. NMF, and PureSVD are folded recommenders. Values in bold mean higher accuracy or item coverage than Baseline.

ID refers to impressions discounting. IUP refers to impressions as user profiles. Due to memory and time limitations, some

recommenders are not included. Results on different metrics are available in the supplemental material.

NDCG Item Coverage

Dataset Recommender Baseline Cycling ID IUP Baseline Cycling ID IUP

MIND

ItemKNN CF 0.00868 0.00693 0.00028 0.00012 0.54686 0.62265 0.66200 0.66069

UserKNN CF 0.00766 0.01797 0.01118 0.06681 0.22501 0.12687 0.06214 0.02298
NMF 0.00116 0.00797 0.00116 0.00098 0.11202 0.25060 0.02259 0.57219

PureSVD 0.00010 0.00728 0.00015 0.00015 0.14163 0.26647 0.00580 0.12583
RP3beta 0.01643 0.00720 0.00013 0.00009 0.60989 0.53792 0.52827 0.53557
SLIM ElasticNet 0.01493 0.00699 0.00060 0.00010 0.40652 0.48159 0.44872 0.38962

FINN.no
Slates

ItemKNN CF 0,03933 0,04538 0,04568 0,04018 0,35260 0,52645 0,34601 0,33779
UserKNN CF 0,03841 0,05052 0,04440 0,04055 0,26051 0,47073 0,27781 0,25993
NMF 0,00681 0,03902 0,00881 0,00718 0,02563 0,52985 0,03791 0,02542
PureSVD 0,01502 0,04024 0,02044 0,01682 0,04639 0,51562 0,06872 0,03958
RP3beta 0,03883 0,04614 0,04538 0,03929 0,30450 0,51916 0,30493 0,30194

user preference towards items, as in all cases, the optimizer selected
impressions as positive signals, and all cases achieved higher accu-
racy. On the other hand, on theMIND dataset, impressions were
mostly considered chosen as positive by the optimizer, however,
this does not translated to better accuracy in the majority of cases.

5 CONCLUSIONS

This work aims to raise awareness of impressions and encourage
their use in further RS research. The work presents an overview of
impressions in RS and the different signals and challenges that must
be considered when working with impressions data. Also, this work
presents the first evaluation study of recommender systems with
impressions. An evaluation like the one presented here is lacking
in the current literature. Previous research works with impressions
were published using private datasets, recommenders, or in the
context of recommendation challenges, such as the ACM RecSys
Challenge. The preliminary results of this evaluation study are
promising. They suggest that impressions data is complex, and
their signal is nuanced. Nonetheless, including impressions may
be beneficial in terms of accuracy and beyond-accuracy metrics.
Hence, translating into higher-quality recommendations to users.
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