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ARTICLE INFO ABSTRACT
Keywords: Artificial intelligence (AI) and machine learning (ML) techniques are transforming building
Al in building design engineering. This work goes through the critical role of architectural parameters in influencing

Architectural feature selection
Advanced data augmentation
High-rise buildings

Generative architectural forms

Design informed by structural insights

the structural responses of tall buildings, with a special focus on diagrid structures. The main
aim of this study is to demonstrate how ML can improve the early design phase of diagrid
buildings. Using a small, initially collected data set, enhanced through data augmentation,
the classification of diagrid buildings in terms of design feasibility is investigated. This study
identifies key architectural and structural parameters, employing various filter and wrapper
methods for feature selection. The results show that our methods are effective in producing
high-quality synthetic data, maintaining stable learning accuracies, and establishing accurate
and robust relationships between architectural parameters and structural responses in diagrid
buildings. These insights are crucial for facilitating more effective design processes in the realm
of high-rise diagrid building design.

1. Introduction

The rapid rise of Al in recent years has opened new possibilities for architectural and structural designs of tall buildings. In the
early phase of building design, conflicts can arise because visually appealing forms for architects may not align with structurally
effective design choices. The key challenge lies in accurately estimating the structural behavior. This difficulty is particularly
pronounced in the case of seismic loading, even moderate, and represents a significant challenge in the design process, which is
generally unfavorable for all parties involved, including architects, engineers and clients. With the current availability of computing
power, integrated design, and advanced tools capable of analyzing large data sets [1], it is feasible to propose an improved design
approach [2,3].

Tools like parametric design software [4] allow specialists to create numerous geometries for high-rise building using computer-
aided design (CAD). This information can then be passed onto structural codes, which can generate extensive data to describe the
response, even under complex loading conditions. Al tools, based on ML [5,6] or even deep learning (DL) [7-9], can process these
results, identifying correlations between input and output variables with an efficiency that surpasses human capabilities.

While this Al and ML-driven approach is promising, it is important to recognize that numerous practical details, both in the
design process and in training the ML models, still necessitate human intervention for optimal results. Only through the correct
application and interpretation of these procedures it is really possible to gain an advantage.
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This study focuses on the class of tall buildings with outer diagrids [10,11]: for this category, the elegance of transferring
the lateral-load bearing function to elements on the facade (the diagrids), thus freeing the interior from most of the columns, is
combined with the need to ensure structural efficiency. Historically, numerous studies have explored diagrid structures, focusing
on optimization (e.g. [12,13]), and decision-making models (e.g. [14,15]). Further literature [16-18] provides a comprehensive
view on the assessment of key variables in diagrid structures, also in the nonlinear regime. However, when the attention is directed
towards the field of building structural design, ML or DL have only recently found widespread application, even if their adoption
is increasing rapidly. ML tools are utilized to both predict and assess the structural performance, exploiting numerical (e.g. [19])
and experimental data (e.g. [20]), often in combination with observations from structural health monitoring [21]. In particular, the
use of ML tools to evaluate seismic behavior in various types of standard buildings has received attention, because the success of
the ML approach to recognize hidden patterns in other nonlinear problems in several fields of physics and engineering [22-24] has
been of inspiration to deal with the difficulties of the structural evaluation of the building behavior.

Studies [25,26] have investigated an extensive database for reinforced concrete structures subject to dozens of seismic excitations
using various ML algorithms, demonstrating the significant role of the algorithms’ parameters, or hyperparameters, and their
influence on the classification of buildings in terms of seismic damage. In [27] a set of tens of cross laminated timber structures has
been subjected to horizontal acceleration records and the outcomes of the numerical simulations have been analyzed through several
classical ML regression algorithms to predict the building drift ratios. In the study [28], a ML approach has been utilized to identify
the physical versus non-physical modes in a modal analysis of a 195-meter tall building, yielding the first five modes and damping
ratios and recognizing their stochastic distribution. DL techniques, such as those outlined in [29], which exploit combinations of
neural networks (NNs), have proven capable of predict the capacity curves of an eight-floor industrial building subjected to ground
motion. Study [30] has determined the features influencing the economic losses due to earthquakes in a steel building using an
extreme gradient boosting model. Several ML techniques have been employed in [31] to assess seismic damage in a 2D five-story,
five-bay moment frame with a nonlinear behavior. After creating a database comprising 468 moment steel frames subjected to 240
ground motions, researchers have managed to rank eight ML methods and found good performance.

In the present work, instead, the support for the designers’ decisions in the early design phase, possibly including also human-
driven architectural sensitivities, is pursued, because the ML procedure aims to categorize the buildings into feasible choices
combining both form and structural efficiency. This approach has been less investigated in the past, see e.g. the authors’ work
in [32]; in particular, it is evidently important to understand which geometrical and architectural choices have the most relevant
effect on the structural efficiency, since these choices are also the typical object of the architectural expertise. This specific issue
is also considered here within the sub-problem of feature selection (f.s.), a standard step in any ML procedure: in the following,
several options are considered for this task and their effectiveness is discussed.

In recent years, surrogate models (SMs) have emerged as a pivotal tool in computational engineering, offering a pragmatic
solution for approximating complex systems with a high degree of accuracy while significantly reducing computational costs [33].
These models are essentially simplified representations or emulations of more intricate systems and relate, in a statistical sense,
input to output data, obtained from complex system simulations. SMs have found widespread application across various domains,
particularly in scenarios where direct numerical simulations are either too time-consuming or computationally expensive. Within
the realm of building engineering, SMs stand as a bridge between detailed, data-intensive simulations and efficient, real-time
decision-making. The use of SMs in the context of diagrid building design efficiently approximates complex structural behaviors
and interactions, which are otherwise challenging to capture in full-scale simulations [34]. These models facilitate the extraction
of meaningful insights from large data sets, enabling a deeper understanding of the intricate architectural-structural correlations
in tall buildings. By incorporating surrogate modeling approaches, our study aligns with contemporary computational strategies,
striving to optimize the design process through intelligent data synthesis and reduction techniques. The application of these models
in our research not only underscores the practicality of SMs in architectural and structural design but also showcases their potential
in enhancing the accuracy and efficiency of ML algorithms deployed for building design optimization.

In our previous work [32], we carried out the groundwork by generating data, conducting structural analysis, and implementing
classification for structural responses. This current study is indeed based on these foundations but significantly extends our earlier
efforts by going deeper into the difference between f.s. and data augmentation (d.a.). Unlike [32], where the focus was primarily
on data generation and basic classification, here we have introduced advanced methodologies for f.s. using filter, wrapper, and
exhaustive methods, and augment the data set using the Gaussian copula approach. These enhancements not only provide a more
distinctive understanding of the structural responses of diagrid buildings but also offer a novel approach to handling limited data
sets in structural engineering research.

While this study offers valuable insights into f.s. and d.a. in the context of diagrid building design, it is important to note that the
analysis considered in this study is based on a linear elastic model assuming a weak seismic event. This approach limits the direct
applicability of the findings of this study to buildings in regions with high seismicity. The primary aim of this paper is to explore
the methodology of f.s. and d.a. rather than exhaustive structural analysis under varied seismic conditions. Furthermore, it is vital
to acknowledge that the focus on early-stage design necessitates linking architectural parameters to structural behavior through
a simplified structural simulation. It should be noted that while a nonlinear approach is imperative for the structural design of a
single tall building, the objective of assessing the structural behavior of multiple tall buildings in the initial design phase justifies
the adoption of a simplified methodology. However, it is acknowledged that this limitation may affect the generalization of our
insights regarding the efficiency of a specific diagrid building.

In Section 2 the engineering problem is summarized; the main geometrical input variables and the structural output quantities
are listed as possible features or responses useful for the ML procedure. The aforementioned important step of feature/response
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Table 1
Acronyms used in the paper.
Al Artificial intelligence
AR Aspect ratio
CAD Computer aided design
CDF Cumulative distribution function
d.a. Data augmentation
DL Deep learning
EDW Expected design weight
FE Finite element
f.s. Feature selection
KS Kolmogorov-Smirnov
LOOCV Leave-one-out cross-validation
ML Machine learning
NN Neural network
PCC Pearson correlation coefficient
RF Random forest
SM Surrogate model
TGA Total gross area

selection is described in Section 3. Then, in Section 4, since the data set associated to numerically simulated complex buildings can
be often relatively small for the selected features/responses because of the computational burden, a d.a. technique is investigated,
aiming to provide a reasonable number of form options respectful of the stochastic properties of the initial data set. To validate
the procedure and specifically to verify the quality of the augmented data, we discuss the results of a classification problem in
Section 5. This problem uses a machine learning algorithm to determine the most feasible building designs based on previously
identified responses. Table 1 provides a collection of acronyms used in this paper.

2. Methodology
2.1. The architectural and engineering problem

In this work, a tall building with an outer diagrid is considered as the base model, providing data that is subsequently fed into
the ML procedure.

A typical exemplary model is depicted in Fig. 1 and includes: (i) an outer network of inclined beams working mainly axially
in tension or in compression, (ii) an internal core obtained by adding a given a specific number of columns, and (iii) flat slabs
connecting the diagrids and the core columns at each floor. The building form is characterized by its top and bottom floor geometry
and a curvilinear transformation developing along the building height. Other geometrical variables include the aspect ratio, i.e. the
ratio between the height and the maximum dimension in the plan, the building height, and the inclination angle for the diagrids.
These geometrical variables constitute the essential input data for the parametric design phase and enable designers to create
a significant number of alternative building forms. After discretization through beam and plate finite elements (FEs), loads and
boundary conditions are imposed: namely, the nodes at the building base are totally restrained, a dead load of 4.50 kN/m? and a
live load of 2.0 kN/m? are applied to all floors, a seismic force correspondent to a moderate earthquake is applied along a prescribed
direction as a set of distributed horizontal forces at each floor. Details about the statically equivalent seismic load can be found
in [32]. Also in the same reference, the choices for the beam and column cross-sections and slab thicknesses are described, as well
as other details related to the structural modeling of the considered tall buildings.

As a weak seismic event is assumed [32], for each model a linear elastic analysis is carried out and its results are collected as
responses for the ML data set.

2.2. Features and responses; workflow

In what follows, under the framework of supervised learning [5], distinctions between features and responses are made.

The former refer to geometrical or mass properties defining a building and they are typically used by parametric design tools, such
as Grasshopper™, to create three-dimensional CAD models. From there, after discretization, the FE analysis is conducted. Among the
features, architectural choices are identified, as the majority of the geometric properties of the buildings correspond to architectural
parameters, such as the top and bottom plan geometry, the building height, and the total gross area of the cross sections. Additionally,
certain features are directly associated with the structural modeling aspect, such as the diagrid degree at the top and bottom of the
building, total mass (weight), and the position of the center of gravity. Within the ML framework features serve as the input of the
training algorithm, while responses (also known as labels) act as the output from training.

Responses encompass instead variables derived from the numerical analyses, offering insights into the structural behavior of
the models, including the top story displacement, the maximum utilization ratio across all structural members, the expected design
weight, and their combination.

The comprehensive initial list of features and responses considered in this work is reported in Tables 2-3, respectively, together
with the correspondent data type and range of values; their exact meaning is described in the Tables’ last columns.
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Fig. 1. Building models. (Top) plan and interior view with the outer diagrid members, the internal core columns, and the concrete slabs. (Bottom left) perspective

view of an exemplary model. (Bottom right) top and bottom plan geometries for each of the 144 generated model, with corresponding model numbers.

It should be mentioned that all continuous data have been normalized to facilitate ML numerical convergence and to enhance the
comprehension of the results. This normalization has been conducted using the Z-score method, translating features into a common
scale with a mean of zero and standard deviation of one. Outliers have been identified using the inter-quartile range method and
have been addressed accordingly to ensure they do not bias the learning process. In addition, no missing values have been reported
in the data set.

The discreteness of data such as the number of plan sides inherently impacts the f.s. process, as these features exhibit non-linear
relationships with the responses. The supervised learning models have been hence tuned to accommodate the discrete nature of
such variables, ensuring that the predictive accuracy is not compromised.

Given the abundance of characteristics available as input during model generation and the extensive data gathered from
numerical simulations, selecting the variables actually useful for the ML procedure is vital in the whole procedure. The f.s. step
in a ML process aims to maximize relevance and minimize redundancy. Reducing the number of features has several benefits:
simplification enhances interpretation, reduces misleading complexities, saves training time, and avoids the inclusion of non-essential
features that might adversely affect learning metrics, such as accuracy. In summary, f.s. counters the curse of dimensionality, i.e. the
difficulties in creating, managing and understanding an excessively large data set. Lastly, feature and response selection enhances
generalization by reducing overfitting.

The entire procedure proposed in this work is outlined in the following steps.

1. Redundant and irrelevant data are identified through various techniques (Section 3).

2. Additional synthetic data is generated to expand the original data set (Section 4). Obtaining quality data to feed the ML
procedure is a significant aspect of ML, and, although parametric design followed by numerical simulation is now convenient,
it still involves complicated computations in terms of resources and data collection. For practical reasons, the number of actual
computations or “direct” analyses is often restricted; instead, d.a. techniques can be efficiently utilized.

3. Both the original and augmented data sets are employed for a classification task (Section 5).

3. Feature and response selection

Feature and response selection is a pivotal process in ML, involving the identification of the most pertinent variables for model
training. This step enhances model performance, mitigates complexity, and helps in avoiding overfitting. In the Al context, the
various methods adopted for feature/response selection have been traditionally collected into broader families, as reported in the
existing literature [35].
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Table 2
List of features for the studied data set.
D Features Data type Range/values Meaning
F1 Number of top plan Discrete, integer [3,13] Integer number of the edges of the polygon used
sides for the tall building top plan
F2 Number of bottom plan Discrete, integer [3,13] Integer number of the edges of the polygon used
sides for the tall building bottom plan
F3 Total gross area (TGA) Continuous, float [6.95-10%, 7.06-10*] m? Sum of floor plan area for all stories of the tall
building
F4 Height Discrete, integer [232, 236] m Net height of the building, equal to the number of
floors times 4 meters
F5 Aspect ratio (AR) Continuous, float [3.92, 5.24] Ratio between the building height and the
maximum width of bottom floor plan
F6 Diagrid degree at top Continuous, float [41.45, 61.18]° Inclination angle, with respect to the horizontal
plane, of diagrids at the top plan of the building
F7 Diagrid degree at Continuous, float [61.01, 75.70]° Inclination angle, with respect to the horizontal
bottom plane, of diagrids at the top plan of the building
F8 Diagrid degree, average Continuous, float [51.90, 67.25]° Average of the inclination angles, with respect to
the horizontal plane, of all diagrids in the model
F9 Total facade area Continuous, float [2.84-10%, 3.63-10*] m? Side area of the building, including diagrid area
and holes between diagrids
F10 Total amount of Discrete, integer [4522, 8568] Number of vertical, horizontal and inclined
diagrids diagrids
F11 Total length of diagrid Continuous, float [1.87-10%, 2.59-10*] m Sum of the lengths of all diagrids
members
F12 Total mass Continuous, float [7.74-10%, 1.05-10*] tons Total mass in the model, accounting for all the
finite elements included
F13 Height of the center of Continuous, float [104.55, 110.31] m Position of the center of gravity with respect to
gravity the bottom plan
Table 3
List of responses for the studied data set.
D Responses Data type Range/values Meaning
R1 Displacement of the top Continuous, float [0.87, 1.14] m Maximum horizontal displacement of the top story
story
R2 Maximum utilization, Continuous, float [-0.89, 0.35] Ratio between current and allowable stress in
compression compression
R3 Maximum utilization, Continuous, float [0.41, 1.13] Ratio between current and allowable stress in
tension tension
R4 Maximum normal force, Continuous, float [-11.7, —4.62] kN Highest compressive axial force for the finite
compression elements in the model
R5 Maximum normal force, Continuous, float [4.67, 10.3] kN Highest tensile axial force for the finite elements
tension in the model
R6 Maximum normal force, Continuous, float [4.67, 10.3] kN Highest axial force, compressive or tensile, for the
absolute finite elements in the model, in absolute value
R7 Expected design weight Continuous, float [1.49-10%, 1.78-10%] tons The total weight of a structure, calculated based
(EDW) on the initially assigned mass for each component
as per their given utilization ratio
R8 Elastic energy Continuous, float [2.39, 9.95] kJ Total elastic energy for all the finite elements in
the model
R9 Displacement/total Continuous, float [8.53-107%, 1.22-107*] m/ton Ratio between the displacement of the top story
mass (R1) and the total mass of the model (F12)
R10 Displacement/EDW Continuous, float [5.56-107%, 6.48-10~4] m/ton Ratio between R1 and R7
R11 EDW/AR Continuous, float [2.95-10%, 4.46-10%] ton Ratio between R7 and the aspect ratio (F5)
R12 EDW/TGA Continuous, float [2.12:1072, 2.53-1072] ton/m? Ratio between R7 and the total gross area (F3)
R13 Total mass/TGA Continuous, float [1.10-107", 1.49:10"'] ton/m? Ratio between F12 and the total gross area (F3)

Within the family of filter methods, selections are made based on purely statistical measures, independent of the algorithm
adopted in the subsequent ML step: in this study, the Pearson Correlation Coefficient (PCC) [36] has been utilized. The PCC is a
statistical measure that identifies linear correlations between variables, offering insights into their direct relationships.
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In the wrapper method family, on the other hand, the selection is carried out by comparing the performances of combinations
of features/responses during the learning process. Wrapper methods, including forward selection, backward elimination [37,38],
and the exhaustive method [35], adopt a sequential approach. They iteratively add or remove features, assessing their impact on
the model’s performance. This allows for a distinctive selection process, considering the complex interplay between variables. These
methods are particularly crucial in this study, where understanding the complex relationships between architectural features and
structural responses is key.

A third family, the embedded methods, which combine characteristics of the previous two families, is not considered in this
work.

3.1. Response selection

To ascertain the optimal responses, it is advisable to first explore their statistical correlation. In fact, it might not be necessary
to train the model using two responses that exhibit a high correlation.

Various metrics can be employed to examine the statistical correlation between two sampled variables; in this study, as previously
mentioned, the PCC metric is considered. This coefficient ranges between —1 and +1; a value close to one indicates a strong positive
correlation, with negative values representing an inverse correlation (where one variable increases as the other decreases or vice
versa); a value near zero signifies there is a minimal correlation. More precisely, the PCC between two random variables X and
Y is defined as pyy = cov(X,Y)/(oy oy), that is, the ratio of the covariance of the two variables to the product of their standard
deviations. The advantage of using this method resides mostly in its simplicity, because it is based on the empirical mean and
covariance; the PCC is often considered an index of a linear correlation between the two random variables. An analysis of the
correlation across all responses is conducted, with the results being visualized as a heatmap, shown in Fig. 2: pairs of responses
exhibiting a correlation higher than 85% are identified, and one of the correlated responses is excluded [39]. The optimal responses
identified through this process, and detailed in Table 4 (top line), encompass key structural parameters, including the displacement
of the top story, maximum utilization (compression), defined as the ratio between maximum and allowable compressive stress in
the FEs; EDW, comprising the sum of the product of each member’s utilization and weight [32]; and the ratios displacement/EDW
and EDW/AR. Therefore, only five out of thirteen responses are retained. An arbitrary threshold of 85% has been arbitrarily chosen
to balance the number of responses that are labeled as irrelevant with those that are considered. There is no specific correlation
threshold provided in existing literature that should be adopted, especially in studies using the PCC method. Different studies have
utilized various threshold values such as 0.40, 0.50, 0.70, 0.80, 0.85, 0.90, and 0.95. Consequently, the threshold selection process
appears to be somewhat arbitrary. In other research works [40,41], a set of thresholds ranging from 0.50 to 0.95 is defined, and
the threshold leading to the highest accuracy is selected based on the training performance. This approach bears resemblance to
a sequential f.s. method, as described in the next Section 3.2.3, where the primary criterion is achieving the highest accuracy.
The rationale here is to balance the number of included responses against the excluded ones without dealing with significant
computational costs, as 13 responses could be theoretically combined with 13 features for all the data set. The need for this human
intervention, which is clearly necessary and relevant, is carried out for the responses, but it is handled differently later in case of
f.s., as described in Section 3.2.3.

It is acknowledged that the essence of supervised learning is the reflection of the task’s objectives through inherently defined
responses. Therefore, an in-depth analysis has been carried out to evaluate the trade-offs between model simplification and potential
accuracy loss when omitting responses with high correlation coefficients. This analysis aims to ascertain the acceptability of the error
induced and its implications for the predictive accuracy of the model. Numerical simulations, comparing the model’s performance
with both the full set and the reduced set of responses, have been conducted. The outcomes, presented in Appendix B, confirm
that while the error introduced by exclusion is non-negligible, the efficiency gains in terms of computational complexity and model
interpretability justify the approach. The results demonstrate that a good degree of accuracy is retained in the reduced model,
thereby confirming the suitability of the adopted response selection methodology for this specific application domain.

3.2. Feature selection

F.s. is a well-established topic in machine learning and is applied across various fields [35,42-45]. However, comparative studies
focusing on its application to building structural design remain rare up to date.

In this Section, three different approaches are considered with an increasing level of complexity. First, the features are studied
as an isolated set, similar to what has been done for the responses, by using the PCC. Secondly, the features are considered together
with the responses, and the set is again evaluated through the PCC. Third, the relationships between features and responses are
investigated through wrapper methods, namely the forward selection, the backward elimination and the exhaustive method [37,38].
In applying a wrapper method, the influence of each feature combined with every response is tested. The rationale behind the
proposed approach, which gradually exploits more complex methods, is to check the robustness of the selection process.

3.2.1. Feature selection through the PCC

As outlined earlier, the first step to investigate the correlation between features adopts the same methodology outlined in
Section 3.1 for the responses. The PCC is utilized to quantify the independence of each variable, with a threshold of 85% chosen
to determine highly correlated features; consequently, one of the features exceeding this threshold will be eliminated from further
consideration.

A heatmap, presented in Fig. 3, visually illustrates the correlation patterns among the features. Utilizing this approach, the final
selection comprises eight critical structural features out of an initial thirteen: number of top or bottom plan sides; total gross area;
building height; aspect ratio (AR); diagrid degree at the top; diagrid degree at the bottom; total facade area.
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Fig. 2. Response correlation heatmap, computed using the PCC. Darker colors indicate a high positive correlation between the responses; lighter colors indicate
a high inverse correlation. The gradient of red colors represents very low correlations. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

3.2.2. Features selection by studying the relationship between features and responses

In this second scenario, the PCC is used to measure the correlation between the features and the five selected responses. The
principle is that, if a feature demonstrates a weak correlation with a response, it is considered irrelevant for the learning process.
Consequently, for each of the five responses selected in Section 3.1, the complete set of N=13 features is considered, and the
correlations between the 14 variables (13 plus one response) are computed. Subsequently, the average correlation for each feature
is calculated. Features with average correlations exceeding 25% are considered; they are presented in Table 4, first column. Once
again, the determination of this threshold is conducted in an arbitrary manner. The underlying rationale is to retain features with
high average correlation across all responses while eliminating those with low correlation, which indicates their lack of relevance
to the responses. Moreover, this step is preliminary with respect to a more advanced f.s. shown in Section 3.2.3.

Through this streamlined approach, a total of seven features would be selected for further investigation, ranked 1-7 in the last
column appearing in Table 4.

The presence of a correlation between the number of bottom plan sides and the responses, while the number of top plan sides
exhibits no significant correlation, poses an intriguing question. In simpler terms, variations in the number of bottom plan sides
have a direct impact on the responses. In contrast, increasing the number of top plan sides does not lead to either a corresponding
increase or decrease in the responses. This disparity arises from the structural design of the models, even more because the plan
cross section is tapered along the building height: the bottom plans hold greater influence for a cantilever-like structure, to which
the global behavior of the tall building can be approximated. The building base plan section in fact entails the higher stress, induced
by a bending moment and by the shear force, while the top plan section sustains a very low bending moment.

The correlation between the number of top/bottom plan sides and a representative response, namely the displacement of the
top floor, is depicted in Fig. 4. While in Fig. 4a a correlation can be inferred, specifically the displacement decreases as the number
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Fig. 3. Feature correlation heatmap based on PCC. High positive correlations are indicated by dark colors, high negative correlations by light colors, and low
correlations by values in the red gradient. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

Table 4
Correlation between features and responses with the Pearson metric.
Displacement Maximum utilization, EDW Displacement EDW/AR Average Rank
of top story compression / EDW
Total facade area 0.88 0.30 0.65 0.60 0.68 0.62 1
Center of gravity 0.48 0.87 0.35 0.33 0.40 0.49 2
Diagrid degree at top 0.43 0.96 0.30 0.30 0.28 0.46 3
Number of bottom plan sides 0.61 0.19 0.06 0.80 0.14 0.36 4
Diagrid degree, average 0.27 0.95 0.19 0.18 0.16 0.35 5
Aspect ratio 0.22 0.18 0.35 0.04 0.89 0.33 6
Total length of diagrid members 0.17 0.81 0.11 0.12 0.17 0.28 7
Total mass 0.10 0.84 0.07 0.08 0.12 0.24 8
Total amount of diagrids 0.06 0.91 0.06 0.03 0.00 0.21 9
Diagrid degree at bottom 0.00 0.83 0.01 0.01 0.04 0.18 10
Total gross area 0.19 0.00 0.02 0.24 0.23 0.14 11
Height 0.12 0.04 0.10 0.07 0.33 0.13 12
Number of top plan sides 0.02 0.03 0.03 0.00 0.00 0.02 13

of the bottom plan sides increases, for the number of top plan sides, as shown in Fig. 4b, there is no recognizable pattern and thus
there is no influence of this feature on the displacement of the top story.



P. Kazemi et al. Journal of Building Engineering 86 (2024) 108766

-
o B
o o
| |
®
(X

1.00 1

0.95 A

0.90 A

Displacement of top story
oy o

apees o ¢

e oo

eme® @&

ane 0

- e

-ne ®

- ®

(s

T T T

10 15 20 25
Top plan side count

(a)

w4

1.15 1

1.10 1

1.05 A

1.00 A

0.95 +

0.90 ~

Displacement of top story

5 10 15 20 25
Bottom plan side count

(b)

Fig. 4. Relationship between the number of (a) top and (b) bottom plan sides with respect to the displacement of the top story for the considered building
models.

3.2.3. Feature selection using wrapper methods

A sequential f.s. procedure, adopted for the family of wrapper methods, is regarded as one of the most effective approaches [46—
49]. It assesses the suitability of each feature during the learning process and determines whether to retain or discard it on the basis
of its impact on the learning performance metrics, such as the accuracy or the mean squared error. Unlike other methods, such
as the previously shown filter methods, which rely only on correlations, a sequential method directly affects the learning process,
resulting in an enhanced effectiveness.

Subsequently, the forward selection, the backward elimination and the exhaustive selection methods are compared.

The forward selection method begins with an empty model; then, the most beneficial features are added iteratively one by one,
to identify which ones yield the best performance according to a given learning metric.

The backward elimination method starts instead with the complete set of features and iteratively drops the ones leading to worst
performances, until the desired number of features is attained.

3.2.4. Machine learning for feature selection within the framework of wrapper methods

In this work, ML is used both for f.s. and as a classification tool. In this Section, the methodology employed in the former case
is described. The latter usage is instead shown further ahead, in Section 5.

The f.s. process begins with the PCC to eliminate redundant features, followed by more advanced wrapper methods using the
random forest (RF) classifier. The main aim of this approach is to identify the most important architectural and structural features
for diagrid buildings. The 4-fold cross-validation strategy is employed to ensure model robustness, particularly important given the
data set’s limited size. Then, the RF classifier is chosen for its effectiveness in high-dimensional data management and resistance to
overfitting. Its use in our study is based on its proven superiority in comparative analyses and consistent performance with default
hyperparameters.

The Mlxtends Python library [50] is utilized for these methods, commonly referred to as sequential approaches. These techniques
aim to balance model performance and complexity by selecting the features that most significantly impact the metric used in the
learning phase.

Since these f.s. techniques employ ML algorithms, some details of the ML implementation will be discussed here. The selection
of the desired features involves an arbitrary parameter, designated as n/, initially set to five in a first exploratory phase which
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identifies potentially suitable features. In the subsequent phase, rather than being constrained to a fixed number of features, an
optimal feature subset, without any predetermined number, is searched. Furthermore, to mitigate the risk of overfitting, a 4-fold
cross-validation strategy [51] is implemented. It is worthwhile to note that k-fold cross-validation involves dividing the data into k
subsets (folds) and then repeating the learning process k times. Each iteration entails applying the learning algorithm to the training
set, which includes k-1 folds, while the last, remaining fold poses as the testing set. The ultimate evaluation metric is obtained by
averaging the results across the k folds. A 4-fold cross-validation has been pursued because of the limited size of the data set: a
low k ensures that each fold contains a sufficient number of data points. Moreover, a smaller k results in a larger training set for
every fold, which could be beneficial while working with limited data. The RF classifier, using default hyperparameters, is utilized
in this study due to its reputed superiority over other state-of-the-art ML methods [52,53]. As an ensemble learning method, RF is
recognized for its ability to handle high-dimensional data sets and typically excels in classification and regression tasks. Additionally,
compared to other methods such as NNs, RFs are less prone to overfitting, and their output is easier to interpret, an essential aspect
for practical applications in building engineering. Moreover, a compelling rationale for adopting the RF algorithm stems from the
inherent data imbalance in the original data set. RF adeptly handles imbalanced data by generating multiple models on diverse
subsets and subsequently aggregating their predictions through averaging. This approach effectively mitigates the risk of model bias
and adeptly addresses the challenge posed by the imbalanced nature of the data [54-59]. Finally, unlike other algorithms, such as
the support vector machine, this classifier does not require extensive parameter tuning and is more computationally efficient, making
it a practical choice for this research study. The selection of RF as the classifier for this study has also been justified by previous
research findings: in [32], the authors presented a comparative evaluation of six classifiers, namely k-nearest neighbor, support
vector machine, naive Bayes, an ensemble method, decision tree, and discriminant analysis, concluding that, for this database, the
ensemble family of classifiers exhibited very good performance. To ensure reproducibility, a fixed random state has been chosen
due to the stochastic nature of the algorithm. Ultimately, the decision to exclude a NN classifier is motivated by the data set limited
size, a circumstance that presents significant challenges in terms of training and generalization capabilities for NNs [60,61].

Five labels (responses), which qualify the model’s performance (refer to [32]), are assigned using two different approaches: (i)
an equal number of data points is present in each class within the range of the response values (equal number of observations per
class), and (ii) the range of the response values is divided into equal bins for each class (equal length per class). It is observed that
the second approach yields superior learning performance, and thus it is selected for further analysis, see Table 9.

To enhance the performance of the ML algorithm, all data values are normalized, as it is widely recommended for improving
algorithm understanding and performance [62-64].

The features identified by both the sequential methods are highlighted in blue in Table 5; the results for the forward/backward
methods are collected in columns 2-5.

Considering that five responses are selected (refer to 3.1), the f.s. process is repeated for each response individually by the
forward selection and backward elimination. In all cases, at least three common features are consistently identified by both the
forward selection and backward elimination methods, with an accuracy exceeding 80%, see Table 5, columns 2-5. The accuracies
achieved by both approaches are comparable.

An important question arises regarding the rationale behind selecting five features. To address this question, as anticipated, a new
procedure, adopting the same selection methods but with an unspecified number of desired features, is carried out; the algorithm
is executed aiming to determine the optimal number of features, corresponding to the maximum accuracy, and for this reason it
is labeled as n,=best in the following. The results are presented in Table 5, columns 6-7. The n,=best method explores various
possibilities, thus demonstrating that the previous forward or backward approach is sufficient: the number of selected features
ranges from 3 to 5 across different responses and it is the same for the forward and the backward methods; for this reason, only
one column (column 6, labeled “B/F sel. n f=best”) is provided in Table 5.

The process of f.s. for a sample response, EDW/displacement, is visualized in Fig. 5, showcasing both the forward selection and
backward elimination approach. In the same figure, the features that are added or eliminated (in this latter case their ID is crossed)
at every step are also indicated in red color. In both methods, the performance of the learning process demonstrates improvement
with respect to the starting point. The backward elimination, Fig. 5b, starting with the complete set of 13 features, explores a greater
range of possibilities compared to the forward selection, Fig. 5a. The accuracy of the considered response, EDW/displacement, along
with a 95% confidence interval, is represented as a light blue range in the graphs. Notably, the forward selection method, Fig. 5a,
exhibits accuracy ranging from 83% with a single selected feature to 84% with five selected features. Conversely, the backward
selection method, Fig. 5b, starts at 73% with all features and reaches 84% with five selected features.

3.2.5. Exhaustive selection with best-selected features

Another alternative is the exhaustive sequential method, which explores all possible feature combinations [35]. Although
computationally expensive, this method provides a more comprehensive analysis as it considers every scenario: in our study, with
13 features there is a total of Z}j | (1’3 ) = 8191 possible combinations.

One can specify a desired range for the minimum and the maximum number of features to explore; however, a minimum of
1 and a maximum of 13 have been chosen in this study by purpose, to explore all possibilities. For each response, the selected
features, along with their corresponding accuracies, are presented in Table 5 in the last columns 8-9. When the algorithm selects
five features, the accuracy is similar to what found for the previous sequential f.s. methods.

10



P. Kazemi et al. Journal of Building Engineering 86 (2024) 108766

Sequential Forward Selection (w. StdDev)

0.87 1
0.86 1
g oo 45 2,3,415,7
£ 0841 i/‘\‘zi)_z“l:’?/‘
£
& 083
0.82
0.81 1
1 2 3 a 5
Number of Features
(a)
Sequential Backward Selection (w. StdDev)
085 \E
T R
0801 L, O . =y
: | x X X QX
g 075 =5 = 3 ‘g{
g N ™ IRy =\ s
‘ s Jr T =
€ 070 1 S A B Y =~
0.65 g E
0.60 - 3 3 + - : + : i
13 12 n 10 9 8 7 6 5

Number of Features

(b)

Fig. 5. A priori five f.s. (n,=5). Performance of the algorithm for a sample response (EDW/displacement) in terms of accuracy and confidence interval. (a)
forward selection, (b) backward elimination. In red color: features IDs (a) added or (b) eliminated at every step (IDs are listed in Tables 2-3). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

3.3. Comparison between the proposed wrapper feature selection methods

A comparison has been drawn between the aforementioned feature wrapper methods, namely the sequential f.s. methods and
the exhaustive method, see Table 5. While the accuracy is mostly the same if compared to the backward elimination method
with n,=best, the exhaustive method guarantees the highest achievable accuracy. Notably, for the “displacement of the top story”
response, the backward selection with n,=best yields the same accuracy as the exhaustive method. However, the selected features
vary, with the first method selecting five features and the second picking only three. This is an exception: despite this difference, the
accuracy of both approaches only varies at the 5th decimal place. Moreover, if the accuracy of the backward method with n ,=best
matches that of the exhaustive method for other responses, the selected features remain the same.

For instance, the learning accuracy for all 8191 combinations related to the EDW/AR response is depicted in Fig. 6. The y-axis
of the graph represents the accuracy, while the x-axis corresponds to different scenarios with varying feature combinations. The
95% confidence interval is depicted using a light blue shading. A vertical red line is used to demarcate the boundaries that indicate
the number of selected features within each scenario. In fact, scenarios 0 to 12 include the initial 13 scenarios, illustrating the
performance of the ML algorithm with the selection of a single feature. The subsequent region, comprising scenarios 13 to 90,
demonstrates the ML algorithm’s performance when two features are chosen from the total pool of features. This pattern extends to
other regions, each showcasing the ML algorithm’s performance for selecting an increasing number of features. The most extensive
range pertains to selecting 6 or 7 features out of the total 13, resulting in a substantial 1716 scenarios. The best performance,
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highlighted with an orange circle, occurs at scenario 180 within region 3, where the ML algorithm selects three features, namely
“total amount of diagrids“, “number of bottom plan sides” and “aspect ratio”, achieving an accuracy value of 0.861. Conversely, the
worst performance, represented by a green circle, takes place at scenario 18 of region 2, where the ML algorithm selects two features,
namely “diagrid degree, bottom‘‘ and ‘“number of top plan sides”, yielding an accuracy value of 0.333. Overall, the graph illustrates
that, as the number of features increases, the minimum accuracy within each region also increases, and the variation in accuracy
range generally decreases. The mean and mode accuracy across all scenarios are 0.756 and 0.785, respectively. Furthermore, the
histogram plot of all accuracy values is depicted in Fig. 7, where the kernel Gaussian probability distribution is also shown with a
superimposed blue line.

In conclusion, while the exhaustive method unsurprisingly requires the highest computational effort, it yields the best features
for the learning process. To decide on the features to retain, those common across all responses should be considered: the “number
of bottom plan sides” is actually found in all cases, while the “diagrid degree at the bottom” is repeated four out of five times, and
the remaining features are repeated a few times. Since these features are not highly similar, the optimal would be to use different
sets of features for each response. The final list of selected features adopted in the rest of the paper corresponds to the exhaustive
method (column 8 in Table 5). It is noteworthy that the “number of bottom plan sides” is selected by both the exhaustive method
and the filter method (guided by PCC metric), which confirms the significance of this feature, while the “number of top plan sides”
is deemed irrelevant by all wrapper methods. Even if the filter methods, based on the PCC metric and described in the Sections
Section 3.2, point out some of the features recognized also by the most effective wrapper f.s. methods, they do not account for the
best combinations.

4. Data augmentation

Given the limited size of the data set studied, which originally included 144 data points, it is imperative to use d.a. techniques
to expand the data set, increase the stability of the learning process, and ensure the validity of the results.

12
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Table 5
Comparison between the wrapper f.s. selection methods adopted in this work. Common features selected in the forward/backward methods are in blue color.
Response Forward sel.(n f =5) Score Backward elim. (n f:5) Score B/F sel. (n 7 =best) Score Exhaustive sel. Score
Number of top plan sides 0.896 Number of top plan sides 0.910 Number of top plan sides 0.910 N. of bottom plan sides 0.910
. N. of bottom plan sides N. of bottom plan sides N. of bottom plan sides Height
Displacement of . . . L
the top story Height Height Height Diagrid degree, bottom
Diagrid degree average Diagrid degree, top Diagrid degree at the top Total length of diagrids
Total amount of diagrids Diagrid degree, bottom Diagrid degree, bottom
Height 0.861 N. of bottom plan sides 0.868 N. of bottom plan sides 0.875 N. of bottom plan sides 0.875
Max utilization, A.?pec't ratio H.eigh.t D%agr%d degree at the top D%agr%d degree at the top
. Diagrid degree at the top Diagrid degree at the top Diagrid degree, bottom Diagrid degree, bottom
compression - - o -
Total amount of diagrids Total amount of diagrids Total amount of diagrids Total amount of diagrids
Height of center of gravity Height of center of gravity
EDW N. of bottom plan sides 0.875 N. of bottom plan sides 0.854 N. of bottom plan sides 0.868 N. of bottom plan sides 0.882
Aspect ratio Aspect ratio Aspect ratio Aspect ratio
Diagrid degree, bottom Diagrid degree at the top Diagrid degree at the top Diagrid degree at the top
Total facade area Total fagade area Diagrid degree, bottom Diagrid degree, bottom
Height of center of gravity Total length of diagrids Total length of diagrids Total facade area
Total amount of diagrids
N. of bottom plan sides 0.840 N. of bottom plan sides 0.840 N. of bottom plan sides 0.875 N. of bottom plan sides 0.875
Total gross area Aspect ratio Aspect ratio Aspect ratio
Displacement/EDW Height Diagrid degree, bottom Diagrid degree, bottom Diagrid degree, bottom
Aspect ratio Diagrid degree average Total length of diagrids Total length of diagrids
Diagrid degree, bottom Total mass
EDW/AR N. of bottom plan sides 0.819 N. of bottom plan sides 0.826 N. of bottom plan sides 0.861 N. of bottom plan sides 0.861
Total gross area Total gross area Aspect ratio Aspect ratio
Height Height Total amount of diagrids Total amount of diagrids
Aspect ratio Aspect ratio
Total amount of diagrids Diagrid degree, bottom

D.a. in machine learning refers to the technique of generating new, synthetic data points from the existing dataset to artificially
expand it. This approach is particularly beneficial for small datasets, as it enhances the model’s ability to generalize [65,66].

While numerous augmentation algorithms exist for tabular data, the majority cater to continuous domains. However, when
dealing with tabular data sets that include integers or labeled data, as in the present case, the choice of algorithms becomes more
restrictive. The Gaussian copula algorithm from the synthetic data vault Python library [67] is exploited in this work. It constructs
a multivariate Gaussian distribution to simulate the joint distribution of various features. It transforms the marginal distribution of
each feature into a Gaussian distribution, followed by sampling from this multivariate distribution to generate new data points [68].
This method ensures that the synthetic data closely mirrors the statistical properties and correlations present in the original dataset,
making it an effective tool for expanding data sets in structural design studies.

To implement the d.a. algorithm, first it is necessary to define the metadata of the tabular data set, including the list of the
variables, as well as the type and sub-type of each variable. Subsequently, the desired constraints should be specified, such as the
minimum values for the number of top/bottom plan sides, set to a minimum of three, and the requirement for the total height of
the building, set to be an increment of the floor-to-floor height (4 m). Additionally, the algorithm enforces the generated data to
remain within the boundary of the original data set.

It is worth noting that the values for the number of top/bottom plan sides exhibit a hiatus: they increase regularly from 3 to 12,
then jump to 24 (a high number of sides originally intended to approximate a circular shape). Since the augmentation algorithm
generates values that do not exist in the original data set in the large hiatus 12-24, a possible source of misbehavior would be
generated. To deal with this issue, a “cleaned” data set (11 x 11 models instead of 12 x 12) is considered, by excluding the 24-sided
polygon as the top or bottom plan.

The cleaned data set is then used for augmentation. The augmented data set is chosen to be ten times larger than the original one,
resulting in 1200 data points. Different types of distributions, such as Gaussian, gamma, beta, student-T, Gaussian-kernel density
estimation, and truncated-Gaussian, are tested for each column of the data set, by trial and error, evaluating the quality of the
augmented data for each parameter and in the learning process.

Subsequently, the Gaussian copula algorithm follows a process where the values of each column are transformed, first by
converting them into their respective cumulative distribution function (CDF) values based on their marginal distribution. These
transformed values are then subjected to an inverse CDF transformation using a standard normal distribution. The algorithm proceeds
to learn the correlations among the newly generated random variables; next, sampling is performed from a multivariate standard
normal distribution, taking into account the learned correlations. Finally, the sampled values undergo a reversal process, where
their standard normal CDF is computed, followed by the application of the inverse CDF corresponding to their respective marginal
distributions [68,69].

The augmented data demonstrates a very high quality: the column shape score reaches 90.57% and the column pair trend score
achieves 97.87%; the overall quality score, defined as the average of these two score, is equal to 94.22%. The column shape score
is based on the Kolmogorov-Smirnov (KS) complement metric, which evaluates the similarity between the original and synthesized
data CDFs, each represented by a column of values. The resulting disparity is confined to a numerical range from O to 1, since the
KS statistic is subtracted from 1.

The column pair trend score is instead based on correlation similarity. Firstly, the correlation between each pair of columns
in the original data is computed; then, the correlations are determined for each column pair in the augmented data. Correlation
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Fig. 8. Bar chart depicting the column shape score of the augmented data using the KS complement metric.

calculations can be based on either the PCC or other indices. The correlation similarity is finally defined as half of the absolute
difference between the two correlations (augmented and original data) of the same column pair; this value is then subtracted from
1. The resulting score ranges between 0 and 1; a value close to one signifies that the correlation between column pairs in the
augmented data is accurately preserved.

A bar chart representing the column shapes score is shown in Fig. 8. To assess the quality of column pairs in both the augmented
and original data sets, the correlation similarity metric based on the PCC is employed, similar to what described in Section 3.1. In
this case, a high correlation is positive, because it would indicate that the augmented data preserves the information derived from
the original data set: therefore, the results indicating an average score of 98% for the column pairs, see Fig. 9, emphasize the process
soundness. The presented heatmap exhibits symmetry, and it visualizes highly correlated column pairs using a green gradient, which
indicates correlations near 1. Conversely, poorly correlated column pairs are depicted with a red gradient, suggesting correlations
close to zero. The most substantial correlation between column pairs is observed between “maximum normal force, tension* and
“maximum utilization, tension”, with a correlation coefficient of 1. On the other hand, the weakest correlation among column
pairs is found between “EDW to AR“ and “total facade area”, with a correlation coefficient of 0.786. Another confirmation of the
preservation of column correlations between the original and augmented data sets is visible when a side-by-side comparison of
the correlation matrices is conducted, as shown in the Fig. 10, for the original and augmented data set, respectively. Also this
heatmap exhibits obviously symmetry; nearly all column pair correlations demonstrate a high degree of similarity. Remarkably, the
correlation matrices appear very similar, reaffirming again the high quality of the synthetic data.

Finally, the comparative analysis of the augmented vs original CDFs can be observed for all the features and responses in the
Figs. B.12-B.15.

It is important noting that the d.a. algorithm performs optimally when the complete set of features and responses is provided;
a reduced data set, considering only the selected features, shows instead a lower accuracy. After the augmentation process, the
selected responses and features used in the following ML step are therefore extracted from the augmented data set, resulting in a
refined data set for further analysis.

5. Machine learning applications in original and synthetic data sets

The architectural design process often involves categorizing design options into feasible and non-feasible categories, or according
to efficiency levels. Hence, from the decision-making viewpoint, classification provides a structured way to make these distinctions
clear and actionable. On the other hand, taking the nature of responses/data into account, many of the responses in our study, such
as structural responses and efficiency metrics, are inherently continuous, so alternatively a regression analysis could be carried out.
In this study a categorical approach has been purposely chosen to simplify the complex decision-making process for designers and
left the regression analysis for a future work. By categorizing options, we aim to present clear-cut choices that are easier to interpret
and apply in practical scenarios. However, while binning continuous data into categories can lead to a loss of detailed information,
it is authors’ opinion that for the scope of this study the benefits of simplification outweigh this loss. One of the secondary objectives
of this research is to underscore the collaborative dynamics between architects and engineers. To facilitate this, the decision-making
process must be comprehensible and align with the thought processes of both disciplines. Given that architectural design often relies
on categorical and qualitative metrics, the rationale for categorizing labels based on structural results stems from this consideration.
Hence, in this Section the ML methods are all used to produce a classification of the tall buildings.
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Fig. 9. Quality of the synthetic vs the original data; correlation between the column pairs. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

Table 6
Average accuracy for selected responses in the original and augmented data set.
Original data Augmented data
Equal length Equal no. of obs. Equal length Equal no. of obs
Displacement of the top story 0.653 0.849 0.386 0.676
Max utilization, compr. 0.723 0.663 0.621 0.649
EDW 0.473 0.790 0.372 0.509
Displacement/EDW 0.545 0.826 0.289 1.000
EDW/AR 0.612 0.779 0.564 0.713

5.1. Decision tree analysis on the original and augmented data sets

DTs are a non-parametric supervised learning method used for classification (and regression) tasks. They are particularly
beneficial for interpretability, as they visually represent decisions and the decision-making process. For this reason, before addressing
more complex ML methods in the following Sections 5.2-5.3, a DT approach is followed here to give insights into the learning
algorithm.

The original data set, comprising 121 data points, has been first subjected to DT analysis. The process has involved creating
a tree-like model of decisions. For each building design in the data set, the DT algorithm identifies the most critical features that
affect the structural responses, following a hierarchical decision-making process. This analysis aids in understanding how different
architectural and structural parameters interact to influence the overall design efficiency. As in the following Sections 5.2-5.3 for
the RF approach, here a DT classifier with 4-fold cross-validation and 10 different random state parameters is defined, and the
results are presented in Table 6. The results, visualized as a tree diagram in Fig. 11, show the paths of decision-making and the
importance of each feature in the final decision. Following the DT analysis of the original data set, the same methodology to the
augmented data set, which contains 1200 data points, has been applied. Again, a DT classifier with 4-fold cross-validation and 10
different random state parameters is defined, and the results are presented in the Table 6. This larger and more diverse data set
provides a more robust platform for DT analysis, allowing for a deeper exploration of the intricate relationships between features
and responses; its (far larger) tree diagram is shown as a file in the Supplementary material to this paper.

The comparative analysis between the original and augmented data sets utilizing Decision Trees (DT), demonstrates that while
some key features remain consistently significant, the augmented data set offers a more distinctive understanding of the feature-
response relationship. This comparison highlights the necessity and effectiveness of data augmentation in revealing understated, yet
critical, aspects of building design that might not be apparent in smaller data sets.

5.2. Classification exploiting the original data set

Following the identification of the (five) optimal responses in Section 3.1 and the determination of the best features in Section 3.3,
the learning process for the original data set is explored. The same algorithm utilized in the sequential f.s. is adopted for consistency
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Fig. 11. DT path visualization for the original data set.

Table 7
Original data set. Accuracy of the top story displacement response of a specific random state, average and range.
Fold 1 Fold 2 Fold 3 Fold 4 Average Max-min
0.806 0.900 0.900 0.767 0.843 0.133
Table 8
Original data set. Average cross-validation accuracy for top story displacement with 10 random state parameters.
1 2 3 4 5 6 7 8 9 10 Average Max-min
0.843 0.843 0.860 0.810 0.827 0.802 0.843 0.835 0.818 0.810 0.829 0.05
Table 9
Original data set. Average accuracy for selected responses.
Equal length Equal number of observations
Displacement of the top story 0.829 0.636
Maximum utilization, compression 0.790 0.793
EDW 0.798 0.538
Displacement/EDW 0.861 0.630
EDW/AR 0.816 0.589

also for the learning process: thus, a RF algorithm with 4-fold cross-validation is employed. Due to the limited size of the original
(cleaned) data set, which comprises 121 data points, a high number of folds for cross-validation might lead to an absence of data
points for specific classes in some folds. Delving into further details, 10 different random states are chosen to account for the
stochastic nature of the RF algorithm. Each RF is composed of 100 DTs, resulting in a total of 40 RFs created for each response,
and the average of their results is taken into consideration. All values are normalized to maintain consistency.

The learning accuracy for the “displacement of the top story” response is presented in Table 7, showcasing the average accuracy
and range across different folds. Due to the small size of the data set, the accuracies exhibit considerable variation. This variability
is evidently magnified by the limited number of observations, particularly when certain classes have fewer data points than the
number of the folds.

Table 8 reports the average cross-validation score across all ten different random states. Given the limited size of the data set,
the learning accuracy is unstable but variable within 5% of each other.

The evaluation of the accuracy for all five responses considers the best features for each response, utilizing the two afore-
mentioned strategies for defining class labels in classification (equal length or equal number of observations). As illustrated in
Table 8, in all cases improved performance is obtained compared to other strategies when equal length bins per class are defined.
To explore the role of each algorithmic choice, four distinct cross-validation methods have been employed, namely k-fold cross
validation, stratified cross validation, repeated random subsampling, and leave-one-out cross-validation (LOOCV). The selection of
an appropriate cross-validation method becomes in fact relevant because of the limited number of data points.

k-fold cross-validation was previously mentioned in Section 3.2.3, see also [51], while the stratified k-fold method mirrors the
aforementioned approach and guarantees that the distribution of each class is preserved in the training and testing sets in proportion
to their occurrence in the entire data set [70].
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Table 10
Original data set. Learning accuracy for alternative cross-validation approaches.
k-fold Stratified k-fold Shuffle LOOCV
Displacement of the top story 0.829 0.847 0.823 0.836
Maximum utilization, compression 0.790 0.806 0.756 0.821
EDW 0.798 0.794 0.779 0.778
Displacement/EDW 0.861 0.838 0.849 0.823
EDW/AR 0.816 0.856 0.841 0.835
Table 11
Augmented data set. Accuracy of the displacement of the top story.
Fold 1 Fold 2 Fold 3 Fold 4 Average Max-min
0.713 0.726 0.730 0.750 0.730 0.037
Table 12
Augmented data set. Cross-validation accuracy for the displacement of the top story, averaged across 10 random state parameters, displaying average and range.
1 2 3 4 5 6 7 8 9 10 Average Max-min
0.730 0.723 0.714 0.718 0.715 0.711 0.716 0.720 0.715 0.716 0.718 0.019
Table 13
Augmented data set. Average accuracy for selected responses using two label definitions.
Equal length Equal number of observations
Displacement of the top story 0.718 0.436
Maximum utilization, compression 0.718 0.683
EDW 0.592 0.416
Displacement/EDW 1.000 0.318
EDW/AR 0.771 0.606

Repeated random subsampling, alternatively known as shuffle split cross-validation or Monte Carlo cross-validation, differs from
the k-fold method by not confining each sample to a single fold; it rather draws random samples from the entire data set in each
iteration, creating distinct training and test sets [71]. Since sampling is carried out from the entire data set at each iteration, certain
values selected in an iteration could be chosen again in subsequent iterations; the only requirement is to maintain a different
train-test split percentage.

LOOCV represents an extreme variant of k-fold cross-validation and involves repeating the learning process for each data
point [72]. During each iteration, a single observation is designated as the test sample, while the remaining data comprises the
training set; the overall learning performance is assessed by taking the average of the results across all iterations. This approach is
particularly recommended for cases involving a small data set.

Table 10 illustrates the accuracy outcomes obtained using each of the aforementioned cross-validation methods. All other
hyperparameters have been kept constant throughout the process. k-fold cross-validation demonstrates superiority over shuffle cross-
validation, since a higher accuracy is observed in four out of five analyzed responses. Stratified k-fold cross-validation exhibits
superiority over k-fold cross-validation in three out of five response accuracy measurements due to the preservation of class
proportions in both the training and testing sets. Although the accuracy of responses in the LOOCV approach does not consistently
surpass other methodologies, since it considers a significantly larger number of cross-validation possibilities, it provides in general
higher accuracy.

5.3. Classification exploiting the synthetic data set

The learning accuracy for the “displacement of the top story” response is evaluated in each fold for the augmented data set, with
results displayed in Table 11; these results show a consistent performance across all folds, attributable to an adequate number of data
points. The average cross-validation score for various random states is presented in Table 12, demonstrating stable accuracy due to a
sufficient amount of data and a mitigated impact of RF’s stochasticity on the learning process. Table 13 reports the accuracy of all five
responses, for each of them considering the best features under the two different label definition strategies: the performance improves
when the equal length bins approach for every class is used. Three separate cross-validation approaches have been implemented
for the augmented data set. In the original data set, the accuracy achieved by each cross-validation method has varied significantly
due to the limited size of the data set. However, with the augmented data set, which comprises more than 1000 observations,
the disparities in accuracy across different cross-validation methods approximate to 2%. As a result, the impact of the choice of
cross-validation method in this case is not particularly critical. Additionally, it should be noted that the LOOCV approach is actually
computationally intensive in this scenario, requiring 12000 computations for each response when considering 10 different random
states for RFs. Consequently, the LOOCV approach has been disregarded for the augmented data. The corresponding outcomes are
collected in Table 14. While it is apparent that the accuracy is slightly lower, given the previously mentioned low disparity during
cross-validation, the results of the augmented data are deemed more reliable than that of the smaller, original data set.
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Table 14
Augmented data set. Comparison among three different cross-validation approaches.
k-fold Stratified k-fold Shuffle
Displacement of the top story 0.718 0.714 0.728
Maximum utilization, compression 0.718 0.806 0.756
EDW 0.592 0.606 0.612
Displacement/EDW 1.000 1.000 1.000
EDW/AR 0.771 0.761 0.758
Table 15
Performance analysis with 100% original 121 data points.
Responses Accuracy Precision Recall Fl-score Training time (s) Data Prep. time (s)
Displacement of the top story 0.83 0.72 0.75 0.71
Max utilization, compression 0.79 0.79 0.75 0.74
EDW 0.80 0.49 0.54 0.50 24.14 15.28
Displacement/EDW 0.86 0.84 0.87 0.84
EDW/AR 0.82 0.79 0.76 0.77

Table 16

Performance analysis with 75% original, 25% augmented 391 data points.
Responses Accuracy Precision Recall F1-score
Displacement of the top story 0.71 0.45 0.45 0.44
Max utilization, compression 0.67 0.68 0.65 0.65
EDW 0.59 0.43 0.39 0.39
Displacement/EDW 0.93 0.81 0.70 0.73
EDW/AR 0.74 0.76 0.72 0.73

Table 17

Performance analysis with 50% original, 50% augmented 660 data points.
Responses Accuracy Precision Recall F1-score
Displacement of the top story 0.70 0.33 0.32 0.32
Max utilization, compression 0.70 0.72 0.68 0.69
EDW 0.61 0.41 0.39 0.39
Displacement/EDW 0.96 0.67 0.59 0.62
EDW/AR 0.75 0.79 0.73 0.74

It is also worth mentioning that, with respect to original data, the training and validation time increases from 24 s to 39 s
with augmented data. Moreover, a data preparation time of about 78 s, including data collection, cleaning, and augmentation
processes, must be added. Therefore, while d.a. enhances the robustness of the model in terms of accuracy and precision, it also
imposes additional computational demands, as evidenced by increased training and preparation times. These findings align with the
observations in [32], where similar trade-offs have been noted.

5.4. Comparative analysis of learning effectiveness with varying ratios of augmented/original data and with alternative learning metrics

In this Subsection, data sets with varying ratios of original and augmented data are evaluated, including 100%/ 75%/ 50%/
25%/ no original data, no/ 25%/ 50%/ 75%/ 100% augmented data. This gradation allows for a detailed examination of how the
introduction of augmented data affects model accuracy and generalization. The following Tables 15-19 show the effect of increasing
the number of data points by adding augmented data to the original ones on four metrics: accuracy (i.e. the ratio of correctly
predicted instances to the total number of instances), precision (i.e. the proportion of correctly predicted positive instances out of
all actual positive instances, no matter whether originally true or false), recall (i.e. the proportion of negatives that are truly called
negatives), and Fl-score (i.e. the harmonic average of precision and recall), see [73] for more detail. 10 random state variables with
4-fold cross-validation for an RF classifier is considered: therefore, averaged values are included in the tables. While augmented data
show lower metrics, the results are less variable within cross-validations and are therefore deemed more reliable than the original,
small data set.

6. Conclusion

In this work, major practical and technical challenges in the application of Al to tall building structural design have been
addressed. These challenges include the complex task of selecting the optimal features and responses, handling data set sizes,
imbalanced data distribution, and difficulties in achieving stable learning accuracy. A thorough investigation has been conducted

on the influence of architectural parameters on structural responses in tall buildings with outer diagrids using robust statistical
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Table 18
Performance analysis with 25% original, 75% augmented 930 data points.
Responses Accuracy Precision Recall F1-score
Displacement of the top story 0.72 0.28 0.28 0.27
Max utilization, compression 0.72 0.74 0.72 0.72
EDW 0.60 0.40 0.38 0.38
Displacement/EDW 0.98 0.27 0.27 0.27
EDW/AR 0.78 0.79 0.73 0.74
Table 19
Performance analysis with all augmented 1200 data points.
Responses Accuracy Precision Recall Fl-score Training time (s) Data Prep. time (s)
Displacement of the top story 0.72 0.31 0.30 0.30
Max utilization, compression 0.72 0.74 0.72 0.73
EDW 0.59 0.35 0.35 0.35 38.92 76.25
Displacement/EDW 1.00 1.00 1.00 1.00
EDW/AR 0.77 0.62 0.59 0.60
Table A.20
Training performance on selected responses on original data (with feature selection).
Responses Accuracy Precision Recall F1-score
Displacement of the top story 0.83 0.72 0.75 0.71
Max utilization, compression 0.79 0.79 0.75 0.74
EDW 0.80 0.49 0.54 0.50
Displacement/EDW 0.86 0.84 0.87 0.84
EDW/AR 0.82 0.79 0.76 0.77
Average 0.82 0.73 0.74 0.71
Table A.21
Training performance on all responses on original data (with all features).
Responses Accuracy Precision Recall F1-score
Displacement of top story 0.83 0.72 0.75 0.71
Max utilization, compression 0.79 0.79 0.75 0.74
Max utilization, tension 0.78 0.80 0.74 0.73
Max normal forces, compression 0.85 0.81 0.78 0.77
Max normal forces, tension 0.78 0.80 0.74 0.73
Max normal forces, absolute 0.78 0.80 0.74 0.73
EDW 0.80 0.49 0.54 0.50
Elastic energy 0.84 0.79 0.76 0.75
Displacement to total mass 0.72 0.80 0.74 0.74
Displacement to EDW 0.86 0.84 0.87 0.84
EDW to AR 0.82 0.79 0.76 0.77
EDW to TGA 0.73 0.51 0.53 0.50
Total mass to TGA 0.96 0.97 0.97 0.96
Average 0.81 0.76 0.75 0.73

techniques. A d.a. algorithm has been then employed to mitigate the limitations imposed by the small size of the original data set,
resulting in an augmented data set that maintains fidelity to the original data set. The quality of the synthetic (i.e. augmented)
data has been critically assessed, demonstrating a high overall quality score. Further, various class labeling strategies have been
evaluated, and the enhanced performance obtained using equal-length class bins has been underscored. A strong emphasis is placed
on ensuring the preservation of column shapes and correlation trends, which are subsequently validated using appropriate metrics.
Correlations between architectural parameters and structural responses have been established using classification techniques.

The investigation into f.s. has evolved, moving from the application of a simple statistical correlation index to more sophisticated
approaches, such as the forward selection, backward elimination, and the exhaustive method. These methods have been utilized in
view of the results derived from the learning process of different feature subsets. It has been found that to maximize the accuracy for
a given response, it is better to extract different features from the original pool, rather than using a unique set for all the responses.
This result holds substantial significance for architectural design. It indicates that each decision should consider specific, varying
aspects among the alternative choices for every objective.

From the perspective of data derived from numerical simulations, the procedure often starts with a data set of limited size,
relative to the entire design space; therefore, d.a. is deemed necessary to arrive at sound conclusions. By exploiting Gaussian copula
for this objective and augmenting the data set size tenfold, it has been shown that this step must be viewed in conjunction with the
f.s. process, as d.a. tends to work more effectively for the entire data set after outlier removal.

Therefore, f.s. must be implemented after d.a. to achieve superior results. Furthermore, the ML algorithm, RF, has demonstrated
more stable results under different cross-validation procedures for the augmented data set with respect to the original, smaller data
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Table A.22
Training performance on selected responses on augmented data (with feature selection).
Responses Accuracy Precision Recall F1-score
Displacement of the top story 0.72 0.31 0.30 0.30
Max utilization, compression 0.72 0.74 0.72 0.73
EDW 0.59 0.35 0.35 0.35
Displacement/EDW 1.00 1.00 1.00 1.00
EDW/AR 0.77 0.62 0.59 0.60
Average 0.76 0.60 0.59 0.60
Table A.23
Training performance on all responses on augmented data (with all features).
Responses Accuracy Precision Recall F1-score
Displacement of top story 0.72 0.31 0.30 0.30
Max utilization, compression 0.72 0.74 0.72 0.73
Max utilization, tension 0.75 0.76 0.73 0.74
Max normal forces, compression 0.76 0.78 0.76 0.77
Max normal forces, tension 0.75 0.77 0.73 0.75
Max normal forces, absolute 0.76 0.77 0.73 0.74
EDW 0.59 0.35 0.35 0.35
Elastic energy 0.75 0.77 0.73 0.74
Displacement to total mass 0.77 0.78 0.77 0.78
Displacement to EDW 1.00 1.00 1.00 1.00
EDW to AR 0.77 0.62 0.59 0.60
EDW to TGA 0.60 0.38 0.33 0.33
Total mass to TGA 0.96 0.97 0.96 0.97
Average 0.76 0.69 0.67 0.68
Table A.24
Computing time analysis with the reduced response set.
Metric Full set Reduced set
Computing time, original data (s) 67.50 24.68
Computing time, augmented data (s) 1046.76 149.04
Exhaustive f.s. time (s) 4723.76 1576.27

set; however, the accuracy appears lower in case of the augmented data set. A cautious conclusion might be that the price to pay for
a limited initial data set could be a slightly reduced, but still acceptable, accuracy following the proposed d.a. Nevertheless, given
the significant benefits in terms of time efficiency and complexity reduction, such a trade-off should be carefully evaluated.

Further studies, some of which are already in progress, are necessary to confirm the trend and also to check whether alternative
extractions of the values for the considered features, e.g. exploiting a random or Latin hypercube or orthogonal sampling method,
would lead to different results. It would be also interesting to consider a regression analysis in turn of the classification and compare
the outcome with the approach here proposed. Moreover, the structural analyses could transition towards dynamics to account for
the influence of higher structural modes on the building response and, consequently, on the ML procedure.
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Fig. B.12. Comparison, in terms of CDFs, between the original and augmented data for features 1-8 (see Table 2).
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Fig. B.13. Comparison, in terms of CDFs, between the original and augmented data for features 9-13 (see Table 2).

Appendix A. About reducing the response set

Data analysis on the implications of response selection based on feature correlation is shown in this Appendix A. Tables A.20-
A.24 present a comparative analysis of model performance using the full versus the reduced response sets across multiple validation
frameworks on original and augmented data. A range of performance metrics, including accuracy, precision, recall, and F1 score,
has been employed. The results indicate that the reduced model, while inherently more efficient, shows an acceptable decrease in
accuracy, supporting the methodological choices made. In other words, the reduction in complexity gain is considered an advantage
compensating for the performance reduction. These findings align with the task-specific nature of the study, where the goal is to
establish a reliable yet efficient predictive model for diagrid building design.

Table A.24 provides a comparison of the computational efficiency between using the full set and the reduced set of responses
with the original and the augmented data set. It highlights the benefits in terms of computational time, resource usage, and model

complexity.
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Fig. B.14. Comparison, in terms of CDFs, between the original and augmented data for responses 1-8 (see Table 3).

Appendix B. Comparison of the CDFs for original and synthetic data

The CDFs for the 13 features, Figs. B.12-B.13, and for the 13 responses, Figs. B.14-B.15, are collected in this Appendix A.

For ease of reference, the exact meaning of the features and responses considered in this work is reported in the Tables 2 and 3.
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Appendix C. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jobe.2024.108766.
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