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Finding a novel drug is a very long and complex procedure. Using computer simulations, it is possible to 
accelerate the preliminary phases by performing a virtual screening that filters a large set of drug candidates to a 
manageable number. This paper presents the implementations and comparative analysis of two GPU-optimized

implementations of a virtual screening algorithm targeting novel GPU architectures. This work focuses on the 
analysis of parallel computation patterns and their mapping onto the target architecture. The first method adopts 
a traditional approach that spreads the computation for a single molecule across the entire GPU. The second uses 
a novel batched approach that exploits the parallel architecture of the GPU to evaluate more molecules in 
parallel. Experimental results showed a different behavior depending on the size of the database to be screened, 
either reaching a performance plateau sooner or having a more extended initial transient period to achieve a 
higher throughput (up to 5x), which is more suitable for extreme-scale virtual screening campaigns.
1. Introduction

Drug discovery is a long and costly process that aims at finding 
new drugs. Typically, this process involves several in silico, in vitro

tasks (ranging from chemical design to toxicity analysis), and in vivo

experiments. Virtual screening is one of these tasks, which has to be 
performed at the beginning of the drug discovery process in the ex-

ploratory research phase. This task aims at reducing the number of 
candidate drugs from billions of molecules to a number that can be 
managed with costly chemical experiments. Molecular docking repre-

sents but one stage of this step [2,19]. It aims to estimate a given 
molecule’s three-dimensional pose, the ligand, when it interacts with 
the target protein. Since the ligand is much smaller than a protein in 
terms of the number of atoms, the first task is to identify one or more 
regions of the protein where we would like to place the ligand (dock-

ing site). The molecular docking algorithm positions the ligand inside 
the docking site in the most suitable place. The algorithm must perform 

* Corresponding author.

translation and rotation operations on the target ligand. This flexibility 
changes the geometric shape of the molecule, producing different poses, 
but does not alter its chemical and physical properties. Furthermore, it 
is possible to identify a subset of bonds – named rotamers or rotatable 
bonds – that split the ligand into two disjoint fragments when they are 
removed. These rotamers can be rotated without changing the chemical 
properties of the ligand. Therefore, the algorithm must also consider the 
different shapes of the ligand that can be generated from the rotation of 
all its rotamers.

An efficient implementation of the virtual screening phase has two 
positive effects. On one hand, it reduces the time to wait for the screen-

ing phase. On the other hand, it permits the enlargement of the input 
chemical space, thus increasing the number of molecules to be evalu-

ated. While these benefits are clear, they become even more apparent 
when a pandemic breaks out, as was the case with the recent COVID-

19 pandemic. Indeed, when the pandemic started, several efforts have 
been made to find a therapeutic cure for the SARS-CoV-2 infection. 
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Example in this direction are the COVID-19 HPC Consortium,1 the EXS-

CALATE4CoV project,2 and the current LIGATE project.3 The workload 
in the case of screening a large set of molecules is embarrassingly par-

allel since each ligand-protein pair can be processed in parallel to the 
others. This makes the use of large supercomputer infrastructure the 
most suitable target [27,43] for urgent computation in the case of a 
pandemic, given the possibility to have a simple data splitting across 
the nodes with lighter synchronization for I/O accesses [22,40]. Simi-

lar thoughts can be done when considering resources within the node. 
In particular, current supercomputers are mainly accelerated with mul-

tiple GPU cards, and the workload can be further split for each card.

In this paper, we analyze two different GPU implementations of a 
high-throughput in silico virtual screening application, LiGen [1], to 
compare their behaviors given the different parallelization strategies. 
Despite the experimental results being related to the specific code im-

plementation, within the paper, we focus more on analyzing the parallel 
computation patterns and their mapping on the target architectures. 
Both of these implementations target NVIDIA GPU and are written in 
CUDA. However, they have an orthogonal approach where the first im-

plementation is a synchronous, latency-oriented one, while the second 
is an asynchronous implementation that uses a batched approach. In 
the first implementation, called latency implementation from now on, we 
exploit the GPU parallelism to shorten the computation time required 
to dock a single ligand by evaluating the different poses and differ-

ent atoms in parallel. This is the classic approach for the acceleration of 
molecular docking applications, used in AutoDock [33], and in previous 
versions of LiGen [48]. In the second implementation, we approach the 
problem of parallelizing the computation from a different perspective: 
we exploit the GPU parallelism to evaluate several ligands in parallel, 
and a single warp of threads always evaluates a single ligand. The warp 
is a collection of threads, 32 in current implementations, that are exe-

cuted simultaneously by a Streaming Multiprocessor, SM; therefore, this 
is considered the basic unit of execution on a GPU. For this reason, we 
will define this version as batched implementation.

The contributions of this work are:

• comparison between the latency and batch virtual screening imple-

mentation for drug discovery;

• demonstrates that while the latency version is the best solution for 
small-scale experiments, the batched version widely outperforms 
the other version for extreme-scale virtual screening campaigns;

• The batch approach performance benefits by rearranging the input 
data using architecture, kernel, and input features.

Although the analysis has been carried out on a single GPU, it can be 
generalized on a multi-GPU case since both implementations scale al-

most ideally in a virtual screening scenario. Multi-node optimizations 
are orthogonal to the current work and are widely described in a previ-

ous work [12]. The remainder of the document is organized as follows: 
Section 2 briefly describes the state of the art in the field and related 
approaches applied to virtual screening. Section 3 describes the target 
application and the two different implementations under analysis. Sec-

tion 4 reports the experimental results obtained by the two implemen-

tations, highlighting the performance characteristics and limitations, 
together with a deep profiling analysis on the use of the resources. Fi-

nally, Section 5 concludes the paper.

2. State of the art

High throughput virtual screening has been widely applied in recent 
years during the early stage of drug discovery. Indeed, this helped find 

1 https://covid19 -hpc -consortium .org/.
2 https://www .exscalate4cov .eu/.
2

3 https://www .ligateproject .eu/.
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some novel drugs [3,21,34]. Several steps are required to perform a vir-

tual screening campaign [13]; however, we will focus on the molecular 
docking step in this work.

Many pieces of software have been created during the latest years 
to this end, both open sources [6,26] and commercial [10,35]. There 
are two main approaches to the molecular docking step: the first is 
a deterministic approach, while the second favors a random-based ap-

proach. Random-based approaches use well-known techniques to create 
different poses of a ligand and measure their interactions with the pro-

tein docking sites. Examples of these are MolDock [41] and Gold [16]

where genetic algorithms are used, or Glide [10], and MCDock [20]

where the technique used is Monte Carlo simulation. However, this ap-

proach has a significant drawback since its results may not be entirely 
reproducible. This drawback may be a blocking issue for some pharma-

ceutical companies that refuse to start the expensive in-vitro and in-vivo 
phases without a reproducible result. For this reason, sometimes a deter-

ministic approach is required. Examples of deterministic approaches are 
BIGGER [29], DOCK [6], LiGen [1], and Flexx [35]. These approaches 
use deterministic algorithms that can modify the shape of the ligands 
by leveraging their torsional bonds. Many molecular docking applica-

tions were born as single workstation applications; however, given the 
amount of complex elaboration that has to be performed, they quickly 
evolved into High-Performance Computing (HPC) applications. As we 
can see from this survey [5], different techniques were studied to im-

prove the capabilities of this software and scale them to HPC machines. 
There are prominent approaches, such as scaling with MPI [52], and 
more complex solutions, such as developing ad hoc scripts to wrap the 
main kernel and deploy it to different nodes with different data [51]. 
In recent years, we have seen the rise of heterogeneous clusters in HPC, 
where several GPUs are used as accelerators next to the CPU. For this 
reason, some of these molecular docking applications have been modi-

fied in order to be able to exploit these co-processors [7,8,17,32,38,39]. 
In particular, MedusaDock [7] achieves a 1.54× overall speedup, and 
GeauxDock [8] has a 3.5× speedup thanks to the GPU porting. Other 
applications show better behavior on the GPU and have double digits 
speedup, such as PIPER [38] with a 17× speedup, AutoDock-Vina [39]

with a 50× speedup, and PLANT [17], that reported a 60× speedup. The 
latest GPU porting of AutoDock [18,33,37] has been optimized for run-

ning on the Summit supercomputer [14] to support COVID-19-related 
research. A new Autodock development was recently released: Uni-

Dock [50]. Uni-Dock increases the accuracy compared to the Autodock 
and VINA GPU versions, making the execution ten times faster thanks to 
batching. Uni-Dock tries to use heuristics, based on the type of architec-

ture used, to execute a batch of inputs likely to fill the entire memory 
of the GPU. Other approaches have improved performance by using 
dedicated hardware for matrix computation. For example, Autodock 
has been accelerated using NVIDIA’s Tensor Core [36]. Using this ap-

proach, they have achieved a 4-7× speedup in reduction operations, 
with an overall reduction of 27% in docking time. Much attention 
has been given to using HPC software on a cloud-available platform. 
An example using Autodock on clouds has been reported using Kuber-

netes and Apache Airflow [23]. This approach enables virtual screening 
campaigns on a more available cloud basis while taking advantage of 
heterogeneous platforms. In this paper, we focus on the efficient GPU 
porting of the LiGen application by describing and analyzing two differ-

ent parallelization approaches considering the peculiarities of the target 
workload and GPU devices. LiGen is an MPI application that distributes 
the workload across different nodes of a supercomputer [11]; for its em-

barrassingly parallel nature, we can consider multi-node optimizations 
orthogonal to the current work. The target LiGen code in this latency 
implementation has been used for the largest virtual screening campaign 
ever run (> 70 billion ligands and 12 viral proteins) during the first 
wave of the COVID-19 pandemic [12]. A recent interesting parallel in-

vestigation on LiGen is about its performance portability across multiple 

GPU architectures and vendors, adopting different high-level languages 
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Algorithm 1: LiGen virtual screening algorithm.

Data: max_num_ligands

Input: ligand_library, target

Output: top_candidates

1 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 ← ∅;

2 foreach 𝑙𝑖𝑔𝑎𝑛𝑑 ← 𝑙𝑖𝑔𝑎𝑛𝑑_𝑙𝑖𝑏𝑟𝑎𝑟𝑦 do

3 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 ← 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 ∪ 𝑑𝑜𝑐𝑘(𝑙𝑖𝑔𝑎𝑛𝑑, 𝑡𝑎𝑟𝑔𝑒𝑡);
4 end

5 return 𝑡𝑜𝑝_𝑛(𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠, 𝑚𝑎𝑥_𝑛𝑢𝑚_𝑙𝑖𝑔𝑎𝑛𝑑𝑠)

Algorithm 2: LiGen dock algorithm.

Data: num_restart

Input: ligand, target

Output: best_pose

1 𝑝𝑜𝑠𝑒𝑠 ← ∅;

2 for 𝑖 ← 0 to 𝑛𝑢𝑚_𝑟𝑒𝑠𝑡𝑎𝑟𝑡 do

3 𝑝𝑜𝑠𝑒 ← 𝑖𝑛𝑖𝑡_𝑝𝑜𝑠𝑒(𝑙𝑖𝑔𝑎𝑛𝑑, 𝑖);
4 𝑝𝑜𝑠𝑒 ← 𝑎𝑙𝑖𝑔𝑛(𝑝𝑜𝑠𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡);
5 𝑝𝑜𝑠𝑒 ← 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒(𝑝𝑜𝑠𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡);
6 𝑝𝑜𝑠𝑒.𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦 ← 𝑖𝑠_𝑣𝑎𝑙𝑖𝑑(𝑝𝑜𝑠𝑒, 𝑡𝑎𝑟𝑔𝑒𝑡);
7 if 𝑝𝑜𝑠𝑒.𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦 then

8 𝑝𝑜𝑠𝑒.𝑠𝑐𝑜𝑟𝑒 ← 𝑠𝑐𝑜𝑟𝑒(𝑝𝑜𝑠𝑒.𝑎𝑡𝑜𝑚𝑠, 𝑡𝑎𝑟𝑔𝑒𝑡);
9 else

10 𝑝𝑜𝑠𝑒.𝑠𝑐𝑜𝑟𝑒 ← −∞;

11 end

12 𝑝𝑜𝑠𝑒𝑠 ← 𝑝𝑜𝑠𝑒𝑠 ∪ {𝑝𝑜𝑠𝑒};

13 end

14 return 𝑚𝑎𝑥_𝑠𝑐𝑜𝑟𝑒(𝑝𝑜𝑠𝑒𝑠)

[28]. This path is out of the scope of this paper, which focuses only on 
NVIDIA GPUs.

3. Application description

LiGen [1] is a molecular docking application designed to run on 
High-Performance Computers and adapted for extreme-scale virtual 
screening campaigns [12]. Algorithm 1 reports the pseudo-code for vir-

tual screening an input ligand library against a target docking site. The 
output lists the ligands with the highest interaction strength with the 
target. The procedure is straightforward; we must dock each ligand 
from the input library to estimate its interaction strength using a scor-

ing function. When we have more than one docking site, repeating the 
whole procedure for another target is possible, generating a different 
set of best candidates. Domain experts will combine the data to select 
a global set of candidates to test in-vitro (or further in-silico). Thus, we 
can focus on the single-target scenario without losing generality.

Algorithm 2 describes in more detail all the steps that LiGen uses to 
dock a ligand inside a target. The overall algorithm is a gradient descent 
with multiple restarts [30]. At each restart, we generate an initial pose 
(line 3) by rotating the ligand’s rotamers using a heuristic that maxi-

mizes the distance among the iterations in the conformation space of 
the molecule. The gradient descent procedure is composed of two op-

erations. The first considers the molecule to be a rigid body to align 
with the docking site (line 4). In contrast, the second uses the internal 
molecule flexibility to optimize its shape for the target and performs a 
local minimization (line 5). We use a geometric score to define the gra-

dient that drives the docking. To select the most suitable pose, we need 
to re-score the poses using a scoring function that considers physical 
and chemical properties (line 8). To avoid useless computation, we do 
not compute the scores of molecules (line 10) that clash internally or 
with the protein (lines 6,7). Finally, among all the ligand’s poses, we 
are interested only in the one that yields the highest score (line 14).

From the algorithm description, we can notice how a pose eval-

uation is independent of the others. We can generate many ligands 
by simulating known chemical reactions, making the virtual screen-

ing problem embarrassingly parallel. LiGen uses these properties to 
distribute the input ligand library across different nodes [12] and to 
3

offload the computation to GPUs. In this paper, we explore two strate-
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gies to implement the algorithm in CUDA that use drastically different 
design choices to hinge on hardware parallelism. In this section, we in-

troduce the main concepts of the CUDA architecture and how the two 
implementations map the algorithm in its computation model.

3.1. CUDA architecture

Since most of the world’s supercomputers make extensive use of 
GPUs, we target NVIDIA’s GPUs to accelerate computation, and we use 
the CUDA language to exploit the maximum potential of the architec-

ture.

GPUs implement a SIMT (single instruction multiple threads) archi-

tecture. In particular, NVIDIA’s GPUs organize threads in warps, which 
are groups of 32 threads [45]. A warp of threads follows the same 
execution flow. Conditional branching can cause divergence, which in-

troduces overhead because the instructions on the two paths are not 
executed in parallel. Full efficiency is, therefore, achieved when all 
threads in a warp agree on the execution path. In CUDA, threads are 
arranged hierarchically, whereby they are grouped into blocks and then 
launched in grids [45]. These threads and blocks may be grouped in a 
three-dimensional structure, allowing for efficient organization and ex-

ecution of instructions. Different structures can be utilized to achieve 
maximum occupancy or maximum parallelism [46]. A SM is made of 
up to 4 dual-issue warp schedulers. This means that it will select po-

tentially two instructions to be executed. As with threads, GPU memory 
is also organized in a hierarchy. All the data must be close to where 
they are needed. The NVIDIA GPU’s memory is organized so that dif-

ferent memory is intended for different granularity accesses. There are 
three different levels of memory on the board. The main global memory

can be accessed by each thread independently from its position in the 
block/grid. It allows communication between all threads and between 
the host and the GPU, but is the slowest. To get closer to the threads, 
one can preload data into the shared memory, which, as the name sug-

gests, is shared by the threads of the same block. It is faster than global 
memory, but its size is limited per block so that it can limit the oc-

cupancy of the GPU. The closest type of memory to threads is registers, 
which are very few and are allocated to threads in a fixed amount. They 
are the fastest memory a thread can use, but since they are limited per 
SM, registers limit the number of concurrent threads that can run on an 
SM.

3.2. Latency implementation

The first implementation we will analyze is the latency implemen-

tation. This approach aims to keep a synchronous interface, where a 
single ligand is docked on the GPU in every host call to the dock func-

tion. This approach is the same as the previous implementation of LiGen 
[12,48] and allows us to focus only on the acceleration of the kernels 
without having to modify the whole application structure, thus purely 
following Algorithm 1 for screening a ligand library. On the GPU, we 
distribute the operation that we have to perform as much as possible, 
trying to make each kernel as parallel (and fast) as possible to execute 
(See Fig. 1). This approach is the most straightforward and traditional 
one, and it is the same followed by most of the GPU porting for molec-

ular docking (e.g., AutoDock-GPU [18,33]).

Fig. 2 provides an overview of the approach in terms of the main 
parallelism exploited and execution phases. The idea is to parallel exe-

cute all the iterations for the loop at line 3 of Algorithm 2. To reach this 
goal, we must perform each step of the computation on all the poses 
as depicted in Fig. 2. The CUDA grid is set over the different ligand 
poses. We implemented all the steps using at least one kernel to in-

crease the exposed parallelism. In this way, we can execute in parallel 
the internal loops required to carry out the computation. In particu-

lar, for the init_pose step, each CUDA thread updates the position of a 
single atom. For the align step, we use two kernels. The first one eval-
uates all the rigid transformations for all the poses in parallel, where 
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Fig. 1. Latency implementation GPU usage.

Fig. 2. Logical mapping on how the latency approach hinges on GPU parallelism 
to accelerate the execution time. Each step is implemented using at least one 
dedicated kernel.

each CUDA thread updates the atoms’ displacement and computes the 
gradient value. The second kernel performs a reduction to find the opti-

mal alignment for the ligand and updates the pose atoms displacement 
accordingly. In the optimize step, we need to evaluate each rotamer 
sequentially to preserve the ligand geometry. We use two kernels to 
evaluate a single rotamer using an approach similar to the align step. 
Besides rotating and computing the gradient value, the main difference 
is that each CUDA thread needs to check if the rotamer’s angle leads to 
an internal clash. For the is_valid step, we use two different kernels to 
check whether there is a clash with the protein or an internal one. In 
both cases, the distance between each atom pair has to be calculated. 
To limit the computation effort, we perform an early escape when we 
detect a bump between atoms, thus determining an invalid pose.

By computing poses using the parallelism at grid level, these kernels 
have a very short execution time and aim at freeing the hardware re-

source for other kernels. To maximize the GPU utilization, we rely on 
a multi-threaded approach to instantiate several different kernels (on 
different streams). Every ligand will be tied to a host thread tied to an 
asynchronous queue (CUDA stream) and a reserved space in the GPU 
memory. The reservation of the space at the thread level instead of at 
the ligand level allows us to allocate and deallocate that memory only 
once in the thread’s lifetime. This first optimization saves a lot of mem-

ory operations since this memory space is not linked to the docking 
of a single ligand but is linked to the application’s lifetime. The draw-

back of this approach is that we need to allocate the worst case space, 
which must be known at compile time. This introduces a limitation on 
the maximum size of the processed ligands. However, this is not a real 
issue for the application since it can be changed at compile time. More-

over, some data structures (such as the one that represents the target 
pocket) can be shared among all the threads using the same GPU: this 
can be done since they are read-only data structures, not modified in the 
docking process. The access to the pocket does not follow a coalesced 
pattern, but the access point is given by the x, y, and z coordinates of 
the atom and, for this reason, has a random pattern. Random accesses in 
memory are a costly operation in GPU since they disable the coalesced 
access mechanism that allows for providing data to all the threads in a 
warp with a single read operation. However, there is a feature in CUDA 
that allows for improving the performance in these situations, which 
4

is the texture cache. Texture caches allow organizing data in 2D or 3D 
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Fig. 3. Batched implementation GPU usage.

spaces and are optimized for semantic data locality. This means that ac-

cessing points in the space close to the previous ones is usually faster 
since they should already be cached. We expect rotations and transla-

tions in the 3D space will not place atoms “too far” across the different 
iterations. For this reason, we use the texture cache to store the protein 
pocket values.

On the other hand, when multi-dimensional arrays are needed and 
have to be accessed from different thread blocks, it is very important 
to organize the data to allow the reads to be coalesced. For this reason, 
we extensively use CUDA-pitched arrays in storing temporary values 
that are needed across kernels. Pitched multi-dimensional arrays are an 
instrument provided by CUDA. They are allocated with rows padded 
to a size that ensures that each row starts at an address that meets the 
alignment requirements for coalescing.

3.3. Batched implementation

The second version of the application is the batched implementation. 
This implementation follows a different paradigm from the latency one. 
Instead of using the whole GPU to process a single ligand at a time, we 
pack it with as many ligands as possible that are processed in parallel 
(using fewer resources per ligand) as depicted in Fig. 3. This approach 
follows a paradigm similar to the one described in [15], used within 
the NAS [31] benchmark suite to estimate the upper achievable limits 
of floating-point performances on a system since it requires almost no 
communication to process the data. This approach is possible since the 
amount of data per ligand is limited (up to 20 KB input - 1 MB output), 
and thus we can upload on the GPU a huge number of them.

With this approach, the time to process a single ligand 𝑡𝑏𝑎𝑡𝑐ℎ will be 
greater than the time required by the latency implementation 𝑡𝑙𝑎𝑡𝑒𝑛𝑐𝑦; 
however, many more ligands will be processed in parallel during the 
time 𝑡𝑏𝑎𝑡𝑐ℎ. As long as the size of the batch of ligands processed in 
parallel is greater than 𝑡𝑏𝑎𝑡𝑐ℎ∕𝑡𝑙𝑎𝑡𝑒𝑛𝑐𝑦, this implementation is expected 
to deliver higher throughput than the latency one since reduces to the 
minimum the number of synchronization points.

When we focus on the kernel design, we must take a completely 
different approach. The main idea is to parallelize the loop at line 2 
of Algorithm 1 and to implement all the steps depicted in Algorithm 2

sequentially in the same kernel. Following CUDA’s thread hierarchy, we 
use 32 CUDA threads to process the ligand’s atoms in parallel. A CUDA 
thread may process more than one atom when the molecule has more 
than 32 atoms. The spare CUDA threads are not used if the molecule 
has less than 32 atoms. So, in the following part of the paper, we intend 
a warp to be a single block of 32 CUDA threads. We launch the kernel 
over a number of ligands that are enough to cover the GPU parallelism. 
Fig. 4 provides a schematic view of the logical mapping. It is important 
to notice that using a single warp to compute a ligand implies that 
we can use CUDA cooperative groups to perform reductions and early 
escape in pose evaluations.

This implementation forces us to redesign the whole application ap-

proach because we must first load several ligands in a single batch and 
then launch the processing kernels when the batch is full. We adopted 
an asynchronous paradigm where different CPU threads managing the 
upstream phases push ligands in the batch, and another CPU thread 
is in charge of launching the GPU kernels when the batch is full. In 

this implementation, external parallelism (CUDA grid) is addressed by 
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Fig. 4. Logical mapping on how the batched approach hinges on GPU paral-

lelism to accelerate the execution time. All the steps are implemented using a 
single kernel.

docking multiple ligands simultaneously, while thread-level parallelism 
is addressed by distributing the set of operations to be performed on the 
atoms of a single ligand over a single warp.

To make this approach to be successful, we need to address some 
criticalities. The obvious one is that we need a large number of ligands 
to fully utilize the GPU. This is not a concern since, as mentioned in 
Section 1, the virtual screening task we are targeting considers a large 
chemical space (up to millions or billions of candidate molecules). The 
second one is that, since we are processing batches of ligands concur-

rently, the overall kernel time will be dictated by the slowest warp of 
the grid, i.e., the warp assigned to the ligand that requires more oper-

ations. Since the processing is data-dependent, we need to balance the 
size of the ligands that are collected in a single batch. It is also important 
to efficiently use registers and shared memory, two precious and scarce 
resources in the GPU. To make the batched kernels run as fast as pos-

sible, the ligand data used often (i.e., atom coordinates and fragments 
indices) are kept in registers and shared memory to be accessed more ef-

ficiently. Since this requires defining at compile time the resources used 
by the kernels, balancing the sizes of the ligands in the batches allows 
for maximizing the usage of those statically allocated resources. For this 
reason, we have clustered the ligands in 5 different batches according 
to their number of atoms: (0, 32], (32, 64], (64, 96], (96, 128], (128, 
160]. The number of ligands accumulated in each batch before being 
processed by the GPU depends on the maximum number of atoms in its 
range. For each range, we used kernels compiled to reserve a precise 
number of registers per thread such that each warp can hold, at most, 
a number of atoms equal to the upper limit of the range. Thus, the size 
of each batch is set equal to the maximum number of warps that can 
be concurrently active on all GPU’s SMs with the respective kernel. We 
determined this number by using Equation (1).

𝑙 = 𝑏 ×𝑆𝑀 × 𝑡

𝑤𝑠
(1)

In Equation (1), we compute the size of each batch 𝑙, where 𝑆𝑀 is the 
number of SMs available on the GPU, 𝑤𝑠 is the warp size, and 𝑏 is the 
number of blocks that can run on the same Streaming Multiprocessors 
(SM) for any given kernel.4 Section 4 uses an NVIDIA A100 GPU card 
to validate the approach. However, since we compute the number of 
ligands 𝑙 for each bucket using a query to the CUDA runtime, the pro-

posed methodology is agnostic about the target architecture. Indeed, 
we efficiently deployed LiGen on systems also equipped with V100 and 
H100 NVIDIA cards. The proposed methodology was able to adapt the 
number of ligands accordingly.

4 CUDA function to query the number of active blocks on an SM for the given 
5

kernel cudaOccupancyMaxActiveBlocksPerMultiprocessor.
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Fig. 5. Graphical representation of the batch creation process: all incoming 
ligands are divided into batches according to their characteristics, and only 
when a bucket is full is sent to the GPU.

Moreover, since the optimize step needs to process the ligand’s ro-

tamers sequentially, we can introduce a strong imbalance if we bundle 
in the same batch ligands with a different number of rotamers. For this 
reason, we also need to cluster the ligands by their number of fragments. 
We decided to group them by four (i.e., ligands with 0-3 fragments clus-

tered in one batch, while ligands with 4-7 fragments in another, and so 
on). This decision is a compromise between having the ligands as sim-

ilar as possible and avoiding the explosion of the number of different 
batches. Considering all of these divisions, we have a matrix of buck-

ets where we collect ligands with similar features. This aims at reducing 
the disparity between the ligands that need to be processed in a batch to 
improve the efficiency of the computations. A graphical representation 
of this process is provided in Fig. 5.

The kernels developed for this implementation declare the array pa-

rameters as const __restrict__ so that the compiler can automatically use 
cached loads for them. Moreover, since we read them only once to copy 
their content in the register/shared memory, we use regular allocations 
instead of pitched ones.

4. Experimental results

In this section, we will compare the two implementations in terms 
of application throughput (end-to-end) on different datasets and condi-

tions. Given that the target molecular docking application has a highly 
data-dependent throughput, we performed four types of different anal-

yses by changing the characteristics and size of ligand libraries.

The first one takes into consideration more uniform datasets (prepro-

cessed datasets), where the ligands to be processed have been clustered 
according to their characteristics in terms of the number of atoms and 
fragments (see Subsection 4.2). This analysis has been done to show the 
different performance trends without the possible noise introduced by 
the different sizes and flexibility of the target molecules.

The second analysis regards the scaling of the throughput of the ap-

plication according to the size of the dataset (see Subsection 4.3). In this 
case, we want to know if one of the implementations is always optimal 
or (and this is the expected behavior) if it depends on the dataset size. In 
this second circumstance, we are particularly interested in finding the 
dataset size that triggers the optimality change. This analysis has been 
performed on preprocessed and real-world datasets, where the molecule 
size and flexibility are unknown a priori.

The third analysis (see Subsection 4.4) refers to the performance 
of both implementations on real-world public datasets, taken from the 
MEDIATE initiative [24]. The datasets are characterized by a large size 
and molecule characteristics variability and can be seen as the target of 
an actual virtual screening campaign.

In Subsection 4.5, we report an in-depth analysis of the workload 
using the instruction roofline methodology. This analysis has been per-

formed to better understand the different resource utilization for the 
two implementations.

4.1. Experimental setup

To perform the docking experiment, we target a machine that re-

sembles an HPC node, equipped with 2 CPU AMD Epyc 7282 2.80 GHz 

16 core and one NVIDIA A100 GPU, connected with PCI-E 4.0.
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Fig. 6. Throughput of the two implementations with the different datasets, or-

ganized by the number of atoms and increasing the number of fragments on the 
X axis.

4.2. Preprocessed datasets

The first set of experiments wants to show the throughput of the two 
implementations when we are running at the best of the application ca-

pabilities (i.e. we recorded the average throughput, which is the total 
number of items processed since the application launch divided by the 
total execution time of the application, when its value reaches a stable 
value.). We have docked several uniform datasets of 50 K ligands, each 
with fixed characteristics in heavy atoms and fragments. The range is 
between 20 and 50 heavy atoms and 1 and 20 fragments. In this con-

text, we define every non-hydrogen atom that is part of the molecule 
as a heavy atom. We need to point out that for the batched implemen-

tation, having the same number of heavy atoms does not mean that all 
the ligands belong to the same batch since LiGen groups them accord-

ing to the total number of atoms, which also includes the hydrogens. 
The ranges of heavy atoms and fragments for the molecules have been 
selected considering the ones available in commercial databases.

Fig. 6 and Fig. 7 report the throughput reached by the two imple-

mentations for each uniform dataset from two different perspectives.

Fig. 6 plots the varying throughput according to the change in the 
number of fragments (x-axis) while considering the number of heavy 
atoms fixed. We can see that this data feature heavily impacts the 
throughput. The two implementations show similar behavior, going 
from a high throughput value with 1 fragment and slowing down more 
with the increase of the number of fragments. However, if we look at 
the y-axis, we can notice that the batched implementation is much faster 
6

than the latency one, on average, by three times.
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Fig. 7. Throughput of the two implementations with the different datasets, or-

ganized by the number of fragments and increasing the number of atoms on the 
X axis.

In Fig. 7, we plot the variation in the throughput at the change of the 
number of atoms (plotted on the x-axis) while keeping the number of 
fragments constant. We can notice that, in this case, the behavior is dif-

ferent. The latency implementation has a negligible throughput degra-

dation when we change the number of atoms with a constant number 
of fragments, while the batched implementation has a more significant 
throughput loss. However, since it starts from a higher throughput, it 
still performs better than the latency implementation, in the worst case, 
by 1.37×.

To conclude this analysis, we can see in Fig. 8 the heatmap of the 
speedup obtained by the batched implementation compared to the la-

tency implementation, with several datasets of 50 K ligands. As we can 
see, the batched implementation is always better than the latency one, 
given this dataset dimension on a single GPU. However, we can notice 
that the amount of speedup changes according to the characteristics 
of the ligands: the batched implementation behaves dramatically better 
with fewer atoms and a higher number of fragments.

4.3. Scaling analysis

With this experiment, we aim to find the minimal database size to 
reach throughput optimality with both implementations, and we are in-

terested in seeing the impact of the dataset composition on this size. 
For this analysis, we used two different datasets with homogeneous and 
heterogeneous ligands. We considered a set of molecules with 35 Heavy 
Atoms and 12 Fragments within the first dataset. This dataset has been 

selected considering average values for ligand size and flexibility from 
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Fig. 8. Speedup Heatmap of the batched version against the latency one for the 
different homogeneous datasets of 50 K ligands with the same characteristics.

Fig. 9. Scaling analysis.

the ligands considered in the previous section. The second dataset in-

cludes a heterogeneous mix of ligands from all previously considered 
libraries.

Fig. 9 reports the growth of the throughput (y-axis) at the varying 
of the dataset size (x-axis). As we can see, with small datasets, the la-

tency implementation outperforms the batched implementation. This 
happens because the batched implementation waits until the batch size 
is reached and distributes the computation on different CUDA warps. 
If the dataset is too small and does not reach the size of the batch, 
we are going to underutilize the GPU, and this explains why in these 
circumstances, the latency implementation performs better. However, 
after a certain threshold, we can see that the batched implementation 
overtakes the latency implementation (with almost exponential growth) 
until it reaches its saturation point (with a total speedup of around 
3.5×). This behavior is observed in both the homogeneous dataset (pur-

ple and yellow lines) and the heterogeneous one (blue and red lines). 
The only difference between the two is when the batched implementa-

tion overtakes the latency one, and this happens for the homogeneous 
dataset one order of magnitude earlier. We can also notice that the 
growth phase of the batching application when using a mixed dataset 
ends at almost 106 ligands. This means that to get the maximum out of 
this implementation, we need to dock a very large dataset with at least 
106 ligands for each GPU involved in the computation. On the other 
hand, for the homogenous dataset, 20 K ligands are enough to stabilize 
the throughput. Finally, it is interesting to notice the fluctuations of the 
throughput in the yellow line (homogeneous batched implementation). 
As mentioned, the batches are created according to the total number 
of atoms, including hydrogens, and some ligands are processed in dif-

ferent batches. When many buckets are processed, even if they are not 
completed (i.e., small batches), the resources are not well used, result-
7

ing in a performance loss. The higher the number of ligands, the lower 
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Table 1

MEDIATE dataset characterization. For each library, its size and 
the average values (± standard deviations) for the number of 
heavy atoms and rotatable bonds have been reported.

Library Size #Heavy Atoms #Rot. Bonds

Comm. MW330- 1.9M 18.06 ± 4.05 3.65 ± 1.79

Comm. MW330-500 2.8M 28.12 ± 3.70 5.71 ± 2.11

Comm. MW500+ 250 K 38.46 ± 4.83 8.35 ± 3.52

Drugs 8.8 K 29.04 ± 12.89 6.87 ± 5.66

Foods 65.5 K 51.06 ± 18.88 37.91 ± 20.45

Natural Products 263.5 K 30.94 ± 13.03 6.35 ± 6.10

Peptides 2AA 400 20.07 ± 3.33 7.60 ± 1.77

Peptides 3AA 8 K 29.05 ± 4.07 11.40 ± 2.16

Peptides 4AA 160 K 37.40 ± 4.71 15.20 ± 2.51

the probability of falling in this situation, which can be noticed by the 
fluctuation reduction while increasing the dataset size.

4.4. Real world datasets

Finally, we want to evaluate the performance of the two implemen-

tations on real-world datasets. These datasets come from the MEDIATE 
[24,44] initiative and contain libraries including ligands from different 
categories: commercial compounds, natural products, drugs, and pep-

tides.

The “Commercial” category represents the space of currently pur-

chasable compounds libraries [42]. In particular, this set is clustered in 
three libraries where molecules are selected according to their molecu-

lar weight (MW). The first one contains ligands with a molecular weight 
lower than 330 (MW330-), the second set has ligands with a molecu-

lar weight between 330 and 500 (MW330-500), and the last contains 
all the ligands with a molecular weight higher than 500 (MW500+). 
The “Drugs” category contains known drugs, including the set of safe-

in-man drugs, commercialized or under active development in clinical 
phases. The “Natural” category contains two sets of molecules: Foods 
and Natural Products. They are taken from the FooDB online database 
[9]. FooDB is the world’s largest and most comprehensive resource 
on food constituents, chemistry, and biology. It provides information 
on many constituents that give foods flavor, color, taste, texture, and 
aroma.

Finally, “Peptides” were generated by mixing in a combinatorial way 
all 20 natural amino acids. They are collected in three files according to 
the number of amino acids that compose the peptide. In particular, 2AA 
contains dipeptides (peptides formed by two amino acids), 3AA contains 
tripeptides, and 4AA contains tetrapeptides. All peptides have been con-

structed with an extended structure and optimized with MOPAC 2016 
[25]. They have been protected with acetylation of the N-terminal end 
and the addition of amide in the C-terminal one. The total amount of 
peptides is quite low and not evenly distributed. This is because they 
are a combination of the 20 amino acids found in nature.

To better contextualize the different sets concerning the analysis 
done in the previous subsections, a characterization of them in terms of 
size of the ligand library, number of heavy atoms, and rotatable bonds 
has been reported in Table 1.

Fig. 10 reports the throughput of the different implementations on 
the several files composing the mediate dataset. We can immediately 
notice that the batched version strongly outperforms the latency im-

plementation on the largest files (the Commercial with the different 
molecular weight). This is expected since we have 5 million molecules 
here, which heavily exceeds what we have found to be the cross-over 
point (Subsection 4.3). However, the remaining files are smaller. There 
are, in particular, two datasets (Drugs and Peptides2AA), where the 
batched version is unable to reach its optimal performances and a 

throughput good enough to be better than the latency implementa-
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Fig. 10. Throughput comparison on the Mediate dataset.

tion. The first dataset has 14 K ligands, which should be enough for the 
scaling analysis to exceed the latency implementation’s performance at 
least. However, it cannot reach a good throughput because it is heav-

ily unbalanced. Thus, in the runtime, it forces the execution of several 
almost empty batches, which is detrimental to the performances. On 
the other hand, the Peptides_2AA is a very small dataset, and even if 
it is quite uniform, it still does not have enough data to outperform 
the latency implementation. In all the remaining libraries, the batched 
implementation performs closely or better than the latency but cannot 
reach its peak performance.

4.5. Workload analysis

The previous analysis shows that the batched implementation has 
a slow start but a better overall throughput. Now, we want to ana-

lyze the two implementations more in-depth to find the reason behind 
this result, given the performance improvement of the batched imple-

mentation goes beyond the reduction in the grid level synchronization. 
To reach this goal, we will characterize both workloads in terms of 
execution profiles, applying the instruction roofline methodology [4], us-

ing GIPS(Giga Instructions Per Second) to assess and measure perfor-

mance, on an input dataset constructed to be representative of different 
molecule categories from real-world datasets [24].

We now consider the dimensions that affect the computational com-

plexity of the workload, namely the number of atoms and rotatable 
bonds. We cannot analyze all possible combinations of atoms and frag-

ments. Therefore, we analyze the application’s performance with three 
clusters of molecules. The characteristics of the clusters have been cho-

sen in an attempt to highlight different levels of complexity. A sample 
molecule was randomly selected from the test dataset for each of these 
clusters and then duplicated. The duplicate of the molecule in each clus-

ter coincides with the suggested batch size, as described in Section 3.3. 
A uniform input dataset allows for homogeneous execution paths across 
all warps involved in a single kernel grid, especially for the batched 
implementation where each warp handles different input ligands. The 
results of this analysis would be the same if, instead of an artificial 
dataset composed by a duplicated molecule, we use a dataset composed 
by different ligands referring to the same batch. The test molecule clus-

ters have been defined as:

• Small: (0, 64] atoms, 1 rotatable bond, batch of 1920 molecules;

• Medium: (64, 96] atoms, 12 rotatable bonds, batch of 1600 mole-

cules;

• Large: (96, 160] atoms, 20 rotatable bonds, batch of 960 molecules.

Since we want to know why the two implementation throughput 
is so different, we focus our analysis on the CUDA bottleneck kernel of 
each implementation. For the latency version, this is the kernel that per-

forms the ligand’s fragment optimization (lines 10-16 in Algorithm 2, 
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accounting for 92% of the overall docking pipeline’s runtime).
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Fig. 11. Static ligands allocation per SM.

4.5.1. Resources allocation

We first analyzed static resource allocation to understand the conse-

quences of different design principles between the two approaches.

In Fig. 11, the maximum amount of ligands allocated on a single SM 
is shown. While the latency version dedicates all the resources within 
an SM to a single ligand, the batch version allocates multiple ligands 
to a single warp, allowing for multiple concurrently running ligands in 
a single SM. In the latter implementation, the registers per thread are 
the limiting factor for the ligands allocation to an SM. Therefore, the 
number of ligands assigned to an SM decreases with the increment of 
their complexity.

This has two evident consequences: on the one hand, the latency 
implementation has a more consistent behavior that does not depend 
on the ligand size; on the other hand, the batched implementation is 
strongly influenced by the data size. It has an optimal behavior with 
small ligands and degrades, increasing the size of the ligand.

Moreover, we can see that the batched implementation can process 
more ligands per SM, which allows it to reduce the overheads when 
launching the kernels since it will have a smaller amount of kernels to 
launch. Indeed, while in the latency implementation, we have to launch 
at least one kernel per ligand, we process between 960 and 1920 ligands 
with a single kernel in the batched one.

4.5.2. Roofline analysis

In this section, we compare the use of computing resources for the 
two implementations to understand if this could be the reason for the 
performance differences. In this analysis, we are more interested in the 
difference between the two implementations rather then their absolute 
values. We present a comparison between different roofline plots [4]

produced by measuring both implementations’ execution behaviors via 
NVIDIA NSight profiler [47] in Fig. 12.

In particular, in Fig. 12a and Fig. 12b, we report the instruction is-
sued roofline. These rooflines are obtained by considering all kinds of 
warp-level instructions issued. From these two graphs, we can say that 
both application implementations are not memory-bound. Moreover, 
we use the GPU appropriately since we are close to the roof. We can 
notice a difference in the two implementations if we look at their be-

havior on the size of the different molecules. On one hand, in the batch

implementation, the amount of GIPS decreases with bigger molecules; 
on the other hand, in the latency implementation, the GIPS value in-

creases with bigger molecules. This is expected due to respective scaling 
design choices: on the latency version, we improve the number of in-

structions because the efficiency of the kernel is constant; thus, with 
bigger molecules, the amount of data to feed the GPU increases. On the 
other hand, in the batched implementation, we are using more registers 
to store bigger ligands, and in this way, we have fewer active threads 
per SM, which decreases the number of instructions issued.

Another insight given by these two plots is the cache reuse: the hor-

izontal distance between points of the same molecule class represents 
the ability of the cache to satisfy a request. The larger the distance be-

tween two points, the higher the reuse of data present in the highest 
level memory (i.e., the distance between L1 and L2 caches represents 

the ability of the L1 cache to serve the read request).
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Fig. 12. Roofline analysis comparison between latency (left) and batch (right) on instruction performance (Fig. 12a and Fig. 12b) and shared memory access pattern 
(Fig. 12c and Fig. 12d).
The latency implementation (Fig. 12a) shows regular cache reuse 
across molecule classes, and we can notice that the reuse of the L2 cache 
increases with the size of the ligands; we can see from the image that 
the distance between the red symbols (L2) and purple symbols (HBM) 
are greater when comparing squares (Small ligands) with circles (Large 
ligands). On the other hand, the batched implementation (Fig. 12b) has a 
high L1 reuse for Small, but the L1 arithmetic and instruction intensities 
are ∼ 10× lower than L2 and HBM values. However, larger molecule 
classes begin to rely heavily on L2 cache: this can be seen by the fact 
that the HBM arithmetic and instruction intensities are ∼ 100× higher 
than L1 and L2 values. This also strengthens the idea that the batched 
implementation has better behavior with small molecules but degrades 
with the data size growth.

The second set of images reports the shared memory roofline (Fig. 12c 
and Fig. 12d). They are obtained by measuring both warp-level 
load/store instructions issued and shared memory transactions per-

formed). The x-axis indicates within the interval between no bank 
conflict and 32-way bank conflicts how efficient the kernel is in terms 
of shared memory access. It is the ratio between the number of shared 
load and store instructions issued by warps and the effective number 
of shared memory transactions. For example, in case of no conflict, we 
can accommodate the load/store operations of all warp’s threads in one 
shared memory transaction; on the contrary, we need to serialize all of 
them. The y-axis represents the number of shared memory load/store 
instructions per second. Both implementations show little to no impact 
due to shared memory bank conflicts and, thus, an efficient access pat-

tern.

From this analysis, the two implementations look similar, with the 
batched one showing a slightly better utilization of the GPU for small 
ligands. At the same time, the latency one uses the resources better with 
large ligands. However, this analysis is unable to explain the speedups 
that we have found from the experiments done in Subsection 4.2, Sub-

section 4.4 and Subsection 4.3.

4.5.3. Execution profiling

In this section, we want to investigate the execution profiles of the 
two implementations in order to gather more insight about them. The 
results of this analysis are reported in Fig. 13.

Fig. 13a reports the occupancy, defined as the ratio between sus-
9

tained and peak percentage of active warps per SM. Occupancy is one 
of the factors that can be used to improve performance. However, there 
are others since it is possible to reach optimal performances by decreas-

ing the occupancy and having more registers per thread [49]. For this 
reason, we are not interested in the absolute value in this graph, but 
we are looking at the comparison between the two implementations. 
Both implementations show a comparable degree of SM occupancy. We 
can notice that while for batch, it decreases with an increasing molecule 
complexity (more registers used), for latency, the behavior is uniform. 
This analysis does not provide insight into the difference in throughput 
but helps explain why the advantage of using the batched implementa-

tion decreases with larger molecules.

Fig. 13b reports the efficiency, defined as the degree of thread pred-

ication across all the instructions executed in a single SM Sub Partition. 
Both implementations show high execution efficiency and thus low 
degrees of thread predication. Slightly lower efficiency in batch is as-

cribed to molecule sizes not being a multiple of the warp size. This plot 
demonstrates how both implementations are quite efficient in the use 
of resources.

Finally, Fig. 13c reports the instruction mix, defined as the percentage 
of instructions executed in a single SMSP grouped by instruction type:

• fp: floating point instructions (any precision, including scalar, 
FMA, and tensor),

• int: integer instructions (any integer data type),

• mem: memory operations (load/stores),

• cf: control flow operations,

• comm: inter-thread communication and synchronization,

• misc: everything else including bit-wise operations and casts

There are two interesting pieces of information in this figure. The first 
one is that the largest part of the operation done is integer arithmetic. 
This is expected since they comprehend index calculations, and the 
Score function used to select the best pose is a sum over integer val-

ues. Moreover, if we look at the latency implementation, it has a large 
(20 to 40%) of comm instructions that almost completely disappear in 
the batched implementation. These comm instructions are mostly due 
to the design of the latency kernel, as shown by the algorithm’s pseu-

docode in Section 3. As we already mentioned, we need to process all 
the fragments sequentially in the pose optimization phase. To analyze 

the impact on the performance of the check_bump kernels, we have run 
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Fig. 13. Comparison between latency (left) and batch (right) on peak and sus-

tained active warps (Fig. 13a), efficiency (or thread predication, Fig. 13b) and 
instruction mix (Fig. 13c).

both implementations without the early escape from this loop and re-

port the result in Fig. 14. The advantage in terms of speedup in using 
the batched approach has been reduced a lot and reached a maximum 
value of 2× only for very small ligands. This is expected since the pre-

vious analysis shows that the batched approach is more efficient for 
small molecules. On other molecule dimensions, i.e., larger in terms 
of atoms and fragments), the speedup is slightly above 1, including a 
small slowdown for the bottom left corner. This analysis confirms that 
the management of the early exit condition is the tie-breaker between 
the two implementations since, in the batched version, we can use it 
without introducing much synchronization overhead.

The latency implementation demonstrates consistent performance 
across molecule classes regarding performance, occupancy, and instruc-

tion throughput. This is due to its design principle of scaling computing 
resources based on the complexity of the input ligand.

On the other hand, the batch implementation uses a fixed amount 
of computing resources allocated to a batch of input ligands and deals 
with the increasing molecules’ complexity by increasing the amount of 
work a single warp must carry out. Moreover, this second implemen-

tation has its best behavior with small molecules, and its performances 
have a slight degradation when increasing the data size because fewer 
compute resources are used since we need more registers for the data, 
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thus decreasing the number of active threads.
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Fig. 14. Speedup Heatmap of the batched version against the latency one for 
the different homogeneous datasets without the early exit from the check_bump

function. Both throughputs are taken with large enough datasets.

To summarize this discussion, we have seen that a batched method 
provides a significant benefit, primarily because processing a ligand 
with a warp can eliminate most synchronization issues among warps in 
the same SM. This is fundamental in the check_bump function because it 
allows the exploitation of the early exit condition without introducing 
too much overhead.

5. Conclusion

In this paper, we have presented the problem of virtual screening 
a large set of molecules. We have seen that it is usually tackled by 
performing molecular docking of the candidate molecules in the pro-

tein pocket, a process done using large computer simulations. We have 
presented two optimized implementations of a molecular docking appli-

cation designed for virtual screening that uses the GPU as a hardware 
accelerator for the docking procedure. While the first version refers to 
the classical latency approach that spreads the computation of a ligand-

protein pair across the device, the second one focuses more on the 
throughput of a virtual screening campaign. In this second version, 
we process a batch of ligand-protein pairs across the device, increas-

ing the latency of a single evaluation but improving the throughput 
of the whole screening. The batch version required a redesign of the 
application to pack and carefully cluster similar ligands for more effi-

cient resource usage. We compare the different ideas behind the two 
approaches, and thanks to an extensive experimental section, we evalu-

ated the two implementations to search for their limits and advantages.

While this paper reports the results only on NVIDIA GPUs, the ex-

tension of the analysis on other GPU vendors using different high-level 
programming languages (i.e., SYCL, HIP) is ongoing.
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