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#### Abstract

Bicycle tourism is on the rise thanks to assisted-pedaling bikes, also known as e-bikes. While pedalling is still required on these bikes, they allow for longer rides through a battery-powered motor that has an autonomy of a few tens of kilometers. Batteries can then be recharged in one to two hours at recharging stations. Due to the waiting time, these stations should be installed at points of interest such as town centers or monuments for the cyclist to explore during recharge. We consider the problem of installing charging stations (CSs) on a road or trail network in order to minimize the maximum distance between two CSs, subject to a budget constraint. Optimal placing of CSs for bike trail networks constitutes a known class of location problems; we focus on a special case where the graph representing the trail/road network is a caterpillar graph whose spine is a cycle path while the leaves are points of interest, connected to the trail via side roads. For this case, we show that the optimization problem can be solved to optimality by a binary search algorithm where a shortest path problem is solved at each iteration. We apply our approach to find the CS locations on a 210 km -long section of the vento bike trail in northern Italy.
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## 1 Introduction

Bicycles are the protagonist of a wave of change in mobility that is taking place in several cities across the globe, both big and small. The advent of assistedpedaling bicycles, or e-bikes [6], which sport a battery-powered electric motor to provide extra riding power, has made this sustainable means of transportation even more enticing for both everyday commuters and tourists, the latter now capable of riding for long hours and enjoying the countryside or even mountain trails without a thorough training.

Leisure riding is the focus of this paper. We consider a long linear cycle path such as VENTX ${ }^{3}$ or the Danube cycle path ${ }^{4}$. Several cycle paths like these two usually run along the banks of a river, where stopping is of scarce touristic interest. However, from the main course of the cycle path, one has several possibilities to reach places of interest by making a small detour.

With the rapid growth of e-bike ridership, urban developers and city administrations face the problem of deploying a suitable charging infrastructure. The e-bike charging stations (CSs) should be placed in strategic positions so as to guarantee a coverage of the whole cycle path. However, since recharging a full ebike requires a non-negligible time, the CSs should be positioned in places where alternative activities are possible, i.e., places with amenities such as restaurants, museums, swimming pools, and so forth. Moreover, the presence of a CS could induce e-cyclists to discover new places and generate positive externalities. One therefore faces the problem of finding the optimal locations of a set of e-bike CSs to optimize a given objective subject to several constraints arising from, e.g., budget and e-bike battery autonomy.

The problem of locating chargers is perhaps of much bigger impact for electric vehicles (EVs), because EVs need to recharge in order to move; several works on locating EV charging stations exist [5]12|19]. Note that the problem of locating ebike chargers in a touristic setting cannot be compared to that for cars. First, the demand is not fixed as it is moving in the network. Moreover, the fact that riders tend to select their trajectories according to their specific interests generates a variety of different possible itineraries. Finally, while recharging a car requires a large amount of energy given its mass and required autonomy, the amount of energy for an e-bike is comparably negligible and thus does not require powerful grid outlets.

## 2 Optimally locating charging stations on cycle paths

Consider a problem where a network of bike trails is given as a graph $G=(N, E)$, together with a path $p=\left(i_{1}, i_{2}, \ldots, i_{m}\right)$ with $i_{k} \in N \forall k=1,2, \ldots, m$. A distance $d_{i j}$ is associated with every edge $\{i, j\}$ of $E$. The cost of installing a CS at node $i$, denoted as $c_{i}$, and a budget $b$ are also given.

Given a set $S$ of nodes for installing a CS, we define a stretch as a pair $\left(i_{k^{\prime}}, i_{k^{\prime \prime}}\right)$ of nodes from $p$ such that $1 \leq k^{\prime}<k^{\prime \prime} \leq m, i_{k^{\prime}} \in S, i_{k^{\prime \prime}} \in S$, and $i_{k} \notin S, \forall k: k^{\prime}<k<k^{\prime \prime}$. For simplicity, we assume that $i_{1}, i_{m} \in S$. The stretch length of $\left(i_{k^{\prime}}, i_{k^{\prime \prime}}\right)$ is defined as the total distance on $p$ between $i_{k^{\prime}}$ and $i_{k^{\prime \prime}}$, i.e., $\sum_{k=k^{\prime}}^{k^{\prime \prime}-1} d_{i_{k}, i_{k+1}}$. Finally, the longest stretch on path $p$ is the stretch whose length is maximum.

The problem we study in this paper consists of finding the location of CSs on the nodes of the network that minimizes the maximum stretch length while ensuring that the total CS installation cost is at most $b$. We call this problem
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Fig. 1. Caterpillar graph structure: $1,2, \ldots, n$ are the nodes forming the cycle path, whereas $n+1, n+2 \ldots, 2 n$ are areas of interest, where CSs can be installed.

Capacitated MinMax Stretch Problem (CMMSP). The question posed by this problem is the following: in what nodes of the path $p$ should a CS be installed so that (i) installation cost is within budget and (ii) the maximum distance that a cyclist may have to cover, without running out of battery, while entering and exiting the graph at any point (intermediate or not) of the path $p$, is minimum?

Our contribution is an algorithm for solving a special case of CMMSP: the trail network has the structure of a caterpillar graph (see Fig. 1), i.e., a graph that resembles the structure of a cycle path whose each node is connected to one or more nearby points of interest (POIs); second, we assume that (i) none of the POIs are on the cycle path and that (ii) to facilitate leisure activities while recharging the e-bike, a CS should only be installed at a POI, therefore only nodes that do not belong to the caterpillar spine can host a CS. Finally, in order to include the extreme case where a cyclist visits all Pois between her entrance and exit nodes, we consider a path $p$ that begins at the first node of the caterpillar graph's spine and ends at the last one, and it visits all intermediate ones. The path $p$ is therefore non-simple.

Because we aim at installing facilities in a subset of nodes and due to the minmax objective function, the problem can be classified as a facility location problem where a set of centers are sought on a path [3|9|17|18]. In the case where the CS installation cost is equal at every POI, the budget constraint reduces to a cardinality constraint and the problem falls into the class of $k$-center location [1013]. The facility location problem literature is vast and $k$-center location problems on path graphs have been investigated [12|11]. Besides similar applications such as the installation of rechargers for EVs, rather than for e-bikes, some literature exists for path graphs with other applications 4. To the best of our knowledge, our proposed algorithm is new and unlike any approach found in the literature for similar problems.

We formalize the problem in Section 3, where we provide a Mixed Integer Linear Optimization (MILO) model, then provide a reduction to a polynomially solvable problem in Section 4. In Section 5 we use real-world data from the vento cycle path and describe how we have created an instance of the CMMSP problem from a general Geographical Information System (GIS) database, which contains geographical data about the whole region rather than just the area surrounding the cycle path. Then in Section 6 we report on computational tests for finding an optimal solution on the same VENTO instance.


Fig. 2. Secondary caterpillar graph with fictitious source and destination nodes $\alpha$ and $\omega$. The dotted curve is the path $p$ through all pois.

## 3 An optimization model

As mentioned above, specializing the CMMSP to a cycle path that is connected to a set of points of interest implies that $G=(N, E)$ is structured as a caterpillar graph, as shown in Fig. 1 Let $N=L \cup H$ where $L=\{1,2, \ldots, n\}$ is a set of nodes that correspond to the locations along the cycle path from which we can deviate, and $H=\{n+1, n+2, \ldots, 2 n\}$ is a set of nodes that correspond each to the tourist sites that may host a CS. The set of edges $E$ is the union of two subsets: $E^{\prime}=\{\{i, i+1\}, i=1,2, \ldots, n-1\}$, i.e., the edges forming the cycle path proper; and $E^{\prime \prime}=\{\{i, n+i\}, i=1,2, \ldots, n\}$, which form the connection between each point $i$ on the cycle path and a nearby POI.

The distances between consecutive nodes in $L$ (i.e., $d_{i, i+1}, i=1, \ldots, n-1$ ) and the lengths of the deviations $\left(d_{i, n+i}, i=1, \ldots, n\right)$ are given. Due to the practical considerations outlined in the previous section, we also assume that the path $p$ that is the basis for stretches is the path between the first and the last cycle path exits 1 and $n$, touching all pors in between.

An optimization model can be developed by considering a secondary caterpillar graph with two extra nodes called $\alpha$ and $\omega$ and with edges $\{\alpha, 1\}$ and $\{n, \omega\}$, both having null distance, as shown in Fig. 22 Path $p=(\alpha, 1, n+1,1,2, n+$ $2,2,3, \ldots, n-1, n, 2 n, n, \omega)$ is indicated with a dotted curve through all nodes from $\alpha$ to $\omega$, traversing each node in $\{1,2, \ldots, n\}$ twice.

Optimization model: the augmented graph. Before we formulate an optimization model, we introduce an augmented graph $G^{*}=\left(N^{*}, A^{*}\right)$ as the directed acyclic graph defined with $N^{*}=\{\alpha, 1,2, \ldots, n, \omega\}$ and $A^{*}=\{(i, j)$ : $\left.i, j \in N^{*}, i<j\right\}$, where, by a little abuse of notation, we assume $\alpha<i<\omega$ for all $i=1,2, \ldots, n$. Define now the travelling length $l_{i j}$ on all $(i, j) \in A^{*}$ as the total distance of an $i-j$ path that traverses once every POI node in between:

$$
l_{i j}=\left\{\begin{aligned}
\sum_{h=1}^{j-1} d_{h, h+1}+2 \sum_{h=1}^{j-1} d_{h, n+h}+d_{j, n+j} & \text { if } i=\alpha \\
d_{i, n+i}+\sum_{h=i}^{n-1} d_{h, h+1}+2 \sum_{h=i+1}^{n} d_{h, n+h} & \text { if } j=\omega \\
d_{i, n+i}+\sum_{h=i}^{j-1} d_{h, h+1}+2 \sum_{h=i+1}^{j-1} d_{h, n+h}+d_{j, n+j} & \text { otherwise }
\end{aligned}\right.
$$

Every $\operatorname{arc}(i, j) \in A^{*}$ represents a stretch on $G$ with length $l_{i j}$. Arc $(i, j)$ is associated a label pair $\left(l_{i j}, f_{i j}\right)$, where $l_{i j}$ is defined above while the arc cost
$f_{i j}$ is the cost $c_{n+j}$ of installing a CS at the head node $j$ of the $\operatorname{arc}(i, j)$, with $f_{i, \omega}=0 \forall i \in N^{*}$. An example for a cycle path with $n=4$ and for edge distances $d_{i, i+1}=5 \forall i=1,2, \ldots, n-1$ and $d_{i, n+i}=2 \forall i=1,2, \ldots, n$ is provided in Fig. 3. where each arc $(i, j)$ has label $\left(l_{i j}, f_{i j}\right)$. Note that in general, for a cycle path with $n$ exit points and consequently $n$ points of interest, the augmented graph contains $O\left(n^{2}\right)$ arcs.

We reduce the CMMSP to the problem of finding an $\alpha-\omega$ path $p^{*}$ whose total cost, described with arc costs $f_{i j}$, is below the given budget $b$ and such that $\max _{(i, j) \in p^{*}} l_{i j}$ is minimum. An optimal solution to CMMSP is then given by all nodes $n+j \in N$ such that $\exists i \in N^{*}:(i, j) \in p^{*}$. Let us consider two sample solutions on the graph in Fig. 3, where for simplicity we use $c_{i}$ in place of $c_{n+i}$. The first one is defined by the $\alpha-\omega$ path $(\alpha, 2, \omega)$, equivalent to installing a single CS at node 2 ; its two stretches $\alpha-2$ and $2-\omega$ have length $2+2+5+2=11$ and $2+5+2+2+5+2+2=20$, hence the maximum stretch length is 20 while its CS installation cost is the total travelling cost $c_{2}+0=c_{2}$. The second example is path $(\alpha, 1,2,4, \omega)$, equivalent to installing a CS at nodes 1,2 , and 4 . The stretch lengths are therefore $2,2+5+2=9,2+5+2+2+5+2=18$, and 2 , their maximum being 18 , while the total installation cost is $c_{1}+c_{2}+c_{4}$. Clearly the second solution has better objective function (maximum stretch length), but it has a larger installation cost which may be infeasible if $c_{1}+c_{2}+c_{4}>b$.

An optimization model can be written with the following variables:
$-\delta \geq 0$ : the maximum stretch length, to be minimized;
$-x_{i j} \in\{0,1\}: 1$ if arc $(i, j) \in A^{*}$ is used, 0 otherwise.
An optimal solution $(\bar{\delta}, \bar{x})$ to this path problem is then translated to an optimal solution to the CMMSP as follows: install a CS at every node $n+j \in N$ of the original graph if there exists $(i, j) \in A^{*}$ such that $\bar{x}_{i j}=1$. Below is a model for the CMMSP:

$$
\begin{array}{ccc}
\text { min } & \delta & \\
\text { s.t. } & \forall(i, j) \in A^{*} \\
\sum_{(i, j) \in A^{*}} x_{i j} \leq \delta \\
f_{i j} \leq b
\end{array} \quad \begin{aligned}
1 & \\
\sum_{(i, j) \in \mathrm{FS}(i)} x_{i j}-\sum_{(j, i) \in \mathrm{BS}(i)} x_{j i}=\left\{\begin{array}{rr}
1 & \text { if } i=\alpha \\
-1 & \text { if } i=\omega \\
0 & \text { otherwise }
\end{array}\right. & \forall i \in N^{*}  \tag{5}\\
x_{i j} \in\{0,1\} & \forall(i, j) \in A^{*} .
\end{aligned}
$$

The objective function indicates the minmax nature of our problem. Constraints (2) define $\delta$ as the maximum stretch length. Constraint (3) requires that the total cost of installing CSs be within budget. Finally, constraints (4) are flow conservation constraints that yield an $\alpha-\omega$ path; we use $\mathrm{FS}(i)$ and $\mathrm{BS}(i)$ for forward star and backward star, respectively, of a node $i \in N^{*}$.

The above MILO problem can be solved in polynomial time by another reduction procedure explained in the next section.


Fig. 3. Augmented graph for a sample caterpillar graph with $n=4$ and edge distances $d_{i, n+i}=2$ for $i=1,2, \ldots, 4, d_{1,2}=d_{2,3}=d_{3,4}=5$, and $d_{\alpha, 1}=d_{4, \omega}=0$. Each arc has label $\left(l_{i j}, f_{i j}\right)$ where $l_{i j}$ is the stretch length and $f_{i j}$ is the cost.

## 4 Reduction to binary search on shortest paths

Rather than solving the MILO problem (11)-(5) with an off-the-shelf solver, a simple observation allows for solving the problem in polynomial time: for a fixed value $\tilde{\delta}$ of $\delta$, constraints (2) are equivalent to removing all $\operatorname{arcs}(i, j) \in A^{*}$ such that $l_{i j}>\tilde{\delta}$, and the problem becomes equivalent to determining, via a shortestpath algorithm, whether or not there exists an $\alpha-\omega$ path whose total cost, in terms of the $f_{i j}$, is at most $b$. A binary search then suffices to find the optimal value of $\delta$.

Denote as $F\left(G^{*}(\tilde{\delta})\right)$ the total cost of the shortest $\alpha-\omega$ path on the graph $G^{*}(\tilde{\delta}):=\left(N^{*}, A^{*}(\tilde{\delta})\right)$, where $A^{*}(\tilde{\delta}):=\left\{(i, j) \in A^{*}: l_{i j} \leq \tilde{\delta}\right\}$ and where the path length is based on arc costs $f_{i j}$ as mentioned above. The case where $\alpha$ and $\omega$ are not connected on $G^{*}(\tilde{\delta})$ is defined with $F\left(G^{*}(\tilde{\delta})\right)=+\infty$. Note that if $b=0<\min _{j \in N} c_{n+j}$, then the only feasible solution is $x_{\alpha, \omega}=1, x_{i j}=0 \forall(i, j) \in$ $A^{*}: i \neq \alpha \vee j \neq \omega$, with a stretch length of $\delta=l_{\alpha, \omega}$.

Algorithm 1 describes the binary search for solving CMMSP. Note that there are at most $\left|A^{*}\right|$ suitable values of $\tilde{\delta}$, since $\delta$ itself has value in the discrete set of $l_{i j}$ values for $(i, j) \in A^{*}$. For this reason, the binary search loop requires at most $\log _{2}\left|A^{*}\right| \in O\left(\log \left(n^{2}\right)\right)=O(2 \log n)=O(\log n)$ iterations, each with a complexity that is at most that of the shortest-path algorithm used.

```
Algorithm 1 Binary search for solving the CMMSP.
    procedure \(\operatorname{BinSearchCMMSP}\left(N^{*}, A^{*}, l, f, b\right)\)
        \(\delta_{\text {min }} \leftarrow \min _{(i, j) \in A^{*}} l_{i j}\)
        \(\delta_{\text {max }} \leftarrow \max _{(i, j) \in A^{*}} l_{i j}\)
        loop
            \(\tilde{\delta} \leftarrow \max \left\{l_{i j}:(i, j) \in A^{*}, l_{i j} \leq \frac{\delta_{\min }+\delta_{\max }}{2}\right\}\)
            \(A^{*}(\tilde{\delta}) \leftarrow\left\{(i, j) \in A^{*}: l_{i j} \leq \tilde{\delta}\right\}\)
            Compute shortest path \(p\) on \(G^{*}(\tilde{\delta})\)
            if \(F\left(G^{*}(\tilde{\delta})\right)>b\) then
                \(\delta_{\text {min }} \leftarrow \min \left\{l_{i j}:(i, j) \in A^{*}, l_{i j} \geq \tilde{\delta}\right\} \quad \triangleright\) Solution over budget
            else
                \(\delta_{\max } \leftarrow \max \left\{l_{i j}:(i, j) \in A^{*}, l_{i j} \leq \tilde{\delta}\right\} \quad \triangleright\) Seek shorter stretch
            end if
            if \(\delta_{\text {min }}=\delta_{\text {max }}\) then \(\quad \triangleright\) Current path defines optimal solution
                    \(S \leftarrow\left\{j \in N^{*} \backslash\{\omega\}:(i, j) \in p\right\}\)
                    return \(\left(\delta_{\min }, S\right)\)
            end if
        end loop
    end procedure
```


## 5 Application to the VENTO cycle path

The Vento (from VENezia-Venice and TOrino-Turin) is a cycle path about 700 kilometers long that runs along the Po River, between Turin and Venice via Milan: it crosses four regions (Piedmont, Lombardy, Emilia Romagna, and Veneto), 13 districts/provinces and 118 municipalities. In 2016, it was included in the first Italian strategy to realize ten touristic cycle routes, the so-called "Ciclovie Turistiche Nazionali" [14. Fig. 4 shows the complete map of the cycle path. Note that the structure does not follow that of a single path but (i) it contains a long connecting trail from Pavia to Milan; and, most importantly, (ii) it splits into two parallel trails between Piacenza and Cremona.

For this article, we apply the algorithm described in the previous section to a portion of VENTO ranging from Piacenza to San Benedetto Po (province of Mantua), with a total length of about 210 km . Fig. 5 shows in detail this portion, together with the selected PoIs (which are selected based on well-defined criteria set forth within an EU project for this purpose). In order to apply our algorithm, only the southern of the parallel trails between Piacenza and Cremona has been considered, which makes the portion under analysis a path.

We have implemented and interfaced our algorithm to a Geographical Information System (GIS). The data used as input is in the form of three files in the gis shapefile layer format. These files contain:

1. the cycle path: a linestring layer (i.e. a line formed as a sequence of segments) that contains the information on the path from the city of Piacenza to San Benedetto Po, but does not contain any node;


Fig. 4. The overall vento cycle route, from Turin to Venice.
2. the road network of the region containing the cycle path, defined as a directed graph with nodes and arcs;
3. the eligible destination points, selected with criteria such as artistic/cultural value, presence of bars/restaurants, etc.

All data and software used in this project are Open Source. In particular, data comes from OpenStreetMap [15] (OSM), which is a free and editable web map, built by volunteers and released under an open-content license. Therefore the process of creating the network is replicable and scalable, according to the size of the dataset and the location of the case study.

To deal with the creation of the cycle path graph, we have used QGIS v3.32.3. QGIS [16] is a free and open-source cross-platform desktop gIS application that supports viewing, editing, printing, and analyzing geospatial data using a userfriendly interface. QGIS is an official project of the Open Source Geospatial Foundation (OSGeo).

In order to create a suitable instance graph on which to apply our algorithm, the layers at hand must be manipulated with several algorithms, possibly computationally expensive, which we detail below.

Identify cycleway/network intersections. Given that the cycle path is a linestring with no explicit connection to the road network, we must first transform the cycle path into a path graph that is embedded in the road graph. To this purpose, a buffer of 10 meters around the cycleway layer is created. Then the terminal nodes within this buffer are extracted from the road network vector, and these nodes are adjoined to the cycle path, which then becomes a path connected to the road network.


Fig. 5. Portion of cycle path under study with POIs within distance.

Creation of a 2500 m buffer area. The application at hand determines through touristic-based criteria that POIs are those that are at most 2500 m from the main cycle path. Hence we now restrict our attention to the subgraph induced by all nodes that can be reached via a 2500 m -long path from of the cycle path. This is done through the "service area" function in QGIS's Network Analysis library, which uses Dijkstra's shortest path algorithm to define the roads reachable with a total weight of 2500 .

Identification of nearby POIs and connection to the cycle path. A circular buffer with a 500 m radius is created around the urban nuclei within the 2500 m buffer. Potential pois, ranked on a set of criteria, are then selected and connected to the main cycle path, using functionality "v.net. distance" of QGIS's GRASS system library [7], which uses Dijkstra's shortest-path algorithm.

The resulting graph, depicted in Fig. 6, contains $n=44$ nodes on the cycle path and about as many nearby pois. Note that some of the latter is connected to the cycle path through the same exit point: the instance can be adapted by creating as many separate exit points, which have a distance of 0 from one another, and each exit point is connected independently to the corresponding POI.

## 6 Computational tests

The experimental tests were conducted on a Lenovo ThinkPad with CPU Intel i51135 G 7 clocked at 2.40 GHz , with 16 GB of RAM and Windows 11 as operating system, equipped with a QGIS installation. All algorithms used for this work were either coded in Python 3.11.5 (binary search) or used Python modules such as networkx 8. In particular, the shortest path algorithm used in each binary


Fig. 6. vento cycle path portion with pois and their connection (only the southern branch of the Piacenza-Cremona portion is considered).
search iteration is an implementation of Dijkstra's algorithm in networkx. While CSs can be of several types, for simplicity here we have decided to assign an equal price $c_{i}$ for all PoIs. This translates into a simplification of the budget constraint (3) into a cardinality constraint, and therefore the shortest-path step in our algorithm consists, for these tests, in finding an $\alpha-\omega$ path with the smallest number of arcs.

We now assess the performance of the algorithm on the VENTO instance for budget ranging in $B=\{2000,4000,6000,8000,16000,24000,32000,64000\}$. For each $b \in B$ we have run the binary search algorithm presented in Section 4 and we report in Table 1 the run time for the binary search, the optimal value of $\delta$ and the corresponding optimal set of CSs.

Figs. 7 and 8 report, for all values of $b \in B$, the shortest path (with thick red arrows) and the graph (with thin black arrows) containing all arcs $(i, j)$ with $l_{i j} \leq \delta$ for the optimal value of $\delta$ found at the last iteration of the binary search, where $A^{*}(\delta)$ only contains $\operatorname{arcs}(i, j)$ with $l_{i j} \leq \delta$. For $b=8000$, for instance, the optimal solution $\{7,16,37,36\}$ consists of the POIs Castelvetro Piacentino, Motta Baluffi, Viadana, and Suzzara.

The decreasing run times observed in Table 1 for increasing $b$ could be explained as follows: for large values of $b$, the binary search mainly updates (i.e., decreases) $\delta_{\text {max }}$, at least at the initial iterations, due to the shortest path algorithm finding a solution with CS installation cost below $b$. This leads to sparser graphs, as all $(i, j) \in A^{*}$ with $l_{i j}>\tilde{\delta}$ are removed, and consequently faster runs of the chosen shortest-path algorithm. Small values of $b$ instead yield, at least in the initial iterations of the binary search, an increase of $\delta_{\min }$ and hence comparably slower runs of the shortest-path algorithm.

The run times in the order of a fraction of a second are acceptable for the instance at hand, especially because they solve a long-term decision problem,

| Budget | Time $[\mathrm{s}]$ | $\delta_{\text {opt }}[\mathrm{km}]$ | Optimal set of CSs |
| ---: | ---: | ---: | :--- |
| 2000 | 0.31 | 133.160 | $\{22\}$ |
| 4000 | 0.26 | 89.475 | $\{13,29\}$ |
| 6000 | 0.22 | 68.395 | $\{10,20,33\}$ |
| 8000 | 0.20 | 54.784 | $\{7,16,27,36\}$ |
| 16000 | 0.14 | 33.280 | $\{2,10,13,18,24,30,35,38\}$ |
| 24000 | 0.14 | 24.102 | $\{1,3,9,12,15,18,23,27,30,34,37,38\}$ |
| 32000 | 0.12 | 19.025 | $\{1,3,7,11,12,14,17,20,23,27,29,31,34,37,38,40\}$ |
| 64000 | 0.12 | 18.581 | $\{1,3,7,11,12,13,16,18,22,25,28,30,32,35,37,38,40\}$ |

Table 1. Run times and optimal value of $\delta$ for different values of the budget $b$.
i.e., that of choosing installation locations for CSs. Nevertheless, the algorithm presented here could be made more efficient especially for small values of $b$ by observing that

- the augmented graph is acyclic, hence a more efficient shortest-path algorithm such as SPT_Acyclic could replace Dijkstra's; to the best of our knowledge, networkx implements only Dijkstra's and Bellman-Ford algorithms for finding the shortest-path tree;
- we need a single $\alpha-\omega$ path rather than the shortest-path tree, therefore one could use algorithms that stop as soon as $\omega$ 's label becomes permanent; it might even be interesting to check whether the network simplex algorithm, when minimizing the installation cost $\sum_{(i, j) \in A^{*}} f_{i j} x_{i j}$ subject to the flowconservation constraints (4), finds an optimal basis more efficiently.

Hence, for large CMMSP instances on caterpillar graphs an implementation that takes advantage of these observations could further improve on performance and perhaps even reverse the run time trend w.r.t. the values of $b$. However, the worst-case complexity is $O\left(\log _{2}\left|A^{*}\right|\right)=O(\log n)$ iterations of the binary search, each solving a shortest-path problem on a directed acyclic graph with complexity $O\left(\left|N^{*}\right|+\left|A^{*}\right|\right)=O\left(n^{2}\right)$, for an overall polynomial-time complexity of $O\left(n^{2} \log n\right)$, which makes our approach scalable to very large instances.

## 7 Conclusions

We have presented a minmax location problem on caterpillar graphs that finds application in determining the location of e-bike charging stations in the area surrounding a cycle path. The problem admits a Mixed Integer Linear Optimization model via a graph transformation, but we show that it can be solved in polynomial time thanks to a reduction step that yields a solution algorithm consisting in a binary search.

Aside from the theoretical result of finding a polynomial-time algorithm, in practice instances of the CMMSP can be large due to the length of cycle paths, some of which can span hundreds of kilometers and hence have potentially
hundreds of points of interest in their surrounding areas. We apply our algorithm to a real-world case of the VENTO cycle path in Northern Italy and detail the procedure for solving it when starting from a GIS database for the area that contains the cycle path.

Possible research directions include the generalization of CMMSP to the case where only a subset of POIS are visited, and especially the case in which this subset is uncertain. Also, while the results in this paper hold for caterpillar graphs, the problem at hand has a parallel portion that has been only partially considered in our experiments, and it would be interesting to extend our results, if possible, to the case where the cycle path contains loops as is the case for VENTO. In addition, both stretch length and total installation costs are conflicting objective functions and it would be of interest to study a bi-objective optimization version of the problem.

Finally, the general CMMSP is an ongoing research direction. While the MILO model (1)-(5) can be easily adapted to a general bicycle trail network, i.e., on a general non-caterpillar graph $G$, and to more than one path $p$, in practice the problem becomes more difficult and we could not find a similar polynomial-time reduction scheme as the one presented here.
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Fig. 7. Graph $G^{*}(\delta)$ (black arcs) and solution (red) for the optimal value of $\delta$ with the given budget for $b \in\{2000,4000,6000,8000\}$.


Fig. 8. Graph $G^{*}(\delta)$ (black arcs) and solution (red) for the optimal value of $\delta$ with the given budget for $b \in\{16000,24000,32000,64000\}$.


[^0]:    3 https://www.cicloviavento.it
    4 https://www.danube-cycle-path.com

