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The increasing attention towards interactions at a distance and the improvement of digital
communications networks have steadily increased the interest towards Networked Music Per-
formance both regarding entertainment and education. Unfortunately the unavoidable network
latency remains one of the main issues that prevents a satisfiable remote performance. In this
work we propose three different techniques that try to contrast this issue by relying on adaptive
metronomes, i.e. metronomes that are able to track the tempo of the musicians through a beat
tracking technique. We present a series of preliminary experiments with both professional an
amateur musicians that demonstrate that these techniques could be a promising approach as

an additional tool for contrasting the impact of latency.

0 INTRODUCTION

The interest towards Networked Music Performance
(NMP) has increased steadily over the years, both due to
the increased quality of network communication chains
and to the constantly growing need for a fruitful distant
interaction between people. NMP may be defined as the
research field that comprises all the techniques that aim to
enable remote musical interaction between musicians as if
they were in the same environment [1].

The work presented in this manuscript was developed
under the scope of the EU funded INTERmusic (Interac-
tive Environment for Music Learning and Practicing, 2017
- 2020) project . The aim of the project was that of de-
veloping a series of best practices in the context of re-
mote environments for music interaction and tuition, es-
pecially regarding higher education institutions. Some of
the courses courses considered for the project rely on the
Massive Open Online Course (MOOC) paradigm, e.g. mu-
sical theory courses, and thus do not pose significant syn-
chronicity requirements [2]. Teaching of subjects where,
instead, a timed interaction between musicians and tutors
is needed in a one-to-one (of few-to-few) fashion, e.g. mu-
sic practice courses, poses stricter latency requirements.

*To whom correspondence should be addressed e-mail:
luca.comanducci @polimi.it
Uhttp://intermusicproject.eu/

The impact of latency on one-to-one interactions in the
context of chamber music, specifically, was already exten-
sively studied by a series of pilot experiments [3], where
musicians had to play through a network connection while
facing different artificially introduced latency levels. These
experiments were inspired by what already done in the lit-
erature through the analysis of rhythmic hand clapping-
based performances by musicians positioned in different
rooms [4, 5, 6, 7, 8]. The results of the experiments en-
abled us to define a framework [9] that allows us to devise
and evaluate results related to NMP in pedagogical con-
texts, such as the one presented in this manuscript. As al-
ready mentioned, the impact of latency in NMP has been
extensively studied in the literature, finding that when the
latency begins to fall in the range between 20 ms and 60 ms
the musicians generally tend to decelerate w.r.t. the musi-
cal tempo [10]. The most natural setting can be devised
when the temporal separation between remote musicians is
comparable to the one that would have been obtained in a
real-life situation.

The issue of latency was partially solved by the intro-
duction of NMP-dedicated softwares such as Jacktrip [11],
LOLA [12] or UltraGrid [13]. However, such tools either
require high-end hardware, an assumption often unavail-
able in educational contexts, or do not satisfy the very strict
latency requirements needed in chamber music practice.

The aforementioned issues and analyses motivated
the development of techniques that can contrast the la-
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tency without dealing with transmission protocol, but
instead by processing the audio signal received dur-
ing the performance. This poses several advantages,
due to the lightweight computational performance of
a metronome, which could enable us to envision them
as embedded in paradigms like the Internet of Musi-
cal Things (JoMusT)[14] and devise smart instruments
adapted to NMP by embedding the adaptive metronome
procedure [15]. This feature could also make these tech-
niques viable candidates in haptic systems [16] designed
to synchronize geographically-displaced visually-impaired
musicians [17].

The application of metronomes in NMP was extensively
studied in the literature. An user-adjustable metronome
was proposed in [18], considering a latency up to sev-
eral seconds. In [19] the authors organized a NMP be-
tween Stanford University and Peking University using a
metronome whose tempo was determined by the estimation
of the Round Trip Time (RTT) of the underlying network
connection.

A global metronome synchronized through the Global
Positioning System (GPS) was first presented in [20]. The
impact of a global metronome on the performance of the
musicians was first studied in [21] through rhythmic hand-
clapping experiments and later also through the use of per-
cussions in [22].

The results obtained in the literature show how
metronomes can help the musicians in mantaining the syn-
chronization even when high latency values are present.
This is probably due to the fact that they provide a steady
and reliable guidance to the musicians during the perfor-
mance, similarly to what a director does with orchestras.

The work presented in this manuscript concerns the use
of adaptive metronomes and extends what already pre-
sented in [23]. An adaptive metronome is a metronome that
is able to change its tempo depending on the tempo of the
musicians. This behavior is implemented through a beat
tracker. In [23] the adaptive-metronome was implemented
in order to emulate the master-slave [24] latency compen-
sation strategy, where a musician, defined as the follower,
adapts its tempo to that of the partner, i.e. the leader. This
was implemented by letting the follower hear an adaptive
metronome that tracked the tempo of the leader.

In this work we reprise and extend this concept by con-
sidering two beat tracking algorithms running on the two
interacting musicians. This choice poses more complex de-
sign problems, related to how to merge the information re-
lated to the tempo of the two musicians. This led to the
development of the Crossed Beat Tracking (CBT) tech-
nique, where the two musicians simply hear the metronome
that tracks the tempo of the partner, and of the Unique
Metronome with Virtual Conductor (UMVC) technique,
where both musicians are tracked in order to provide a
common reference, ideally emulating the concept of a vir-
tual conductor [25]. We also partially report the results al-
ready presented in [23] - referred as Single Beat Tracking
(SBT) - to ease a comparison. We present objective results.
While the SBT technique was tested in a conservatory with
professional musicians, the CBT and UMVC were tested

with amateur musicians. While more extensive experimen-
tal campaigns had been planned, these were not possible
due to restrictions due the COVID-19 pandemic. For these
reasons, the results presented in this paper should be con-
sidered as anecdotal and do not claim statistical meaning-
fulness.

Nonetheless these results show that the metronome gen-
erally helps the musicians in keeping a steady tempo, espe-
cially at higher latency values, and is not perceived as in-
trusive during the performance. We believe that these anal-
ysis suggest that adaptive metronomes could be beneficial
in NMP applications and motivate us to further experimen-
tation.

The rest of the manuscript is organized as follows. Sec.
1 presents the details of the technique based on the use of
a single adaptive metronome, while Sec. 2 presents the de-
tails of the two techniques based on the adoption of multi-
ple adaptive metronomes. Sec. 3 presents results related to
the experimental application of the aforementioned tech-
niques. Finally Sec. 4 draws some conclusions.

1 SINGLE BEAT TRACKING WITH
MASTER/SLAVE APPROACH

Leader NMP system Follower

+latency delay d

RO) \ RA0)

\
s(r) st = d) \spe—d) 0)
OUT 1 ouT 2

()

Adaptive metronome

‘ ) Metronome ‘

every check create SM (t)
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5 O
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&input output
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(b)

Fig. 1. Schematic representation of the SBT technique. (a) shows
the technique procedure, while (b) the architecture of the adaptive
metronome.

In this section we present the latency-compensation SBT
technique already introduced in [23]. This technique works
under the assumption that the musician behave follow-
ing the master-slave latency compensation strategy [24].
In this context, the musicians take two distinct roles: the
leader, who determines the tempo of the performance, and
the follower, who tries to synchronize as much as possi-
ble with the tempo of the leader. The metronome, then, is
applied in order to track the tempo of the leader and the
corresponding beat signal is sent to the follower in order to
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help him to keep a steady performance. A schematic repre-
sentation of the technique is shown in Fig. 1(a).

We can think of SBT as a multiple-input multiple-output
system. The inputs consists of the audio signals of the real-
time recorded performances of the musicians s7(¢) and
s¥(t), where t denotes the discrete time index and L and
F the leader and follower musician, respectively. The out-
put of the system, instead, consists of the two signals s/ (¢)
and 59 (¢). If we denote with d the latency due to the net-
work connection, we can define the signal received by the
leader as

P (1) = si(t — d), (1)

which is simply the delayed signal of the follower’s perfor-
mance. The signal received by the follower can instead be
defined as

P (1) = sp(t —d) + sm(1), 2

which consists of the sum of the delayed signal of the
leader plus the corresponding metronome signal sy (¢) con-
sisting in a train of pulses, where each pulse corresponds to
one beat. The time difference A, between adjacent pulses
depends on the desired Beats Per Minute (BPM) tempo 7y,
of the performance and can be computed as A;,, = 60/Ty.

The internal working of the adaptive metronome is
shown in Fig. 1b, it can be subdivided into two main pro-
cesses: the beat tracking of the follower’s signal, which
modifies the current BPM estimation and the metronome,
which generates the corresponding signal sy (¢) and modi-
fies the tempo accordingly to the BPM estimate. The beat
tracker detects a new tempo T, every 3 beats, where f3 is a
user-specified parameter selected in order to avoid abrupt
changes in the tempo that would be harmful for the perfor-
mance [25]. Each time a new tempo value 7, is detected,
it is compared to the target tempo 7, and the tempo of the
metronome Ty, is updated every nf3 beats, where n € N,
according to

_ if |ty — | < &7
i (nB) = {’L’M((n —1)B), otherwisel S

where € defines the maximum valid difference between tar-
get and detected tempo as a percentage of the target tempo
;. If the absolute difference |7; — ;| between detected and
target tempo is smaller than the threshold €7, then 7, is se-
lected as the current BPM value for the metronome, other-
wise it is left unmodified, thus avoiding extremely abrupt
tempo changes.

We initialize the detected tempo 7, to the target tempo
T;, then, when a new value for 7, is detected, the period of
the pulse train sy/(¢) is modified according to (3).

The multipath beat tracker [26] is used for the estimation
of the tempo. Its main advantage is the low computational
cost and the ease of adjustment in an adaptive scenario.

2 Double Beat Tracking

In this section we present two latency compensation
techniques based on the adoption of adaptive metronomes
that remove the master/slave assumption. Specifically we
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employ two beat trackers that simultaneously track the two
musicians. This enhances the possibilities of the system,
but also poses questions regarding how to merge the tempo
information related to the two musicians.

We follow an approach that gradually enhances the
complexity of the method. While the SBT uses only one
metronome tracking the performance of the leader, the
CBT technique simultaneously tracks both performers and
provides to each of them the metronome adapted to the
tempo of the other musician. The UMVC technique does
an additional step, by merging the information acquired
from the tracking of both musicians in order to provide a
common reference tempo. Both the techniques that will be
presented in the following apply the multipath beat tracker
presented in [26] for tempo estimation.

2.1 Crossed Beat Tracking

“ Musician 1 NMP system ° Musician 2

" Network:
+latency delay d

IN2
(1) \ 55 (t)

Adapti ‘Adapti
s, (1) ‘ mevanome 41 (£)
55(0) \ 55(0)
—C o} © D
ouT 1 J ouT2

st —d) sin(t— d)

Fig. 2. Schematic representation of the CBT technique.

In CBT two simultaneous and independent metronomes
are used, each tracking separately one of the two musi-
cians.

The hypothesis behind this approach is of following a
sort of reciprocal master/slave approach. By being able to
hear the metronome of the other performer, the musicians
could be able to adapt to each other, trying to contrast the
impact of the latency.

A schematic representation of the CBT technique is de-
picted in Fig. 2. The two entities that communicate through
the NMP system are musician 1 and musician 2. The sig-
nals acquired from the musicians are respectively s’i" (¢) and
s41(t), while the signals presented to the musicians are re-
spectively s¢"(r) and s3*(¢). In the CBT scheme

s{ () = s5'(t = d) + su, (1), “)

where sy, (7) is the pulse train produced by the adaptive
metronome on the side of musician 1 and d is the latency
of the network. The tempo 7y, of this metronome is ini-
tialized at the target tempo and set at the beat nf3, where
n €N, as

T, (n) = {

T4, |Ta, — T| < €T

T, ((n — 1)B)

where 3, € and 7, are defined as in Section 1 and T4, is the
detected tempo of musician 2. The signal reproduced for
musician 2 is likewise defined as

s34 (t) = s (t — d) + su, (1), 6)

NG

otherwise
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where sy, (¢) is the output of the second adaptive
metronome. Its tempo Ty, is computed at each beat nf3 as

|Ta, — @| < €7
otherwise

Td,
T, ((n = 1)B)

where 1, is the detected tempo of musician 1.

T, (nB) = )

2.2 Unique Metronome with Virtual Conductor

In this section we present the UMVC technique, which,
as in the CBT case, employs two beat trackers in order to
detect the tempo of the two musicians. However, differ-
ently from the CBT technique, UMVC derives a common
metronome. This technique poses more challenging issues
w.r.t. the previous cases. The metronome has to adapt to
the performance considering two different tempos and at
the same time has to create a guide that can help both mu-
sicians, while taking into account the inherent latency of
the system.

The derivation of a signal that can act as a common guide
to the musicians can be obtained by extending the frame-
work of the Virtual Conductor (VC) [25]. The VCis a sys-
tem designed in order to automatically emulate the behav-
ior of a human conductor in local performances. The idea
behind the VC is to provide a tool that can follow the tempo
of the musicians and guide them in order to maintain the
target tempo of the performance, by balancing through the
metronome the acceleration and decelerations of the musi-
cians.

Differently from the previoulsy proposed technique, in
the UMVC method a proper synchronization of the two
metronomes is required in order to have a proper behavior

~ Musician 1 - NMP system Musician 2
N1 +latency delay d N2
— D
s (t) \ 85 (t)
su(t+d) \ su(t)
~ Adaptive metronome A \
with virtual conductor \
() | oult) } \ ()
ouT 1 i s (t=d) oyra
s3'(t—d)
(@

Adaptive metronome with virtual conductor

[ Beattracking 1 Metronome

IF both too

far orin-
o and targot creale 2 (t + d)
7, — puise —C
o ELse train
delay
WHILE] boss < B d

su(t)

'Virtual conductor
Ut output

o) conducting))
and " tempo

Beat tracking 2

T
input ouput & Tdy
O Osignal tempo

beats

(b)

Fig. 3. Schematic representation of the UMVC technique. (a)
shows the technique procedure, while (b) the architecture of the
adaptive metronome.

of the system. In this work we consider the latency to be
fixed and known a-priori, however synchronization can be
achieved using a global metronome [20, 27] or by perform-
ing an estimation of the network latency [28].

A schematic representation of the method is shown in
Fig. 3. The signals of the performances of the musicians
1 and 2 are defined as s%"(¢) and 55" (t), respectively. The
audio signal reproduced for musician 1 is defined as

s34 (1) = 5 (t — d) + sm (1), ®)
while for musician 2 it is
(1) = st — d) + sm(t + d), )

where s)/(t + d) compensates the network latency to as-
sure synchronization between the musicians. Being sy (7)
a synthetically generated pulse, a temporal anticipation of
the signal is not an issue.

A representation of the architecture of the UMVC adap-
tive metronome is depicted in Fig. 3b.

The adaptive metronome receives as input the two sig-
nals coming from the musicians, s%(¢) and s'(t — d) and
the tempo 74, and 7,4, of musicians 1 and 2, respectively. A
new value is detected every 8 beats.

Since the musicians need a common reference value, the
metronome selects only one of the detected tempos of the
two musicians 74, and 7y, according to

t(nB) = Td, lf |t — lel > |5 — Td2| 7 (10)
Ty, i % — Ty > |5 — T

i.e. the common reference is the tempo more distant from
the target one 7; . However, always with the objective of
avoiding tempo changes that are too abrupt, if T; > EaxTr,
i.e. the new detected tempo is too far from the target, the
tempo of the other musician is selected.

The period of the train of pulses is

Te  EnminT < ‘Td - Tt| < EnaxT

w(nB) = , (D

T; otherwise
where 7, is the conducting tempo computed by the virtual
conductor.

For example, if the metronome receives two detected
tempos that are both smaller than the target and in the range
defined by &4, and &4y, it sets T; to the tempo which
is farther from the target. During the successive [ beats,
the tempo of the metronome gradually accelerates starting
from a value close to 74, in the attempt of guiding the musi-
cians towards the target. Then, the beat tracking processes
detect that both musicians play at the target tempo, so the
tempo of the metronome is fixed to the target for the suc-
cessive f3 beats.

3 EXPERIMENTAL STUDIES

In this section we present two experimental studies that
aim at a preliminary demonstration of the effectiveness
of the techniques presented in this manuscript. The first
study was already presented in [23] and will be partially
re-proposed here in order to provide results related to the
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Fig. 4. Setups of experiment 1 (a) and of experiment 2 (b).

SBT technique. The second study, instead, deals with the
application of the techniques based on the adoption of mul-
tiple beat trackers, CBT and UMVC. We will first review
the adopted evaluation metrics and then present in detail
the aforementioned experiments.

3.1 Evaluation Metrics

The task of evaluating the rhythmic trend of a musical
performance has been extensively studied in the literature
and led to the development of a series of well-known met-
rics [29].

In order to be able to analyze the ability of the musi-
cians in executing the performance all the considered met-
rics require a one-to-one mapping between the score and
the raw audio signals. Since an automatic procedure would
be inevitably prone to detection errors, this task is usually
performed by manually annotating the time instants when
onsets occur on the beat, denoted as t,,,n = 1,...,N, where
N corresponds to the total number of onsets in the per-
formance. In the case of this work, each ¢, was annotated
through a tuple (m,, b, ), where m,, denotes the index of the
musical measure, while b,, the number of beats occurred
since the beginning of the corresponding measure. For a
thorough explanation of the annotation procedure, we refer
the interested reader to [30].

To quantify the ability of the musicians in maintaining
the tempo, we first have to convert the annotations into
tempo values. Let us define Ab,, as the number of beats oc-
curring between a note 7 and the previous one. This number
varies, due both to the presence of rests in the score and to
the fact that notes can last for either more or less than one
beat. We can define the tempo between notes n — 1 and n
as

60

8(n) = Aby————
(n) ntn _tnfl’

12)

The tempo trend x can then be defined as the discrete time
derivative of the sequence (n,8(n)),n=1,...,N. This
measure allows us to analyze the overall trend of the per-
formance, i.e. K < 0 suggests a tendency over a deceler-
ation, while k¥ > 0 a tendency towards acceleration. In an
ideal performance k = 0, i.e. the musician keeps always
the same tempo.

6

The other objective metric that will be considered in this
work is the asymmetry, which measures the amount of time
that one performer lags w.r.t. the other. The asymmetry of
the musician 1 w.r.t. musician 2 can be defined as

1
12 1 2
a?=— Y (6 —12), (13)
71,5,
where | - | denotes the cardinality of a set.
3.2 Experimental study 1
Table 1. Participants to experiment 1
Couple A | Couple B | Couple C | Couple D
Saxophone Guitar Oboe Oboe
Table 2. Experiment 1 conditions
Condition label C1.0 | C1.1 | C2.0 | C21

One-way latency [ms] | 25 25 60 60

Adaptive metronome | No Yes No Yes

The first experiment was conducted at the Conservato-
rio di Musica “Giuseppe Verdi” in Milan, Italy. The aim
of this test was to evaluate how the SBT approach could
improve the musicians’ performances when dealing with a
fixed network latency. The objective of this test was also to
provide a first feedback regarding the application of adap-
tive metronomes to networked music performances before
testing more sophisticated techniques such as CBT and
UMVC.

The setup of the experiment is depicted in Fig. 4(a). We
considered two musicians located in two acoustically iso-
lated rooms, connected through loudspeakers and micro-
phones in order to provide auditory feedback, and cameras
and screens in order to provide visual feedback. Further
details regarding the instrumentation setup are contained
in [23]. The latency was introduced in the system through
a network emulator, using the linux command fc to in-
sert a two-way latency. Four pairs of musicians took part
in the experiment, as summarized in Table 1, all of them
were conservatory students aged between 17 and 22 years,
with at least 7 years of musical experience. Players in all
the pairs were playing the same instruments. Each couple
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Fig. 5. Experiment 1. Tempo trend analysis for couple B, considering all the proposed conditions. Black and gray colors are used for
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is the BPM tempo slope x,

is the BPM smoothed trend. The

bands around the BPM tempo slope represent the corresponding confidence intervals.

Table 3. Asymmetry results - experiment 1
Condition label | C1.0 | C1.1 | C2.0 | C2.1
|o'FL) |[ms] 25 | 29 | 42 | 37

played four repetitions of the same musical score accord-
ing to the conditions reported in Table 2. We compared the
tempo of the musicians when SBT was active and inactive
for two latency values, namely 25 ms and 60 ms. The la-
tencies used in this experiment and the labels associated to
the different conditions are summarized in Table 2. The pa-
rameters of the metronome were setto 3 = 8 and € = 0.1,
thus the metronome updated itself every 8 beats allowing
a maximum deviation of 10.4 BPM from the target tempo
T, = 104 BPM. The scores considered in the experiment
were inspired by Bartok’s Mikrokosmos piano pieces [31],
due to their focus towards rhythmic and melodic expres-
sion relationships, as detailed in [30]. We report in Table 3
the absolute asymmetry values averaged over all the pairs.
Results suggest that in the condition C1 the metronome
slightly worsens the performance w.r.t. condition CO. In-
stead, if we consider condition C2, the performance im-
proves. This could be due to the fact that when the la-
tency is relatively small, the musicians are able to adapt
themselves without the need of external help. When fac-
ing higher levels of latency instead, the metronome may
be helpful in allowing the musicians to maintain the syn-
chronicity between them.

While a systematic or statistical analysis of the tempo
trend of the musicians is not possible, due to the small
number of participants, we show here a few examples re-
garding pair B and the considered conditions, reported in

Fig. 5. In Fig. 5(a) and 5(b) we show results related to
the tempo trend obtained by the musicians during the con-
ditions C1.0 and C1.1, respectively. In this case the SBT
technique seems to actually help the musicians, even in a
condition where the amount of latency is not excessive and
contrarily to what indicated by the asymmetry results. In
Fig. 5(c) and 5(d) we show results related to pair B, for
the conditions C2.0 and C2.1, respectively. The behavior
is similar to the one obtained for the C1 condition, since
the metronome seems to help the musicians, who however
need more effort in keeping their tempo closer to the target
one of 104 BPM.

3.3 Experimental study 2

Table 4. Participants to experiment 2

Couple E Couple F Couple G
Musician 1 | Bass Guitar Bass Guitar Drum Pad
Musician 2 | Drum Clap | Hand Clapping | Hand Clapping

Table 5. The conditions of the three repetitions in
experiment 2

Condition label MO | M1 M2
UMVC

Adaptive metronome | No | CBT

One-way latency [ms] 68

The second experimental study was conducted in a pri-
vate building in Como, Italy. Due to the COVID-19 pan-
demic, a more extensive experimentation was not possible.
However we believe that these results, although limited in
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number and scope, can provide a first insight in the appli-
cability of this technique to more realistic scenarios.

The setup of the experiment is shown in Fig. 4b, the
musicians were located in two acoustically isolated rooms
and connected by means of a Yamaha TF5 mixing console.
During audio transmission, a digital delay was introduced
in order to simulate a fixed network latency. Each musician
worn headphones for listening to the performance of the
partner and to the adaptive metronome. The metronomes
ran in room 1, since the inputs for the beat trackers were
provided by the mixing console, and their signals were
added to the outputs of the headphones. The processing
latency introduced by the mixing console and the connec-
tions was negligible. A Digital Audio Workstation, which
consisted of an Logic Pro X running on an Apple MacBook
and the Yamaha TF5 as audio card, recorded the perfor-
mance for the post-experiment analysis.

Differently from experiment 1, the musicians did not fol-
low a specific score, as they had to simply keep the tempo
by playing their instrument every quarter note beat, simi-
larly to what done in [5]. The target tempo was defined as
7, = 100 BPM and the artificially introduced one-way la-
tency corresponds to d = 68ms. We define the conditions
according to Table 5 by devising one condition for both the
CBT andd UMVC conditions and for the case where no
metronome was applied.

The CBT method was initialized with § = 8 and € =
0.1, therefore the maximum allowed difference from the
target tempo was of 10 BPM and the beat tracking was
performed every 8 beats. The parameters for the UMVC
technique were set to B = 8, &, = 0.01 and &4 = 0.2.
This means that the virtual conductor was active in pres-
ence of a difference from the target in the range from 1 to
20 BPM, avoiding abrupt changes during the performance.
The adaptive weight computed by the virtual conductor
could vary from A, = 0.2 S t0 Apgy = 1 s.

The three conditions were proposed to musicians in ran-
dom order. Each repetition had an approximate duration of
30 s, and the musicians had to play at least 48 — 50 quarter-
note beats.

The pairs are shown in Table 4. Pairs composed by all
the possible combinations of three amateur musicians have
been used.

In Table 6 we report absolute value asymmetry results
averaged over all the couples for each condition. The re-
sults suggest that the condition MO is the one that cor-
responds to the lowest asymmetry, i.e. the one where no
metronome was applied. Asymmetry values related to M1
and M2 are higher, but still lower than the corresponding
values found for C2.0 an C2.1 in experiment 1, where mu-
sicians were facing a latency of a similar value.

In Fig. 6 we report tempo trend results for all the couples
and conditions involved in experiment 2. As it is possible
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Table 6. Asymmetry results - experiment 2
Condition label | MO | M1 | M2
|12 | [ms] 8 33 14

to see, while condition MO is associated to low asymme-
try values, it is associated to a substantial decrease in the
tempo during the performance. This is extremely notice-
able in Fig 6(a), but also visible in Fig 6(d) and Fig 6(g).
This behavior could be explained by the hypothesis that
when no metronome is active each musician relies more on
the audio feedback of the other performer, trying to recip-
rocally match the tempo. While this makes it possible to
attain a lower asymmetry, it causes the musicians to slow
down each other.

The CBT technique instead seems to avoid excessive
slow-downs in the musicians performance, differently from
MO. Indeed, the tempo seems to be more stable around the
target one of #; = 100 BPM. Couple E, Fig 6(b) shows a de-
crease of less than 1 BPM during the whole performance,
while couple F, Fig 6(e) exhibits an acceleration towards
the end of the performance, but amounting again to less
than 1 BPM. In the case of couple G, Fig 6(h), the cou-
ple seems to be constantly accelerating, however they keep
performing at pace not too far from the target tempo ;.

In the case of the UMVC technique, the musicians seem
to be able to maintain the tempo for the whole duration
of the performance, better than in the case of MO and M1.
The change in tempo for the duration of the performance
never exceeds 1 BPM, which can be considered as a negli-
gible change in tempo. Also, in all cases, the couples seem
to be able to stick around the target tempo 7, = 100 BPM.
Couple E, Fig 6(c) seems to be able to maintain the tempo
almost steady around 100 BPM for the whole duration of
the session, couple F, Fig 6(f), slightly accelerates, how-
ever by less than 1 BPM, finally the behavior of couple G,
Fig 6(i), is similar to the one of couple F.

4 CONCLUSION

In this manuscript we presented three techniques that
apply adaptive metronomes in the context of Networked
Music Performance, in order to diminish the impact of la-
tency on the interaction between musicians. Specifically,
we presented three techniques that increase in complexity
w.r.t how the information due to the tracking of the musi-
cians is combined. The SBT techniques presents the case
where a single beat tracker is used in order to implement a
guided master-slave latency compensation technique. The
CBT technique uses two adaptive metronomes in order to
track simultaneously the two musicians, while the UMVC
technique performs an additional step by merging this in-
formation in order to act similarly to a virtual conduc-
tor. Experimental results, although limited in number and
scope, demonstrate the potential of such techniques and
motivate us to a more extended experimental campaign.
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