# A stochastic Allen-Cahn-Navier-Stokes system with singular potential 

Andrea Di Primio, Maurizio Grasselli, Luca Scarpa*<br>Dipartimento di Matematica, Politecnico di Milano, Via E. Bonardi 9, 20133 Milano, Italy<br>Received 30 May 2022; revised 5 November 2023; accepted 31 December 2023<br>Available online 17 January 2024<br>In memoriam Giuseppe Da Prato (1936-2023)


#### Abstract

We investigate a stochastic version of the Allen-Cahn-Navier-Stokes system in a smooth two- or threedimensional domain with random initial data. The system consists of a Navier-Stokes equation coupled with a convective Allen-Cahn equation, with two independent sources of randomness given by general multiplicative-type Wiener noises. In particular, the Allen-Cahn equation is characterized by a singular potential of logarithmic type as prescribed by the classical thermodynamical derivation of the model. The problem is endowed with a no-slip boundary condition for the (volume averaged) velocity field, as well as a homogeneous Neumann condition for the order parameter. We first prove the existence of analytically weak martingale solutions in two and three spatial dimensions. Then, in two dimensions, we also establish pathwise uniqueness and the existence of a unique probabilistically-strong solution. Eventually, by exploiting a suitable generalisation of the classical De Rham theorem to stochastic processes, existence and uniqueness of a pressure is also shown.
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## 1. Introduction

Modeling the behavior of immiscible (or partially miscible) binary fluids is a very active area of research because of its importance, for instance, in Biology and Materials Science. A well-known and effective approach is the so-called diffuse interface method (see, e.g., [6]). This approach is based on the introduction of an order parameter (or phase field) which accounts for the presence of the fluid components in a sufficiently smooth way, that is, there is no sharp interface separating them but a sufficiently thin region where there is some mixing. More precisely, denoting by $\varphi$ the relative difference between the (rescaled) concentrations of the two components, the regions $\{\varphi=1\}$ and $\{\varphi=-1\}$ represent the pure phases. However, they are separated by diffuse interfaces where $\varphi$ can take any intermediate value, i.e. $\varphi \in(-1,1)$. The interaction between the two components is a competition between the mixing entropy and demixing effects and can be represented by a potential energy density of the form

$$
\begin{equation*}
F(\varphi)=\frac{\theta}{2}[(1+\varphi) \log (1+\varphi)+(1-\varphi) \log (1-\varphi)]-\frac{\theta_{0}}{2} \varphi^{2}, \tag{1.1}
\end{equation*}
$$

for some $0<\theta<\theta_{0}$. This is known as the Flory-Huggins potential (see [37,56]). Letting $\mathcal{O}$ be a (sufficiently) smooth domain of $\mathbb{R}^{d}, d=2,3$, the Helmholtz free energy associated with the order parameter is then given by

$$
\mathcal{E}(\varphi)=\int_{\mathcal{O}}\left(\frac{\varepsilon^{2}}{2}|\nabla \varphi|^{2}+F(\varphi)\right) d y
$$

where the first term accounts for the surface energy separating the phases. Here $\varepsilon>0$ is related to the thickness of the diffuse interface. Then, the functional derivative of $\mathcal{E}(\varphi)$ is called the chemical potential and usually denoted by $\mu$, that is,

$$
\mu=-\varepsilon^{2} \Delta \varphi+F^{\prime}(\varphi)
$$

We can now introduce the two basic equations which govern the evolution of $\varphi$ in some time interval $(0, T)$ : the Cahn-Hilliard equation (see $[19,20]$ )

$$
\partial_{t} \varphi=\Delta \mu
$$

and the Allen-Cahn equation (see [5])

$$
\partial_{t} \varphi=-\mu .
$$

Here we have assumed that the mobility is constant and equal to the unity. We also recall that, due to the singular behavior of the mixing entropy, the Flory-Huggins potential (1.1) is often approximated with a regular potential like

$$
\begin{equation*}
F(x)=\frac{1}{4}\left(x^{2}-1\right)^{2}, \quad x \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

This choice simplifies the mathematical treatment. However, when the total mass of $\varphi$ is conserved (e.g. in (1.5)) one cannot ensure that $\varphi$ takes its values in the physical range $[-1,1]$. Here we choose to keep the physically relevant potential also in view of extending our analysis to conserved Allen-Cahn equations where in (1.6) or in (1.9) $\mu$ is replaced by $\mu-\bar{\mu}, \bar{\mu}$ being the spatial average of $\mu$ (see [69], see also [40,43] and references therein).

When we deal with a two-component fluid mixture, the equation for the phase variable is coupled with an equation for a suitably averaged velocity $\boldsymbol{u}$ of the fluid mixture itself. A well known choice is the Navier-Stokes system subject to a capillary force, known as Korteweg force, which can be represented as $\mu \nabla \varphi$. More precisely, in the case of an incompressible mixture and taking $\varepsilon=1$, constant density equal to the unity and constant viscosity $\nu>0$, we have

$$
\begin{align*}
& \partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-v \Delta \boldsymbol{u}+\nabla \pi=\mu \nabla \varphi  \tag{1.3}\\
& \nabla \cdot \boldsymbol{u}=0 \tag{1.4}
\end{align*}
$$

coupled with

$$
\begin{equation*}
\partial_{t} \varphi+\boldsymbol{u} \cdot \nabla \varphi=\Delta \mu \tag{1.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\partial_{t} \varphi+\boldsymbol{u} \cdot \nabla \varphi=-\mu \tag{1.6}
\end{equation*}
$$

in $(0, T) \times \mathcal{O}$, for some given $T>0$. Here $\boldsymbol{u}$ represents the volume averaged velocity and $\pi$ stands for the pressure. System (1.3)-(1.4) coupled with (1.5) is known as Cahn-Hilliard-Navier-Stokes system, if (1.5) is replaced by (1.6) then the system is known as Allen-Cahn-Navier-Stokes system. We recall that the standard boundary conditions are no-slip for $\boldsymbol{u}$ and no-flux for (1.5) or (1.6).

Starting from the pioneering contribution [54], two-phase flow models have then been developed in several works. In particular, we refer to [49] for the Cahn-Hilliard-Navier-Stokes system and to [14] for the Allen-Cahn-Navier-Stokes system (see [4,41,64] for more refined models with unmatched densities and $[52,53]$ for general thermodynamic derivations). The corresponding mathematical analysis of such models has also experienced a remarkable development in the last decades. Concerning the Cahn-Hilliard-Navier-Stokes system with matched densities see [ 1,44$]$ and references therein (see also [2,3,12,42,45,46] for more general models). Regarding the Allen-Cahn-Navier-Stokes system, we refer to $[38,39]$ for the matched case (see also references therein) and to [34,35,43,55,58,59,61,62] for more refined models.

The deterministic description fails in rendering possible unpredictable oscillations at the microscopic level. These include, for example, the environmental noise due to temperature and configurational effects. The most natural way to take into account such factors was first proposed in [21] where a stochastic version of the Cahn-Hilliard equation was introduced (see also [15,16] for nucleation effects). That equation has been analyzed under various assumptions in a number of contributions (see, for instance, [22,24,25,31,48] and, more recently, [71,73,75]). We also refer to $[65,72,74]$ for related stochastic optimal control problems. The stochastic Allen-Cahn equation has been investigated in the framework of regular potentials (see, for instance, [13,50,51,66] for examples of well-posedness analysis, see also [18,70] for numerical schemes and simulations).

The singular potential has been analyzed in [10] (see also [9] for the double obstacle potential), while in [11] the separation property from the pure phases has been established.

Here we analyze a stochastic version of the Allen-Cahn-Navier-Stokes system characterized by two independent sources of randomness, the former acting on the fluid velocity and the latter acting on the order parameter dynamic to incorporate thermal fluctuations. More precisely, on account of (1.3)-(1.4) and (1.6), taking $v=1$ for the sake of simplicity, we consider the following system of stochastic partial differential equations

$$
\begin{align*}
\mathrm{d} \boldsymbol{u}+[-\Delta \boldsymbol{u}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}+\nabla \pi-\mu \nabla \varphi] \mathrm{d} t=G_{1}(\boldsymbol{u}) \mathrm{d} W_{1} & \text { in }(0, T) \times \mathcal{O},  \tag{1.7}\\
\nabla \cdot \boldsymbol{u}=0 & \text { in }(0, T) \times \mathcal{O},  \tag{1.8}\\
\mathrm{d} \varphi+[\boldsymbol{u} \cdot \nabla \varphi+\mu] \mathrm{d} t=G_{2}(\varphi) \mathrm{d} W_{2} & \text { in }(0, T) \times \mathcal{O},  \tag{1.9}\\
\mu=-\Delta \varphi+F^{\prime}(\varphi) & \text { in }(0, T) \times \mathcal{O},  \tag{1.10}\\
\boldsymbol{u}=0, \quad \nabla \varphi \cdot \boldsymbol{n}=0 & \text { on }(0, T) \times \partial \mathcal{O},  \tag{1.11}\\
\boldsymbol{u}(0)=\boldsymbol{u}_{0}, \quad \varphi(0)=\varphi_{0} & \text { in } \mathcal{O} . \tag{1.12}
\end{align*}
$$

Here $W_{1}$ and $W_{2}$ are two independent cylindrical Wiener processes on some (possibly different) separable Hilbert spaces, and $G_{i}$ is a suitable stochastically integrable process with respect to $W_{i}$, for $i=1,2$. Moreover, $\boldsymbol{n}$ stands for the outward normal unit vector to $\partial \mathcal{O}$.

The presence of random terms in both the equations has been considered in [33] in the case of a smooth potential like (1.2) (see also [47,77,81] for modified models and [26,28,78,80] for random terms only in the Navier-Stokes system). We also remind that the case of Cahn-Hilliard-Navier-Stokes system for a compressible fluid has been studied in [32] (see, e.g., [27,79] for random terms only in the Navier-Stokes system in the case of regular potential).

Here, for system (1.7)-(1.12) with a potential like (1.1), we prove the existence of martingale solutions in dimension two and three, as well as pathwise uniqueness and existence of probabilistically-strong solutions in dimension two. The main difficulties on the mathematical side are two. The former is the presence of noise also in the Allen-Cahn equation with singular potential: this requires some ad hoc ideas based on a suitable compensation between the degeneracy of the noise and the blow up of $F^{\prime \prime}$ at the endpoints (see (A3) below). The latter is the coupling term $\mu \nabla \varphi$ in the Navier-Stokes equation. Indeed, for the Allen-Cahn equation one can recover only a $L^{2}\left(0, T ; L^{2}(\mathcal{O})\right)$-regularity for $\mu$, while for the Cahn-Hilliard equation one gets $\mu \in L^{2}\left(0, T ; H^{1}(\mathcal{O})\right)$. This results in the necessity to reformulate the first equation for the fluid in an alternative fashion, i.e., without employing $\mu$ explicitly. Let us point out that the compatibility condition between the noise and the potential is implicitly based on the constitutive assumption that the random forcing has to be tailored to the physically-relevant range of values for the phase-variable: in particular, it excludes the possibility of considering additive noise. This is due to the singularity of $F^{\prime}$ at $\pm 1$ and is of technical nature. The degeneracy of the noise in $\pm 1$ can be avoided in the context of conserved stochastic phase-field models with a multiplicative noise in divergence form: this is object of a further work in preparation.

We recall that, in [33], the authors proved the existence of a (dissipative) martingale solution for a similar problem with a smooth potential. Then, taking advantage of the smooth potential, they used the maximum principle to show that the range of the order parameter remains confined in $[-1,1]$. Thus the global Lipschitz continuity of the potential and its derivatives holds. This fact was exploited to prove the weak-strong pathwise and in law uniqueness in dimension three.

However, if the potential is given by (1.1), then no global Lipschitz continuity can be achieved unless one can prove that the solution stays uniformly away from the pure phases, but this is not straightforward in the stochastic case (see [11] for the single stochastic Allen-Cahn equation).

Besides the existence and uniqueness of solutions, there are still a number of issues to investigate, which will be object of future work. For example, regularity properties of the solution and existence of analytically-strong solutions are open issues. The low regularity of the chemical potential $\mu$ in the Allen-Cahn equation that we have mentioned above seems to make the analysis challenging. Yet, some higher regularity properties have been shown in the deterministic case (see [43]). Their extension to the stochastic case is currently under investigation. Moreover, in the spirit of [11], it would be interesting to establish some random strict separation property from the pure phases. To do this, suitable regularity results might be needed. It also worth pointing out that system (1.7)-(1.12) is the non-conserved version of the model, meaning that the spatial average of $\varphi$ is not preserved during the evolution. The deterministic conserved version is now wellunderstood (see [43]). Its stochastic counterpart will also be the subject of further analysis. This issue will require a tuning of the diffusion coefficient $G_{2}$ (see for example [7]). Finally, we point out that also more general versions of the stochastic Cahn-Hilliard-Navier-Stokes system might be considered on account of the recent advances in the analysis of the stochastic Cahn-Hilliard equation.

The content of this work is structured as follows. In Section 2, we introduce the notation used throughout the work and state the main results. Sections 3 and 4 are devoted to the proof of existence of a martingale solutions and, in dimension two, of a probabilistically-strong solution, respectively.

## 2. Preliminaries and main results

### 2.1. Functional setting and notation

For any (real) Banach space $E$, its (topological) dual is denoted by $E^{*}$ and the duality pairing between $E^{*}$ and $E$ by $\langle\cdot, \cdot\rangle_{E^{*}, E}$. If $E$ is a Hilbert space, then the scalar product of $E$ is denoted by $(\cdot, \cdot)_{E}$. For every couple of separable Hilbert spaces $E, F$ the space of Hilbert-Schmidt operators from $E$ to $F$ is denoted by the symbol $\mathscr{L}^{2}(E, F)$ and endowed with its canonical norm $\|\cdot\|_{\mathscr{L}^{2}(E, F)}$. Let $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ be a filtered probability space satisfying the usual conditions (namely it is saturated and right-continuous), with $T>0$ being a prescribed final time. We will use the symbol $\stackrel{\mathcal{L}}{=}$ to denote identity in law for random variables. Throughout the paper, $W_{1}$ and $W_{2}$ are independent cylindrical Wiener process on some separable Hilbert spaces $U_{1}$ and $U_{2}$, respectively. For convenience, we fix once and for all two complete orthonormal systems $\left\{u_{j}^{1}\right\}_{j \in \mathbb{N}}$ on $U_{1}$ and $\left\{u_{j}^{2}\right\}_{j \in \mathbb{N}}$ on $U_{2}$. We denote by $\mathscr{P}$ the progressive sigma algebra on $\Omega \times[0, T]$. For every $s, r \in[1,+\infty]$ and for every Banach space $E$ the symbols $L^{s}(\Omega ; E)$ and $L^{r}(0, T ; E)$ indicate the usual spaces of strongly measurable Bochner-integrable functions on $\Omega$ and ( $0, T$ ), respectively. For all $s, r \in\left[1,+\infty\right.$ ) we write $L_{\mathscr{D}}^{s}\left(\Omega ; L^{r}(0, T ; E)\right)$ to stress that measurability is intended with respect to $\mathscr{P}$. For all $s \in(1,+\infty)$ and for every separable and reflexive Banach space $E$ we also define

$$
\begin{aligned}
& L_{w}^{s}\left(\Omega ; L^{\infty}\left(0, T ; E^{*}\right)\right):=\left\{v: \Omega \rightarrow L^{\infty}\left(0, T ; E^{*}\right)\right. \\
& \left.\quad \text { weakly* measurable : }\|v\|_{L^{\infty}\left(0, T ; E^{*}\right)} \in L^{s}(\Omega)\right\}
\end{aligned}
$$

which yields by [30, Thm. 8.20.3] the identification

$$
L_{w}^{s}\left(\Omega ; L^{\infty}\left(0, T ; E^{*}\right)\right)=\left(L^{s /(s-1)}\left(\Omega ; L^{1}(0, T ; E)\right)\right)^{*}
$$

In case of distribution-valued processes, for every $s \in[1,+\infty), r \in(0,+\infty)$, and $q \in(1,+\infty]$ we set

$$
\begin{aligned}
& L_{\mathscr{P}}^{s}\left(\Omega ; W^{-r, q}\left(0, T ; E^{*}\right)\right):=\left\{v: \Omega \rightarrow W^{-r, q}\left(0, T ; E^{*}\right)\right. \text { weakly* measurable : } \\
&\left.v \in L^{s}\left(\Omega, \mathscr{F} t ; W^{-r, q}(0, t ; E)\right) \quad \forall t \in[0, T]\right\}
\end{aligned}
$$

Let $d=2,3$ and consider a bounded domain $\mathcal{O} \subset \mathbb{R}^{d}$ with smooth boundary $\partial \mathcal{O}$ and outward normal unit vector $\boldsymbol{n}$. The spatiotemporal domains generated by $\mathcal{O}$ are denoted by $Q:=(0, T) \times \mathcal{O}$ and $Q_{t}:=(0, t) \times \mathcal{O}$ for all $t \in(0, T]$. Moreover, we employ the classical notation $W^{s, p}(\mathcal{O})$, where $s \in \mathbb{R}$ and $p \in[1,+\infty]$, for the real Sobolev spaces and we denote by $\|\cdot\|_{W^{s, p}(\mathcal{O})}$ their canonical norms. We define the Hilbert space $H^{s}(\mathcal{O}):=W^{s, 2}(\mathcal{O}), s \in \mathbb{R}$, endowed with its canonical norm $\|\cdot\|_{H^{s}(\mathcal{O})}$, and indicate by $H_{0}^{1}(\mathcal{O})$ the closure of $C_{0}^{\infty}(\mathcal{O})$ in $H^{1}(\mathcal{O})$. We now define the functional spaces

$$
H:=L^{2}(\mathcal{O}), \quad V_{1}:=H^{1}(\mathcal{O}), \quad V_{2}:=\left\{\psi \in H^{2}(\mathcal{O}): \partial_{\boldsymbol{n}} \psi=0 \text { a.e. on } \partial \mathcal{O}\right\}
$$

endowed with their standard norms $\|\cdot\|_{H},\|\cdot\|_{V_{1}}$, and $\|\cdot\|_{V_{2}}$, respectively. As usual, we identify the Hilbert space $H$ with its dual through the Riesz isomorphism, so that we have the variational structure

$$
V_{2} \hookrightarrow V_{1} \hookrightarrow H \hookrightarrow V_{1}^{*} \hookrightarrow V_{2}^{*}
$$

with dense and compact embeddings (both in the cases $d=2$ and $d=3$ ). We will also denote by $A: V_{1} \rightarrow V_{1}^{*}$ the variational realization of the $-\Delta$ with homogeneous Neumann boundary condition, namely

$$
\langle A \psi, \phi\rangle_{V_{1}^{*}, V_{1}}=\int_{\mathcal{O}} \nabla \psi \cdot \nabla \phi, \quad \psi, \phi \in V_{1}
$$

For any Banach space $E$, we use the symbol $\boldsymbol{E}$ for the product space $E^{d}$. We also need to define the following solenoidal vector-valued spaces

$$
\boldsymbol{H}_{\sigma}:=\overline{\left\{\boldsymbol{v} \in \boldsymbol{C}_{0}^{\infty}(\mathcal{O}): \nabla \cdot \boldsymbol{v}=0 \text { in } \mathcal{O}\right\}} \boldsymbol{L}^{2}(\mathcal{O}), \quad \boldsymbol{V}_{\sigma}:=\overline{\left\{\boldsymbol{v} \in \boldsymbol{C}_{0}^{\infty}(\mathcal{O}): \nabla \cdot \boldsymbol{v}=0 \text { in } \mathcal{O}\right\}} \boldsymbol{H}^{1}(\mathcal{O})
$$

The space $\boldsymbol{H}_{\sigma}$ is endowed with the norm $\|\cdot\|_{\boldsymbol{H}_{\sigma}}$ of $\boldsymbol{H}$ and its respective scalar product $(\cdot, \cdot)_{\boldsymbol{H}_{\sigma}}$. By means of the Poincaré inequality, on the space $\boldsymbol{V}_{\sigma}$ we can use the norm $\|\boldsymbol{v}\|_{\boldsymbol{V}_{\sigma}}:=\|\nabla \boldsymbol{v}\|_{\boldsymbol{L}^{2}(\mathcal{O})}$, $\boldsymbol{v} \in \boldsymbol{V}_{\sigma}$, induced by the scalar product $(\cdot, \cdot)_{\boldsymbol{V}_{\sigma}}$. The $d$-dimensional realisation of the $-\Delta$ with homogeneous Dirichlet boundary condition $\boldsymbol{L}: \boldsymbol{H}_{0}^{1}(\mathcal{O}) \rightarrow\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}$ is defined as

$$
\langle\boldsymbol{L} \boldsymbol{v}, \boldsymbol{w}\rangle_{\left(\boldsymbol{H}_{0}^{1}(\Omega)\right)^{*}, \boldsymbol{H}_{0}^{1}(\Omega)}:=(\nabla \boldsymbol{v}, \nabla \boldsymbol{w})_{\boldsymbol{H}}, \quad \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{H}_{0}^{1}(\Omega)
$$

Furthermore, we also point out that for any $\boldsymbol{u} \in\left(\boldsymbol{H}_{0}^{1}(\Omega)\right)^{*}$ and $\boldsymbol{v} \in\left[\mathcal{C}_{0}^{\infty}(\Omega)\right]^{d}$ we have

$$
\langle\boldsymbol{u}, \boldsymbol{v}\rangle_{\left(\boldsymbol{H}_{0}^{1}(\Omega)\right)^{*}, \boldsymbol{H}_{0}^{1}(\Omega)}=\langle\boldsymbol{u}, \boldsymbol{v}\rangle_{\left(\left[\mathcal{C}_{0}^{\infty}(\Omega)\right]^{d}\right)^{*},\left[\mathcal{C}_{0}^{\infty}(\Omega)\right]^{d} .} .
$$

The Stokes operator $\boldsymbol{A}: \boldsymbol{V}_{\sigma} \rightarrow \boldsymbol{V}_{\sigma}^{*}$ is defined as the canonical Riesz isomorphism of $\boldsymbol{V}_{\sigma}$, i.e.

$$
\langle\boldsymbol{A} \boldsymbol{v}, \boldsymbol{w}\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}:=(\nabla \boldsymbol{v}, \nabla \boldsymbol{w})_{\boldsymbol{H}}, \quad \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma} .
$$

Employing the spectral properties of the operator $\boldsymbol{A}$, as customary, we also define the family of operators $\boldsymbol{A}^{s}$ for any $s \in \mathbb{R}$. In particular, if $\left\{\beta_{k}, \boldsymbol{e}_{k}\right\}_{k \in \mathbb{N}_{+}} \subset \mathbb{R} \times \boldsymbol{V}_{\sigma}$ denote the eigencouples of $\boldsymbol{A}$, where $\left\{\boldsymbol{e}_{k}\right\}_{k \in \mathbb{N}_{+}}$is an orthonormal basis of $\boldsymbol{H}_{\sigma}$ and an orthogonal basis of $\boldsymbol{V}_{\sigma}$, we introduce for any $s \geq 0$ the family of Hilbert spaces

$$
D\left(\boldsymbol{A}^{s}\right):=\left\{\boldsymbol{v} \in \boldsymbol{H}_{\sigma}: \boldsymbol{v}=\sum_{i=1}^{\infty} c_{i} \boldsymbol{e}_{i} \text { and } \sum_{i=1}^{\infty} \beta_{i}^{2 s}\left|c_{i}\right|^{2}<+\infty\right\},
$$

and we set $D\left(\boldsymbol{A}^{-s}\right)=D\left(\boldsymbol{A}^{s}\right)^{*}$. Next, for all $s \geq 0$, we define the operators

$$
\boldsymbol{A}^{s}: D\left(\boldsymbol{A}^{s}\right) \rightarrow \boldsymbol{H}_{\sigma}, \quad \boldsymbol{v}=\sum_{i=1}^{\infty} c_{i} \boldsymbol{e}_{i} \mapsto \boldsymbol{A}^{s} \boldsymbol{v}:=\sum_{i=1}^{\infty} \beta_{i}^{s} c_{i} \boldsymbol{e}_{i}
$$

Hereafter, we recall a number of standard facts:
(i) if $s=1$, then the Hilbert space $D(\boldsymbol{A})=\left\{\boldsymbol{v} \in \boldsymbol{H}_{\sigma}: \boldsymbol{A} \boldsymbol{v} \in \boldsymbol{H}_{\sigma}\right\}=\boldsymbol{H}^{2}(\mathcal{O}) \cap \boldsymbol{V}_{\sigma}$ denotes the so-called part of $\boldsymbol{A}$ in $\boldsymbol{H}_{\sigma}$;
(ii) if $s=\frac{1}{2}$, then we have $D\left(\boldsymbol{A}^{\frac{1}{2}}\right)=\boldsymbol{V}_{\sigma}$ and $D\left(\boldsymbol{A}^{-\frac{1}{2}}\right)=\boldsymbol{V}_{\sigma}^{*}$;
(iii) if $s=0$, then $\boldsymbol{A}^{0}$ is the identity operator in $\boldsymbol{H}_{\sigma}$ so that $D\left(\boldsymbol{A}^{0}\right)=\boldsymbol{H}_{\sigma}$;
(iv) if $s=-1$, then $\boldsymbol{A}^{-1}$ coincides with the inverse of the Stokes operator on $\boldsymbol{V}_{\sigma}^{*}$ and extends it on $D\left(\boldsymbol{A}^{-1}\right)$.

In light of the previous considerations, using $\boldsymbol{H}_{\sigma}$ as pivot space, we also have the general variational structure

$$
D\left(\boldsymbol{A}^{s}\right) \hookrightarrow D\left(\boldsymbol{A}^{t}\right) \hookrightarrow \boldsymbol{H}_{\sigma} \equiv D\left(\boldsymbol{A}^{0}\right) \hookrightarrow D\left(\boldsymbol{A}^{-t}\right) \hookrightarrow D\left(\boldsymbol{A}^{-s}\right)
$$

for any $s>t>0$, with dense and compact embeddings in two and three spatial dimensions. Finally, we remind that, owing to the Korn inequality, we have

$$
\|\boldsymbol{v}\|_{\boldsymbol{V}_{\sigma}}=\|\nabla \boldsymbol{v}\|_{\boldsymbol{H}} \leq \sqrt{2}\|D \boldsymbol{v}\|_{\boldsymbol{H}} \leq \sqrt{2}\|\nabla \boldsymbol{v}\|_{\boldsymbol{H}} \quad \forall \boldsymbol{v} \in \boldsymbol{V}_{\sigma}
$$

where $D \boldsymbol{v}=\frac{1}{2}\left(\nabla \boldsymbol{v}+(\nabla \boldsymbol{v})^{t}\right)$ denotes the symmetric gradient. Furthermore, we define the usual Stokes trilinear form $b$ on $\boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma}$

$$
b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}):=\int_{\mathcal{O}}(\boldsymbol{u} \cdot \nabla) \boldsymbol{v} \cdot \boldsymbol{w}=\sum_{i, j=1}^{d} \int_{\mathcal{O}} u_{i} \frac{\partial v_{i}}{\partial x_{j}} w_{j}, \quad \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma},
$$

and the associated bilinear form $B: \boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma} \rightarrow \boldsymbol{V}_{\sigma}^{*}$ as

$$
\langle B(\boldsymbol{u}, \boldsymbol{v}), \boldsymbol{w}\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}:=b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), \quad \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma}
$$

Let us recall that $b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=-b(\boldsymbol{u}, \boldsymbol{w}, \boldsymbol{v})$ for all $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma}$, from which it follows in particular that $b(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{v})=0$ for all $\boldsymbol{u}, \boldsymbol{v} \in \boldsymbol{V}_{\sigma}$. Moreover, we point out that thanks to the usual functional embeddings it holds that $B: \boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma} \rightarrow \boldsymbol{L}^{\frac{6}{5}}(\mathcal{O})$, hence, in particular, that $B: \boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma} \rightarrow \boldsymbol{V}_{1}^{*}$. We now report for the reader's convenience a basic embedding result and its proof. This will be useful in the forthcoming analysis.

Lemma 2.1. Let $r>1$ and let $X$ be a Banach space. For every $p>1$, there exists $\alpha=\alpha(p, r) \in$ $(0,1)$ such that $W^{1, r}(0, T ; X) \hookrightarrow W^{\alpha, p}(0, T ; X)$. In particular, if $p \leq r$ then $\alpha$ is any quantity in $(0,1)$, and if $p>r$ then $\alpha=\frac{r}{p}$.

Proof. The embedding holds trivially for every $\alpha \in(0,1)$ if $p=r$. The same follows in the case $1<p<r$ from the chain of embeddings

$$
W^{1, r}(0, T ; X) \hookrightarrow W^{1, p}(0, T ; X) \hookrightarrow W^{\alpha, p}(0, T ; X) .
$$

Let now $p>r$. If $\alpha \in(0,1), q \in[1,+\infty]$ satisfy

$$
\frac{1}{p}=\frac{1-\alpha}{q}+\frac{\alpha}{r}
$$

then the fractional Gagliardo-Nirenberg inequality (see [17, Theorem 1]) entails that

$$
\|f\|_{W^{\alpha, p}(0, T)} \leq C\|f\|_{L^{q}(0, T)}^{1-\alpha}\|f\|_{W^{1, r}(0, T)}^{\alpha},
$$

for any $f \in W^{1, r}(0, T)$. Taking into account the embedding

$$
W^{1, r}(0, T) \hookrightarrow C^{0}([0, T]) \hookrightarrow L^{\infty}(0, T)
$$

valid for every $r>1$, we infer that the right hand side of the inequality is finite for every $q \in$ $[1,+\infty]$. Moreover, we also get

$$
\|f\|_{W^{\alpha, p}(0, T)} \leq C\|f\|_{W^{1, r}(0, T)}
$$

If we set $q=+\infty$, then we have

$$
\alpha=\frac{r}{p}
$$

If $u \in W^{1, r}(0, T ; X)$ the claim follows applying the proved inequality to $t \mapsto f(t)=$ $\|u(t)\|_{X}$.

Finally, we shall make precise the rigorous interpretation of the stochastic terms (see (1.7) and (1.9)). As a cylindrical process on $U_{i}, i=1,2, W_{i}$ admits the following representation

$$
\begin{equation*}
W_{i}=\sum_{k=0}^{+\infty} b_{k} u_{k}^{i}, \tag{2.1}
\end{equation*}
$$

where $\left\{b_{k}\right\}_{k \in \mathbb{N}}$ is a family of real and independent Brownian motions. However, it is well known that (2.1) does not converge in $U_{i}$, in general. That being said, it always exists a larger Hilbert space $U_{0}^{i}$, such that $U_{i} \hookrightarrow U_{0}^{i}$ with Hilbert-Schmidt embedding $\iota_{i}$, such that we can identify $W_{i}$ as a $Q_{i}^{0}$-Wiener process on $U_{0}^{i}$, for some trace-class operator $Q_{i}^{0}$ (see [63, Subsections 2.5.1]). Actually, it holds that $Q_{i}^{0}=\iota_{i} \circ \iota_{i}^{*}$. In the following, we may implicitly assume this extension by simply saying that $W_{i}$ is a cylindrical process on $U_{i}$. This holds also for stochastic integration with respect to $W_{i}$. The symbol

$$
\int_{0}^{\dot{0}} B(s) \mathrm{d} W_{i}(s):=\int_{0} B(s) \circ \iota_{i}^{-1}(s) \mathrm{d} W_{i}(s)
$$

for every progressively measurable process $B \in L^{2}\left(\Omega ; L^{2}\left(0, T ; \mathscr{L}^{2}(U, K)\right)\right)$, where $K$ is any (real) Hilbert space. The definition is well posed and does not depend on the choice of $U_{i}^{0}$ or $\iota_{i}$ (see [63, Subsection 2.5.2]).

### 2.2. Structural assumptions

The following assumptions are in order throughout the paper.
(A1) The potential $F:[-1,1] \rightarrow[0,+\infty)$ is of class $C^{0}([-1,1]) \cap C^{2}(-1,1)$ with $F^{\prime}(0)=0$ and satisfies

$$
\lim _{x \rightarrow( \pm 1)^{\mp}} F^{\prime}(x)= \pm \infty
$$

Furthermore, there exists $c_{F}>0$ such that

$$
F^{\prime \prime}(x) \geq-c_{F}, \quad x \in(-1,1)
$$

(A2) The operator $G_{1}: \boldsymbol{H}_{\sigma} \rightarrow \mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)$ is linearly bounded in $\boldsymbol{H}_{\sigma}$, namely there exists $C_{G_{1}}>0$ such that

$$
\left\|G_{1}(\boldsymbol{v})\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)} \leq C_{G_{1}}\left(1+\|\boldsymbol{v}\|_{\boldsymbol{H}_{\sigma}}\right)
$$

for any $\boldsymbol{v} \in \boldsymbol{H}_{\sigma}$. Moreover, taking $Y=\boldsymbol{H}_{\sigma}$ or $Y=\boldsymbol{V}_{\sigma}^{*}$, we assume that $G_{1}: Y \rightarrow$ $\mathscr{L}^{2}\left(U_{1}, Y\right)$ is $L_{1}$-Lipschitz-continuous for some positive constant $L_{1}$.
(A3) Setting $\mathcal{B}$ as the closed unit ball in $L^{\infty}(\mathcal{O})$, the operator $G_{2}: \mathcal{B} \rightarrow \mathscr{L}^{2}\left(U_{2}, H\right)$ satisfies

$$
G_{2}(\psi)\left[u_{k}^{2}\right]=g_{k}(\psi) \quad \forall k \in \mathbb{N}_{+} \quad \forall \psi \in \mathcal{B}
$$

where the sequence $\left\{g_{k}\right\}_{k \in \mathbb{N}_{+}} \subset W^{1, \infty}(-1,1)$ is such that

$$
g_{k}( \pm 1)=0, \quad F^{\prime \prime} g_{k}^{2} \in L^{\infty}(-1,1) \quad \forall k \in \mathbb{N}_{+}
$$

and

$$
L_{2}^{2}:=\sum_{k=1}^{\infty}\left(\left\|g_{k}\right\|_{W^{1, \infty}(-1,1)}^{2}+\left\|F^{\prime \prime} g_{k}^{2}\right\|_{L^{\infty}(-1,1)}\right)<+\infty
$$

In particular, note that this implies that $G_{2}: \mathcal{B} \rightarrow \mathscr{L}^{2}\left(U_{2}, H\right)$ is $L_{2}$-Lipschitz-continuous with respect to the $H$-metric on $\mathcal{B}$, and also $G_{2}\left(\mathcal{B} \cap V_{1}\right) \subset \mathscr{L}^{2}\left(U_{2}, V_{1}\right)$. With a slight abuse of notation, we will use the symbol

$$
\nabla G_{2}: \mathcal{B} \cap V_{1} \rightarrow \mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)
$$

to indicate the operator

$$
\nabla G_{2}(\psi)\left[u_{k}^{2}\right]:=\nabla g_{k}(\psi)=g_{k}^{\prime}(\psi) \nabla \psi, \quad k \in \mathbb{N}_{+}, \quad \psi \in \mathcal{B} \cap V_{1}
$$

Remark 2.2. Let us point out that the physically relevant choice of $F$ (see (1.1)) satisfies (A1) and the compatibility condition in (A3), up to a suitable extension by right (or left) continuity at the boundary of $[-1,1]$ and some additive constant to grant positivity (see, e.g., [71, Remark 2.3]).

Remark 2.3. If $Y=\boldsymbol{H}_{\sigma}$ in (A2), then linear boundedness is directly implied by Lipschitz continuity.

### 2.3. Main results

We first introduce suitable notions of solution for problem (1.7)-(1.11). The first is a martingale solution, the second is a probabilistically-strong solution.

Definition 2.4. Let $p \geq 1$ and let $\left(\boldsymbol{u}_{0}, \varphi_{0}\right)$ satisfy

$$
\begin{align*}
& \boldsymbol{u}_{0} \in L^{p}\left(\Omega, \mathscr{F}_{0} ; \boldsymbol{H}_{\sigma}\right),  \tag{2.2}\\
& \varphi_{0} \in L^{p}\left(\Omega, \mathscr{F}_{0} ; V_{1}\right), \quad F\left(\varphi_{0}\right) \in L^{p / 2}\left(\Omega, \mathscr{F}_{0} ; L^{1}(\mathcal{O})\right) \tag{2.3}
\end{align*}
$$

A martingale solution to problem (1.7)-(1.11) with respect to the initial datum $\left(\boldsymbol{u}_{0}, \varphi_{0}\right)$ is a family

$$
\left(\left(\widehat{\Omega}, \widehat{\mathscr{F}},\left(\widehat{\mathscr{F}}_{t}\right)_{t \in[0, T]}, \widehat{\mathbb{P}}\right), \widehat{W}_{1}, \widehat{W}_{2}, \widehat{\boldsymbol{u}}, \widehat{\varphi}\right)
$$

where: $\left(\widehat{\Omega}, \widehat{\mathscr{F}},\left(\widehat{\mathscr{F}}_{t}\right)_{t \in[0, T]}, \widehat{\mathbb{P}}\right)$ is a filtered probability space satisfying the usual conditions; $\widehat{W}_{1}, \widehat{W}_{2}$ are two independent cylindrical Wiener processes on $U_{1}$ and $U_{2}$, respectively; the pair of processes $(\widehat{\boldsymbol{u}}, \widehat{\varphi})$ satisfies

$$
\begin{align*}
& \widehat{\boldsymbol{u}} \in L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) \cap L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right),  \tag{2.4}\\
& \widehat{\varphi} \in L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; C^{0}([0, T] ; H)\right) \cap L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; V_{1}\right)\right) \cap L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right),  \tag{2.5}\\
& |\widehat{\varphi}(\omega, x, t)|<1 \text { for a.a. }(\omega, x, t) \in \widehat{\Omega} \times \mathcal{O} \times(0, T),  \tag{2.6}\\
& \widehat{\mu}:=-\Delta \widehat{\varphi}+F^{\prime}(\widehat{\varphi}) \in L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right),  \tag{2.7}\\
& (\widehat{\boldsymbol{u}}(0), \widehat{\varphi}(0)) \xlongequal{\mathcal{L}}\left(\boldsymbol{u}_{0}, \varphi_{0}\right) \quad \text { on } \boldsymbol{H}_{\sigma} \times V_{1} ; \tag{2.8}
\end{align*}
$$

and, for every $\boldsymbol{v} \in \boldsymbol{V}_{\sigma}$ and $\psi \in V_{1}$, it holds that

$$
\begin{gather*}
(\widehat{\boldsymbol{u}}(t), \boldsymbol{v})_{\boldsymbol{H}_{\sigma}}+\int_{0}^{t}\left[\langle\boldsymbol{A} \widehat{\boldsymbol{u}}(s), \boldsymbol{v}\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}}+\langle\boldsymbol{B}(\widehat{\boldsymbol{u}}(s), \widehat{\boldsymbol{u}}(s)), \boldsymbol{v}\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}}-\int_{\mathcal{O}} \widehat{\mu}(s) \nabla \widehat{\varphi}(s) \cdot \boldsymbol{v}\right] \mathrm{d} s \\
=(\widehat{\boldsymbol{u}}(0), \boldsymbol{v})_{\boldsymbol{H}_{\sigma}}+\left(\int_{0}^{t} G_{1}(\widehat{\boldsymbol{u}}(s)) \mathrm{d} \widehat{W}_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \quad \forall t \in[0, T], \widehat{\mathbb{P}}-\text { a.s. } \tag{2.9}
\end{gather*}
$$

$$
\begin{align*}
& (\widehat{\varphi}(t), \psi)_{H}+\int_{0}^{t} \int_{\mathcal{O}}[\widehat{\boldsymbol{u}}(s) \cdot \nabla \widehat{\varphi}(s)+\widehat{\mu}(s)] \psi \mathrm{d} s \\
& \quad=(\widehat{\varphi}(0), \psi)_{H}+\left(\int_{0}^{t} G_{2}(\widehat{\varphi}(s)) \mathrm{d} \widehat{W}_{2}(s), \psi\right)_{H} \quad \forall t \in[0, T], \widehat{\mathbb{P}} \text {-a.s. } \tag{2.10}
\end{align*}
$$

Definition 2.5. Let $p \geq 1$ and let ( $\boldsymbol{u}_{0}, \varphi_{0}$ ) satisfy (2.2)-(2.3). A probabilistically-strong solution to problem (1.7)-(1.11) with respect to the initial datum $\left(\boldsymbol{u}_{0}, \varphi_{0}\right)$ is a pair of processes $(\boldsymbol{u}, \varphi)$ such that

$$
\begin{align*}
& \boldsymbol{u} \in L_{w}^{p}\left(\Omega ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) \cap L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right),  \tag{2.11}\\
& \varphi \in L_{\mathscr{P}}^{p}\left(\Omega ; C^{0}([0, T] ; H)\right) \cap L_{w}^{p}\left(\Omega ; L^{\infty}\left(0, T ; V_{1}\right)\right) \cap L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}\left(0, T ; V_{2}\right)\right),  \tag{2.12}\\
& |\varphi(\omega, x, t)|<1 \text { for a.a. }(\omega, x, t) \in \Omega \times \mathcal{O} \times(0, T),  \tag{2.13}\\
& \mu:=-\Delta \varphi+F^{\prime}(\varphi) \in L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}(0, T ; H)\right),  \tag{2.14}\\
& (\boldsymbol{u}(0), \varphi(0))=\left(\boldsymbol{u}_{0}, \varphi_{0}\right), \tag{2.15}
\end{align*}
$$

and

$$
\begin{gather*}
(\boldsymbol{u}(t), \boldsymbol{v})_{\boldsymbol{H}_{\sigma}}+\int_{0}^{t}\left[\langle\boldsymbol{A} \boldsymbol{u}(s), \boldsymbol{v}\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\langle\boldsymbol{B}(\boldsymbol{u}(s), \boldsymbol{u}(s)), \boldsymbol{v}\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}-\int_{\mathcal{O}} \mu(s) \nabla \varphi(s) \cdot \boldsymbol{v}\right] \mathrm{d} s \\
=\left(\boldsymbol{u}_{0}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\left(\int_{0}^{t} G_{1}(\boldsymbol{u}(s)) \mathrm{d} W_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \quad \forall t \in[0, T], \quad \mathbb{P} \text {-a.s. } \tag{2.16}
\end{gather*}
$$

$$
\begin{align*}
& (\varphi(t), \psi)_{H}+\int_{0}^{t} \int_{\mathcal{O}}[\boldsymbol{u}(s) \cdot \nabla \varphi(s)+\mu(s)] \psi \mathrm{d} s \\
& \quad=\left(\varphi_{0}, \psi\right)_{H}+\left(\int_{0}^{t} G_{2}(\varphi(s)) \mathrm{d} W_{2}(s), \psi\right)_{H} \quad \forall t \in[0, T], \quad \mathbb{P} \text {-a.s. } \tag{2.17}
\end{align*}
$$

for every $\boldsymbol{v} \in \boldsymbol{V}_{\sigma}$ and $\psi \in V_{1}$.
Remark 2.6. Note that in Definitions 2.4 and 2.5 one has in particular that $\widehat{\boldsymbol{u}} \in C_{\mathrm{w}}^{0}\left([0, T] ; \boldsymbol{H}_{\sigma}\right)$ $\widehat{\mathbb{P}}$-almost surely and $\boldsymbol{u} \in C_{\mathrm{w}}^{0}\left([0, T] ; \boldsymbol{H}_{\sigma}\right) \mathbb{P}$-almost surely, respectively. Here, the subscript "w" stands for weak continuity in time. Thus the initial conditions (2.8) and (2.15) make sense.

The first main result is the existence of a martingale solution.
Theorem 2.7. Assume (A1)-(A3) and let $p>2$. Then, for every initial datum ( $\boldsymbol{u}_{0}, \varphi_{0}$ ) satisfying (2.2)-(2.3) there exists a martingale solution $\left.\left(\widehat{\Omega}, \widehat{\mathscr{F}},\left(\widehat{\mathscr{F}}_{t}\right)_{t \in[0, T]}, \widehat{\mathbb{P}}\right), \widehat{W}_{1}, \widehat{W}_{2}, \widehat{\boldsymbol{u}}, \widehat{\varphi}\right)$ to problem (1.7)-(1.12) satisfying the energy inequality

$$
\begin{align*}
& \frac{1}{2} \sup _{\tau \in[0, t]} \widehat{\mathbb{E}}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \sup _{\tau \in[0, t]} \widehat{\mathbb{E}}\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2}+\sup _{\tau \in[0, t]} \widehat{\mathbb{E}}\|F(\widehat{\varphi}(\tau))\|_{L^{1}(\mathcal{O})} \\
& \quad+\widehat{\mathbb{E}} \int_{0}^{t}\left[\|\nabla \widehat{\boldsymbol{u}}(s)\|_{\boldsymbol{H}_{\sigma}}^{2}+\|\widehat{\mu}(s)\|_{H}^{2}\right] \mathrm{d} s \\
& \leq\left(C_{G_{1}}^{2}+\frac{L_{2}^{2}}{2}|\mathcal{O}|\right) t+\frac{1}{2} \widehat{\mathbb{E}}\left\|\widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \widehat{\mathbb{E}}\left\|\nabla \widehat{\varphi}_{0}\right\|_{\boldsymbol{H}}^{2}+\widehat{\mathbb{E}}\left\|F\left(\widehat{\varphi}_{0}\right)\right\|_{L^{1}(\mathcal{O})} \\
& \quad+C_{G_{1}}^{2} \widehat{\mathbb{E}} \int_{0}^{t}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau+\frac{L_{2}^{2}}{2} \widehat{\mathbb{E}} \int_{0}^{t}\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau \tag{2.18}
\end{align*}
$$

for every $t \in[0, T], \widehat{\mathbb{P}}$-almost surely. Here $|\mathcal{O}|$ stands for the Lebesgue measure of $\mathcal{O}$. Furthermore, there exists $\widehat{\pi} \in L_{\mathscr{P}}^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}(0, T ; H)\right)$ such that

$$
\begin{align*}
& \int_{0}^{T}\left\langle\partial_{t}\left(\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1}\right)(t)+\boldsymbol{L} \widehat{\boldsymbol{u}}(t)+\boldsymbol{B}(\widehat{\boldsymbol{u}}(t), \widehat{\boldsymbol{u}}(t)), \boldsymbol{v}(t)\right\rangle_{\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}, \boldsymbol{H}_{0}^{1}(\mathcal{O})} \mathrm{d} t \\
& \quad=\left(\widehat{\boldsymbol{u}}_{0}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\int_{0}^{T} \int_{\mathcal{O}} \widehat{\mu}(t) \nabla \widehat{\varphi}(t) \cdot \boldsymbol{v}(t) \mathrm{d} t+\langle\widehat{\pi}, \operatorname{div} \boldsymbol{v}\rangle\left(\left[C_{0}^{\infty}((0, T) \times \mathcal{O})\right]^{d}\right)^{*},\left[C_{0}^{\infty}((0, T) \times \mathcal{O})\right]^{d} \tag{2.19}
\end{align*}
$$

for every $\boldsymbol{v} \in\left[C_{0}^{\infty}((0, T) \times \mathcal{O})\right]^{d}, \widehat{\mathbb{P}}$-almost surely. Finally, the following estimate holds:

$$
\begin{align*}
& \|\widehat{\pi}\|_{L^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}(0, T ; H)\right)} \\
& \leq C\left(1+\|\widehat{\boldsymbol{u}}\|_{L^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right)}+\|\widehat{\boldsymbol{u}}\|_{L^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{\sigma}\right)\right)}+\|\widehat{\boldsymbol{u}}\|_{L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{\sigma}\right)\right)}^{2}\right. \\
& \left.\quad+\|\widehat{\varphi}\|_{L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right)}^{2}+\left\|F^{\prime}(\widehat{\varphi})\right\|_{L^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right)}^{2}\right) . \tag{2.20}
\end{align*}
$$

Remark 2.8. The above result still holds if the viscosity depends on $\varphi$ in a smooth way and it is bounded from below by a positive constant. Moreover, we recall that, in [33], the energy inequality is written $\mathbb{P}$-a.s. in a distributional sense.

The second is a stronger result in dimension two, namely, the existence of a (unique) probabilistically-strong solution.

Theorem 2.9. Assume (A1)-(A3), let $d=2, p>2$, and $Y=V_{\sigma}^{*}$ in (A2). Then, for every initial datum ( $\boldsymbol{u}_{0}, \varphi_{0}$ ) satisfying (2.2)-(2.3), there exists a unique probabilistically-strong solution $(\boldsymbol{u}, \varphi)$ for problem (1.7)-(1.12) and a pressure $\pi \in L_{\mathscr{P}}^{\frac{p}{2}}\left(\Omega ; W^{-1, \infty}(0, T ; H)\right)$, which satisfy on the original probability space $(\Omega, \mathscr{F}, \mathbb{P})$ the analogous of the energy inequality $(2.18)$, the pressure-variational formulation (2.19), and the estimate (2.20).

Remark 2.10. Referring to [33], we observe that a more general $G_{1}(\boldsymbol{u}, \varphi)$ can be considered. Instead, considering $G_{2}(\boldsymbol{u}, \varphi)$ would require appropriate assumptions on account of (A3). For instance, in place of $g_{k}(\psi)$ we could suppose to have $g_{k}(\psi) h_{k}(\boldsymbol{u})$ for a suitable $\left\{h_{k}\right\}_{k \in \mathbb{N}_{+}}$. Furthermore, the nature the noises $W_{1}$ and $W_{2}$ may also be generalised. As for $W_{1}$, one could in principle consider a general infinite-dimensional martingale $M_{1}$, by including for example jumpdiffusion noises or Levy-type noises. For $W_{2}$ the extension is more subtle, due to the presence of the singular term $F^{\prime \prime}$ in the Itô formula: we believe that the techniques may also apply to a continuous square-integrable martingale $M_{2}$ instead, but the extension to discontinuous martingales requires a ad hoc treatment. This is surely an interesting matter to pursue and will be object of future investigation.

## 3. Proof of Theorem 2.7

Here we prove the existence of martingale solutions to problem (1.7)-(1.12). For the sake of clarity, the proof is split into several steps.

### 3.1. Regularization of the singular potential

First of all, note that assumption (A1) implies that the function

$$
\gamma:(-1,1) \rightarrow \mathbb{R}, \quad \gamma(x):=F^{\prime}(x)+c_{F} x, \quad x \in(-1,1),
$$

can be identified with a maximal monotone graph in $\mathbb{R} \times \mathbb{R}$. Consequently, one can consider, for every $\lambda \in(0,1)$, the resolvent operator and the Yosida approximation of $\beta$, defined as follows

$$
J_{\lambda}, \gamma_{\lambda}: \mathbb{R} \rightarrow \mathbb{R}, \quad J_{\lambda}(x):=(I+\lambda \gamma)^{-1}(x), \quad \gamma_{\lambda}(x):=\lambda^{-1}\left(x-J_{\lambda}(x)\right), \quad x \in \mathbb{R} .
$$

For notation and general properties of monotone operators we refer the reader to [8]. For every $\lambda \in(0,1)$, we define an approximation of $F$ as follows

$$
\begin{equation*}
F_{\lambda}: \mathbb{R} \rightarrow[0,+\infty), \quad F_{\lambda}(x):=F(0)+\int_{0}^{x} \gamma_{\lambda}(s) \mathrm{d} s-\frac{c_{F}}{2} x^{2}, \quad x \in \mathbb{R} \tag{3.1}
\end{equation*}
$$

Thus it holds

$$
\begin{equation*}
F_{\lambda}^{\prime}(x)=\gamma_{\lambda}(x)-c_{F} x \quad \forall x \in \mathbb{R} \tag{3.2}
\end{equation*}
$$

In order to preserve the scaling of the Yosida-approximation on $F^{\prime}$, we analogously define the $\lambda$-approximation of $G_{2}$ by setting

$$
\begin{equation*}
G_{2, \lambda}:=G_{2} \circ J_{\lambda}: H \rightarrow \mathscr{L}^{2}\left(U_{2}, H\right) \tag{3.3}
\end{equation*}
$$

Notice that, by assumption (A3) and the non-expansivity of $J_{\lambda}$, the operator $G_{2, \lambda}$ is $L_{2}$-Lipschitzcontinuous (therefore uniformly in $\lambda$ ), and converges pointwise to $G_{2}$ as $\lambda \rightarrow 0^{+}$. Now, we consider the $\lambda$-approximated (formal) problem

$$
\begin{align*}
\mathrm{d} \boldsymbol{u}_{\lambda}+\left[-\Delta \boldsymbol{u}_{\lambda}+\left(\boldsymbol{u}_{\lambda} \cdot \nabla\right) \boldsymbol{u}_{\lambda}+\nabla p_{\lambda}-\mu_{\lambda} \nabla \varphi_{\lambda}\right] \mathrm{d} t=G_{1}\left(\boldsymbol{u}_{\lambda}\right) \mathrm{d} W_{1} & \text { in }(0, T) \times \mathcal{O},  \tag{3.4}\\
\nabla \cdot \boldsymbol{u}_{\lambda}=0 & \text { in }(0, T) \times \mathcal{O},  \tag{3.5}\\
\mathrm{d} \varphi_{\lambda}+\left[\boldsymbol{u}_{\lambda} \cdot \nabla \varphi_{\lambda}+\mu_{\lambda}\right] \mathrm{d} t=G_{2, \lambda}\left(\varphi_{\lambda}\right) \mathrm{d} W_{2} & \text { in }(0, T) \times \mathcal{O},  \tag{3.6}\\
\mu_{\lambda}=-\Delta \varphi_{\lambda}+F_{\lambda}^{\prime}\left(\varphi_{\lambda}\right) & \text { in }(0, T) \times \mathcal{O},  \tag{3.7}\\
\boldsymbol{u}_{\lambda}=0, \quad \partial_{\boldsymbol{n}} \varphi_{\lambda}=0 & \text { in }(0, T) \times \partial \mathcal{O},  \tag{3.8}\\
\boldsymbol{u}_{\lambda}(0)=\boldsymbol{u}_{0}, \quad \varphi_{\lambda}(0)=\varphi_{0} & \text { in } \mathcal{O} . \tag{3.9}
\end{align*}
$$

### 3.2. Faedo-Galerkin approximation

A discretization scheme is now applied to problem (3.4)-(3.9). Let us consider the (countably many) eigencouples of the negative Laplace operator with homogeneous Neumann boundary condition, namely the couples $\left\{\left(\alpha_{j}, e_{j}\right)\right\}_{j \in \mathbb{N}_{+}} \subset \mathbb{R} \times V_{2}$ such that

$$
\left\{\begin{array}{ll}
-\Delta e_{j}=\alpha_{j} e_{j}, & \text { in } \mathcal{O}, \\
\partial_{\boldsymbol{n}} e_{j}=0 & \text { on } \partial \mathcal{O},
\end{array} \quad j \in \mathbb{N}_{+}\right.
$$

Analogously, we also consider the (countably many) eigencouples of the Stokes operator, namely the couples $\left\{\left(\beta_{k}, \boldsymbol{e}_{k}\right)\right\}_{k \in \mathbb{N}_{+}} \subset \mathbb{R} \times \boldsymbol{V}_{\sigma}$, and $\left\{\pi_{k}\right\}_{k \in \mathbb{N}_{+}} \subset L_{0}^{2}(\mathcal{O})$ such that

$$
\left\{\begin{array}{ll}
-\Delta \boldsymbol{e}_{k}+\nabla \pi_{k}=\beta_{k} \boldsymbol{e}_{k} & \text { in } \mathcal{O}, \\
\nabla \cdot \boldsymbol{e}_{k}=0 & \text { in } \mathcal{O}, \\
\boldsymbol{e}_{k}=0 & \text { on } \partial \mathcal{O},
\end{array} \quad k \in \mathbb{N}_{+}\right.
$$

It is well known that, up to a renormalization, the set $\left\{e_{j}\right\}_{j \in \mathbb{N}_{+}}$(resp. $\left\{\boldsymbol{e}_{k}\right\}_{k \in \mathbb{N}_{+}}$) is an orthonormal system in $H$ (resp. $\boldsymbol{H}_{\sigma}$ ) and an orthogonal system in $V_{1}$ (resp. $\boldsymbol{V}_{\sigma}$ ). Let $n \in \mathbb{N}_{+}$and consider the finite-dimensional spaces $Z_{n}:=\operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$ and $\boldsymbol{Z}_{n}:=\operatorname{span}\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n}\right\}$, both endowed with the $L^{2}$-norm. In order to approximate the stochastic perturbation, we define the operators $G_{1, n}$ and $G_{2, \lambda, n}$ as

$$
G_{1, n}: \boldsymbol{Z}_{n} \rightarrow \mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right), \quad G_{2, \lambda, n}: Z_{n} \rightarrow \mathscr{L}^{2}\left(U_{2}, H\right)
$$

and such that

$$
G_{1, n}(\boldsymbol{v}) u_{k}^{1}:=\sum_{j=1}^{n}\left(G_{1}(\boldsymbol{v}) u_{k}^{1}, \boldsymbol{e}_{j}\right)_{\boldsymbol{H}_{\sigma}} \boldsymbol{e}_{j}, \quad G_{2, \lambda, n}(v) u_{k}^{2}:=\sum_{j=1}^{n}\left(G_{2, \lambda}(v) u_{k}^{2}, e_{j}\right)_{H} e_{j}
$$

for any $k \in \mathbb{N}, \boldsymbol{v} \in \boldsymbol{Z}_{n}$ and $v \in Z_{n}$. Notice that, fixed any $\boldsymbol{v} \in \boldsymbol{Z}_{n}$ and $v \in Z_{n}, G_{1, n}(\boldsymbol{v})$ and $G_{2, \lambda, n}(v)$ are actually well defined as elements of $\mathscr{L}^{2}\left(U_{1}, Z_{n}\right)$ and $\mathscr{L}^{2}\left(U_{2}, Z_{n}\right)$, respectively. Indeed, for instance,

$$
\begin{align*}
\left\|G_{1, n}(\boldsymbol{v})\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{Z}_{n}\right)}^{2} & =\left\|G_{1, n}(\boldsymbol{v})\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2}=\sum_{k=1}^{+\infty}\left\|G_{1, n}(\boldsymbol{v}) u_{k}^{1}\right\|_{\boldsymbol{H}_{\sigma}}^{2} \\
& =\sum_{k=1}^{+\infty} \sum_{j=1}^{n}\left|\left(G_{1}(\boldsymbol{v}) u_{k}^{1}, \boldsymbol{e}_{j}\right)_{\boldsymbol{H}_{\sigma}}\right|^{2}  \tag{3.10}\\
& \leq \sum_{k=1}^{+\infty} \sum_{j=1}^{+\infty}\left|\left(G_{1}(\boldsymbol{v}) u_{k}^{1}, \boldsymbol{e}_{j}\right)_{\boldsymbol{H}_{\sigma}}\right|^{2}=\left\|G_{1}(\boldsymbol{v})\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2}
\end{align*}
$$

Moreover, since $G_{1}$ is $L_{1}$-Lipschitz continuous in the sense of assumption (A2) and the orthogonal projection on $\boldsymbol{Z}_{n}$ is non-expansive as an operator from $\boldsymbol{V}_{\sigma}$ to itself, we can deduce by the same argument that $G_{1, n}$ is also $L_{1}$-Lipschitz continuous as an operator from $Y$ to $\mathscr{L}^{2}\left(U_{1}, Y\right)$. Similar considerations also apply to $G_{2, \lambda, n}$. More precisely, we have

Proposition 3.1. Let $\lambda \in(0,1)$ and $n \in \mathbb{N}_{+}$. The operators

$$
G_{1, n}: Z_{n} \rightarrow \mathscr{L}^{2}\left(U_{1}, Z_{n}\right), \quad G_{2, \lambda, n}: Z_{n} \rightarrow \mathscr{L}^{2}\left(U_{2}, Z_{n}\right)
$$

are well defined and uniformly Lipschitz continuous with respect to $n$ and $\lambda$. In particular, $G_{1, n}$ is $L_{1}$-Lipschitz continuous from $Y$ to $\mathscr{L}^{2}\left(U_{1}, Y\right)$ and $G_{2, \lambda, n}$ is $L_{2}$-Lipschitz continuous from $H$ to $\mathscr{L}^{2}\left(U_{1}, H\right)$.

Next, we define suitable projections (orthogonal with respect to the $L^{2}$-inner products) of initial data (evaluated at some point in $\Omega$ ) on the discrete spaces $Z_{n}$ and $\boldsymbol{Z}_{n}$, namely, for all $n \in \mathbb{N}_{+}$, we set

$$
\boldsymbol{u}_{0, n}=\sum_{j=1}^{n}\left(\boldsymbol{u}_{0}, \boldsymbol{e}_{j}\right)_{\boldsymbol{H}_{\sigma}} \boldsymbol{e}_{j}, \quad \varphi_{0, n}=\sum_{j=1}^{n}\left(\varphi_{0}, e_{j}\right)_{H} \boldsymbol{e}_{j}
$$

It is now possible to formulate the discretized problem, which reads

$$
\begin{align*}
& \mathrm{d} \boldsymbol{u}_{\lambda, n}+\left[-\Delta \boldsymbol{u}_{\lambda, n}+\left(\boldsymbol{u}_{\lambda, n} \cdot \nabla\right) \boldsymbol{u}_{\lambda, n}+\nabla p_{\lambda, n}-\mu_{\lambda, n} \nabla \varphi_{\lambda, n}\right] \mathrm{d} t=G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right) \mathrm{d} W_{1} \\
& \quad \text { in }(0, T) \times \mathcal{O},  \tag{3.11}\\
& \nabla \cdot \boldsymbol{u}_{\lambda, n}=0 \quad \text { in }(0, T) \times \mathcal{O},  \tag{3.12}\\
& \mathrm{d} \varphi_{\lambda, n}+\left[\boldsymbol{u}_{\lambda, n} \cdot \nabla \varphi_{\lambda, n}+\mu_{\lambda, n}\right] \mathrm{d} t=G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right) \mathrm{d} W_{2} \quad \text { in }(0, T) \times \mathcal{O},  \tag{3.13}\\
& \mu_{\lambda, n}=-\Delta \varphi_{\lambda, n}+F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}\right) \quad \text { in }(0, T) \times \mathcal{O},  \tag{3.14}\\
& \boldsymbol{u}_{\lambda, n}=0, \quad \partial_{\boldsymbol{n}} \varphi_{\lambda, n}=0 \quad \text { in }(0, T) \times \partial \mathcal{O},  \tag{3.15}\\
& \boldsymbol{u}_{\lambda, n}(0)=\boldsymbol{u}_{0, n}, \quad \varphi_{\lambda, n}(0)=\varphi_{0, n} \quad \text { in } \mathcal{O} . \tag{3.16}
\end{align*}
$$

The variational formulation of problem (3.11)-(3.16) is given by

$$
\begin{align*}
& \left(\boldsymbol{u}_{\lambda, n}(t), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\int_{0}^{t}\left[\left\langle\boldsymbol{A} \boldsymbol{u}_{\lambda, n}(s), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\left\langle\boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}(s), \boldsymbol{u}_{\lambda, n}(s)\right), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right. \\
& \left.\quad-\int_{\mathcal{O}} \mu_{\lambda, n}(s) \nabla \varphi_{\lambda, n}(s) \cdot \boldsymbol{v}\right] \mathrm{d} s \\
& \quad=\left(\boldsymbol{u}_{0, n}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\left(\int_{0}^{t} G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(s)\right) \mathrm{d} W_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \quad \forall t \in[0, T], \quad \mathbb{P} \text {-a.s. }  \tag{3.17}\\
& \left(\varphi_{\lambda, n}(t), \psi\right)_{H}+\int_{0}^{t} \int_{\mathcal{O}}\left[\boldsymbol{u}_{\lambda, n}(s) \cdot \nabla \varphi_{\lambda, n}(s)+\mu_{\lambda, n}(s)\right] \psi \mathrm{d} s \\
& \quad=\left(\varphi_{0, n}, \psi\right)_{H}+\left(\int_{0}^{t} G_{2, \lambda, n}\left(\varphi_{\lambda, n}(s)\right) \mathrm{d} W_{2}(s), \psi\right)_{H} \quad \forall t \in[0, T], \quad \mathbb{P}-\text { a.s. } \tag{3.18}
\end{align*}
$$

for every $\boldsymbol{v} \in \boldsymbol{Z}_{n}$ and $\psi \in Z_{n}$. Fixed any $\lambda \in(0,1)$ and $n \in \mathbb{N}_{+}$, we search for a weak solution to (3.17)-(3.18) of the form

$$
\begin{equation*}
\boldsymbol{u}_{\lambda, n}=\sum_{j=1}^{n} a_{\lambda, n}^{j} \boldsymbol{e}_{j}, \quad \varphi_{\lambda, n}=\sum_{j=1}^{n} b_{\lambda, n}^{j} e_{j}, \quad \mu_{\lambda, n}=\sum_{j=1}^{n} c_{\lambda, n}^{j} e_{j}, \tag{3.19}
\end{equation*}
$$

where

$$
\begin{aligned}
\boldsymbol{a}_{\lambda, n} & =\left(a_{\lambda, n}^{1}, a_{\lambda, n}^{2}, \ldots, a_{\lambda, n}^{n}\right): \Omega \times[0, T] \rightarrow \mathbb{R}^{n}, \\
\boldsymbol{b}_{\lambda, n} & =\left(b_{\lambda, n}^{1}, b_{\lambda, n}^{2}, \ldots, b_{\lambda, n}^{n}\right): \Omega \times[0, T] \rightarrow \mathbb{R}^{n}, \\
\boldsymbol{c}_{\lambda, n} & =\left(c_{\lambda, n}^{1}, c_{\lambda, n}^{2}, \ldots, c_{\lambda, n}^{n}\right): \Omega \times[0, T] \rightarrow \mathbb{R}^{n},
\end{aligned}
$$

are suitable stochastic processes. Inserting (3.19) into (3.17)-(3.18) and choosing as test functions $\psi=e_{i}$ and $\boldsymbol{v}=\boldsymbol{e}_{i}$ for each $i \in\{1, \ldots, n\}$, we deduce that the three processes $\boldsymbol{a}_{\lambda, n}, \boldsymbol{b}_{\lambda, n}$ and $\boldsymbol{c}_{\lambda, n}$ satisfy the system of $3 n$ ordinary stochastic differential equations

$$
\begin{array}{r}
\mathrm{d} a_{\lambda, n}^{i}+\beta_{i} a_{\lambda, n}^{i}+\sum_{j=1}^{n} \sum_{k=1}^{n} a_{\lambda, n}^{j} a_{\lambda, n}^{k} b\left(\boldsymbol{e}_{j}, \boldsymbol{e}_{k}, \boldsymbol{e}_{i}\right)-\sum_{j=1}^{n} \sum_{k=1}^{n} c_{\lambda, n}^{j} b_{\lambda, n}^{k} \int_{\mathcal{O}} e_{j} \nabla e_{k} \cdot \boldsymbol{e}_{i} \\
=\left(G_{1, n}\left(\sum_{j=1}^{n} a_{\lambda, n}^{j} \boldsymbol{e}_{j}\right) \mathrm{d} W_{1}, \boldsymbol{e}_{i}\right)_{\boldsymbol{H}_{\sigma}} \\
\mathrm{d} b_{\lambda, n}^{i}+c_{\lambda, n}^{i}=\left(G_{2, \lambda, n}\left(\sum_{j=1}^{n} b_{\lambda, n}^{j} e_{j}\right) \mathrm{d} W_{2}, e_{i}\right)_{H} \\
c_{\lambda, n}^{i}=\alpha_{i} b_{\lambda, n}^{i}+\int_{\mathcal{O}} F_{\lambda}^{\prime}\left(\sum_{j=1}^{n} b_{\lambda, n}^{j} e_{j}\right) e_{i} \\
a_{\lambda, n}^{i}(0)=\left(\boldsymbol{u}_{0}, \boldsymbol{e}_{i}\right)_{\boldsymbol{H}_{\sigma}} \\
b_{\lambda, n}^{i}(0)=\left(\varphi_{0}, e_{i}\right)_{H} \tag{3.24}
\end{array}
$$

Let us point out that, in order to derive (3.20)-(3.24), we exploited the fact that, for every choice of integers $j$ and $k$ between 1 and $n$,

$$
\begin{equation*}
\int_{\mathcal{O}} \boldsymbol{e}_{j} \cdot \nabla e_{k} \mathrm{~d} x=-\int_{\mathcal{O}} e_{k} \nabla \cdot \boldsymbol{e}_{j} \mathrm{~d} x+\int_{\partial \mathcal{O}} e_{k} \boldsymbol{e}_{j} \cdot \boldsymbol{n} \mathrm{~d} \sigma=0 \tag{3.25}
\end{equation*}
$$

as well as the orthogonality in $\boldsymbol{V}_{\sigma}$ of the basis $\left\{\boldsymbol{e}_{j}\right\}_{j \in \mathbb{N}}$. The stochastic integrals in (3.20)-(3.21) have to be regarded as $G_{1, \lambda, n}^{i} \mathrm{~d} W_{1}$ and $G_{2, \lambda, n}^{i} \mathrm{~d} W_{2}$ for every $i=1, \ldots, n$, where

$$
G_{1, \lambda, n}^{i}: \boldsymbol{Z}_{n} \rightarrow \mathscr{L}^{2}\left(U_{1}, \mathbb{R}\right), \quad G_{1, \lambda, n}^{i}\left(\boldsymbol{u}_{\lambda, n}\right) u_{k}^{1}:=\left(G_{1, n}\left(\sum_{j=1}^{n} a_{\lambda, n}^{j} \boldsymbol{e}_{j}\right) u_{k}^{1}, \boldsymbol{e}_{i}\right)_{\boldsymbol{H}_{\sigma}}
$$

and

$$
G_{2, \lambda, n}^{i}: Z_{n} \rightarrow \mathscr{L}^{2}\left(U_{2}, \mathbb{R}\right), \quad G_{2, \lambda, n}^{i}\left(\varphi_{\lambda, n}\right) u_{k}^{2}:=\left(G_{2, \lambda, n}\left(\sum_{j=1}^{n} b_{\lambda, n}^{j} e_{j}\right) u_{k}^{2}, e_{i}\right)_{H}
$$

for every $k \in \mathbb{N}$. By Lipschitz continuity of all the nonlinearities appearing in (3.20)-(3.24), the standard theory of abstract stochastic evolution equations applies. Therefore, we are able to infer that

Proposition 3.2. For every $\lambda \in(0,1)$ and $n \in \mathbb{N}_{+}$, there exists a unique triplet of $\left(\mathscr{F}_{t}\right)_{t}$-adapted processes $\boldsymbol{a}_{\lambda, n}, \boldsymbol{b}_{\lambda, n}, \boldsymbol{c}_{\lambda, n}$ satisfying problem (3.20)-(3.24). Furthermore, for every $r \geq 2$, we have

$$
\boldsymbol{a}_{\lambda, n}, \boldsymbol{b}_{\lambda, n}, \boldsymbol{c}_{\lambda, n} \in L^{r}\left(\Omega ; C^{0}\left([0, T] ; \mathbb{R}^{n}\right)\right)
$$

implying

$$
\boldsymbol{u}_{\lambda, n} \in L^{r}\left(\Omega ; C^{0}\left([0, T] ; \boldsymbol{Z}_{n}\right)\right), \quad \varphi_{\lambda, n}, \mu_{\lambda, n} \in L^{r}\left(\Omega ; C^{0}\left([0, T] ; Z_{n}\right)\right)
$$

### 3.3. Uniform estimates with respect to $n$

First of all, we prove some uniform estimates with respect to the Galerkin parameter $n$, keeping $\lambda \in(0,1)$ fixed. Hereafter, the symbol $C$ (possibly numbered) denote positive constants whose special dependencies are explicitly pointed out when necessary. Its dependence on $\lambda$ is always explicited by the symbol $C_{\lambda}$. In some cases, in order to ease notation, we may use the same symbol to denote different constants throughout the same argument. In any case, such constants are always independent of $n$.
First estimate. We exploit the Itô formula for the $H$-norm of $\varphi_{\lambda, n}$ given in [63, Theorem 4.2.5]. This gives

$$
\begin{align*}
& \frac{1}{2}\left\|\varphi_{\lambda, n}(t)\right\|_{H}^{2}+\int_{0}^{t}\left[\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{2}+\left(\varphi_{\lambda, n}(\tau), F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}(\tau)\right)\right)_{H}\right] \mathrm{d} \tau \\
& =\frac{1}{2}\left\|\varphi_{0, n}\right\|_{H}^{2}+\int_{0}^{t}\left(\varphi_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H} \\
& \quad+\frac{1}{2} \int_{0}^{t}\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} \tau \tag{3.26}
\end{align*}
$$

Let us now address the above equality term by term. First of all, recalling (3.2) and that $F_{\lambda}^{\prime}(0)=$ 0 , we find

$$
\begin{equation*}
\left(\varphi_{\lambda, n}(\tau), F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}(\tau)\right)\right)_{H} \geq-c_{F}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{2} \tag{3.27}
\end{equation*}
$$

Next, owing to (3.10) and (A3), we have

$$
\begin{align*}
\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \leq\left\|G_{2, \lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} & =\sum_{k=1}^{+\infty}\left\|g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right\|_{H}^{2} \\
& \leq \sum_{k=1}^{+\infty}\left\|g_{k}\right\|_{W^{1, \infty}(-1,1)}^{2}|\mathcal{O}|  \tag{3.28}\\
& \leq L_{2}^{2}|\mathcal{O}|
\end{align*}
$$

Finally, by 1-Lipschitz-continuity of the projection $\Pi_{n}: H \rightarrow H$, it follows

$$
\begin{equation*}
\left\|\varphi_{0, n}\right\|_{H}^{2} \leq\left\|\varphi_{0}\right\|_{H}^{2} \tag{3.29}
\end{equation*}
$$

Thus, combining (3.27)-(3.29) with (3.26), letting $p \in[2,+\infty$ ), multiplying the resulting inequality by two, taking $\frac{p}{2}$-powers, the supremum on the interval $[0, t]$ and expectations, we arrive at

$$
\begin{aligned}
& \mathbb{E} \sup _{\tau \in[0, t]}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{p}+\mathbb{E}\left|\int_{0}^{t}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \\
& \leq C\left[1+\mathbb{E}\left\|\varphi_{0}\right\|_{H}^{p}+\mathbb{E} \int_{0}^{t}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{p} \mathrm{~d} \tau+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s}\left(\varphi_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right)_{H} \mathrm{~d} W_{2}(\tau)\right|^{\frac{p}{2}}\right],
\end{aligned}
$$

where $C$ depends on $p$ and also on $c_{F}, L_{2},|\mathcal{O}|, T$. The Burkholder-Davis-Gundy and Hölder inequalities jointly with (3.28) entail

$$
\begin{align*}
& \mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s}\left(\varphi_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H}\right|^{\frac{p}{2}} \\
& \leq C \mathbb{E}\left|\int_{0}^{t}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{2}\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{4}} \\
& \leq C \mathbb{E}\left|\sup _{\tau \in[0, t]}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{2} \int_{0}^{t}\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{4}} \\
& \leq C L_{2}^{\frac{p}{2}}|\mathcal{O}|^{\frac{p}{4}} t^{\frac{p}{4}} \mathbb{E} \sup _{\tau \in[0, t]}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{\frac{p}{2}} \tag{3.30}
\end{align*}
$$

where $C$ only depends on $p$. In turn, thanks to (3.30) and the Young inequality, we can refine the estimate and get

$$
\mathbb{E} \sup _{\tau \in[0, t]}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{p}+\mathbb{E}\left|\int_{0}^{t}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \leq C\left[1+\mathbb{E}\left\|\varphi_{0}\right\|_{H}^{p}+\mathbb{E} \int_{0}^{t}\left\|\varphi_{\lambda, n}(\tau)\right\|_{H}^{p} \mathrm{~d} \tau\right]
$$

The Gronwall lemma entails that there exists $C_{1}$, independent of $n$ and $\lambda$, but depending on $p$ and the structural data of the problem, such that

$$
\begin{equation*}
\left\|\varphi_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; C^{0}([0, T] ; H)\right)}+\left\|\varphi_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}\left([0, T] ; V_{1}\right)\right)} \leq C_{1} \tag{3.31}
\end{equation*}
$$

for every fixed $p \geq 2$. Second estimate. We devise a similar argument for the $\boldsymbol{H}_{\sigma}$-norm of $\boldsymbol{u}_{\lambda, n}$.

Still exploiting [63, Theorem 4.2.5], the Itô formula implies

$$
\begin{align*}
& \frac{1}{2}\left\|\boldsymbol{u}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t}\left[\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}-\mu_{\lambda, n}(\tau) \nabla \varphi_{\lambda, n}(\tau) \cdot \boldsymbol{u}_{\lambda, n}(\tau)\right] \mathrm{d} \tau \\
& =\frac{1}{2}\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t}\left(\boldsymbol{u}_{\lambda, n}(\tau), G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau)\right)_{\boldsymbol{H}_{\sigma}} \\
&  \tag{3.32}\\
& +\frac{1}{2} \int_{0}^{t}\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \mathrm{~d} \tau
\end{align*}
$$

Next, we want to apply the standard Itô formula to the regularized energy functional $\mathcal{E}_{\lambda}: Z_{n} \times$ $\boldsymbol{Z}_{n} \rightarrow \mathbb{R}^{+}$

$$
\mathcal{E}_{\lambda}\left(\varphi_{\lambda, n}, \boldsymbol{u}_{\lambda, n}\right):=\frac{1}{2} \int_{\mathcal{O}}\left|\nabla \varphi_{\lambda, n}\right|^{2}+\frac{1}{2} \int_{\mathcal{O}}\left|\boldsymbol{u}_{\lambda, n}\right|^{2}+\int_{\mathcal{O}} F_{\lambda}\left(\varphi_{\lambda, n}\right) .
$$

However, notice that $\mathcal{E}_{\lambda}$ exactly contains the kinetic energy contribution linked to the fluid velocity field which we just handled in (3.32). Thus, it is sufficient to apply the Itô formula only to the portion of the energy linked to the order parameter $\varphi_{\lambda, n}$. Let us stress that this is only possible since no coupling energy terms are present. We set

$$
\Psi_{\lambda}: Z_{n} \rightarrow \mathbb{R}^{+}, \quad \Psi_{\lambda}(v):=\frac{1}{2} \int_{\mathcal{O}}|\nabla v|^{2}+\int_{\mathcal{O}} F_{\lambda}(v)
$$

It has already been shown in [71, Subsection 3.2] that $\Psi_{\lambda}$ is twice Fréchet-differentiable. Thus it is possible to apply the Itô formula in its classical version [23, Theorem 4.32]. This yields

$$
\begin{align*}
& \Psi_{\lambda}\left(\varphi_{\lambda, n}(t)+\int_{0}^{t}\left[\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2}+\mu_{\lambda, n}(\tau) \nabla \varphi_{\lambda, n}(\tau) \cdot \boldsymbol{u}_{\lambda, n}(\tau)\right] \mathrm{d} \tau\right. \\
& =\Psi_{\lambda}\left(\varphi_{0, n}\right)+\frac{1}{2} \int_{0}^{t}\left[\left\|\nabla G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2}+\sum_{k=1}^{\infty} \int_{\mathcal{O}} F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right) \mid g_{k}\left(\left.J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right|^{2}\right] \mathrm{d} \tau\right.  \tag{3.33}\\
& \quad+\int_{0}^{t}\left(\mu_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H}
\end{align*}
$$

where we recall that $D \Psi_{\lambda}\left(\varphi_{\lambda, n}\right)=\mu_{\lambda, n}$. Adding (3.32) and (3.33) together, we find

$$
\frac{1}{2}\left\|\boldsymbol{u}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\Psi_{\lambda}\left(\varphi_{\lambda, n}(t)\right)+\int_{0}^{t}\left[\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2}\right] \mathrm{d} \tau
$$

$$
\begin{align*}
= & \frac{1}{2}\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\Psi_{\lambda}\left(\varphi_{0, n}\right) \\
& +\frac{1}{2} \int_{0}^{t}\left[\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2}+\left\|\nabla G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2}\right] \mathrm{d} \tau \\
& +\frac{1}{2} \int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}} F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right)\left|g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau \\
& +\int_{0}^{t}\left(\boldsymbol{u}_{\lambda, n}(\tau), G_{1}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau)\right)_{\boldsymbol{H}_{\sigma}}+\int_{0}^{t}\left(\mu_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H} \tag{3.34}
\end{align*}
$$

Fix now $p \in[2,+\infty)$. Taking $\frac{p}{2}$-powers, supremum over $[0, t]$, and expectations of both sides of (3.34) yield

$$
\begin{align*}
& \mathbb{E} \sup _{\tau \in[0, t]}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\mathbb{E} \sup _{\tau \in[0, t]}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{p}+\mathbb{E} \sup _{\tau \in[0, t]}\left\|F_{\lambda}\left(\varphi_{\lambda, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \\
& \\
& +\mathbb{E}\left|\int_{0}^{t}\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\mathbb{E}\left|\int_{0}^{t}\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \\
& \leq C\left[\left.\mathbb{E}\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\mathbb{E}\left\|\nabla \varphi_{0, n}\right\|_{\boldsymbol{H}}^{p}+\mathbb{E}\left\|F_{\lambda}\left(\varphi_{0, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}}+\mathbb{E} \right\rvert\, \int_{0}^{t} \| G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau) \|\left._{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right.\right. \\
& \\
& +\mathbb{E}\left|\int_{0}^{t}\left\|\nabla G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\mathbb{E}\left|\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\right| F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right) \| g_{k}\left(\left.\left.J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right|^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right.  \tag{3.35}\\
& \quad+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s}\left(\boldsymbol{u}_{\lambda, n}(\tau), G_{1}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau)\right)_{\boldsymbol{H}_{\sigma}}\right|^{\frac{p}{2}} \\
& \left.\quad+\mathbb{E} \sup _{s \in[0, t]}\left|\int_{0}^{s}\left(\mu_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H}\right|^{\frac{p}{2}}\right],
\end{align*}
$$

where $C$ only depends on $p$. Next, we address the terms on the right hand side of (3.35). By (3.10) and Assumption (A2), we deduce

$$
\begin{equation*}
\left.\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \leq\left\|G_{1}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \leq 2 C_{G_{1}}^{2}\left(1+\| \boldsymbol{u}_{\lambda, n}(\tau)\right) \|_{\boldsymbol{H}_{\sigma}}^{2}\right) . \tag{3.36}
\end{equation*}
$$

Since $\varphi_{\lambda, n}(\tau) \in V_{1}$, recalling assumption (A3), (3.28), and the non-expansivity of $J_{\lambda}$, we have

$$
\left\|\nabla G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2} \leq\left\|\nabla G_{2, \lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2}
$$

$$
\begin{align*}
& =\sum_{k=1}^{\infty}\left\|g_{k}^{\prime}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right) \nabla J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{H}^{2} \\
& \leq \sum_{k=1}^{\infty}\left\|g_{k}\right\|_{W^{1, \infty}(-1,1)}^{2}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{H}^{2} \\
& \leq L_{2}^{2}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{H}^{2} . \tag{3.37}
\end{align*}
$$

Furthermore, since $F^{\prime \prime}=\gamma^{\prime}-c_{F}$, by (3.2) we have that, for all $x \in \mathbb{R}$,

$$
F_{\lambda}^{\prime \prime}(x)=\gamma_{\lambda}^{\prime}(x)-c_{F}=\gamma^{\prime}\left(J_{\lambda}(x)\right) J_{\lambda}^{\prime}(x)-c_{F}=F^{\prime \prime}\left(J_{\lambda}(x)\right) J_{\lambda}^{\prime}(x)+c_{F}\left(J_{\lambda}^{\prime}(x)-1\right) .
$$

Thus, thanks to (A3) and the non-expansivity of $J_{\lambda}$, we get

$$
\begin{align*}
& \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right|^{2} \leq \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|F^{\prime \prime}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right) \| g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right|^{2} \\
&+2 c_{F}|\mathcal{O}| \sum_{k=1}^{\infty}\left\|g_{k}\right\|_{W^{1, \infty}(-1,1)}^{2} \\
& \leq|\mathcal{O}| L_{2}^{2}\left(1+2 c_{F}\right) \tag{3.38}
\end{align*}
$$

Finally, we address the stochastic integrals. Using (3.36) jointly with the Burkholder-DavisGundy and Young inequalities, for every $\delta>0$ we obtain

$$
\begin{align*}
& \mathbb{E} \sup _{\tau \in[0, t]}\left|\int_{0}^{t}\left(\boldsymbol{u}_{\lambda, n}(\tau), G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau)\right)_{\boldsymbol{H}_{\sigma}}\right|^{\frac{p}{2}} \\
& \leq C \mathbb{E}\left|\int_{0}^{t}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{4}} \\
& \leq C 2^{\frac{p}{4}} C_{G_{1}}^{\frac{p}{2}} \mathbb{E}\left|\sup _{\tau \in[0, t]}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \int_{0}^{t}\left(1+\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}\right) \mathrm{d} \tau\right|^{\frac{p}{4}} \\
& \leq \delta \mathbb{E} \sup _{\tau \in[0, t]}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+C_{p, \delta} \mathbb{E} \int_{0}^{t}\left(1+\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p}\right) \mathrm{d} \tau, \tag{3.39}
\end{align*}
$$

where $C$ only depends on $\delta, p$, and $T$. Moreover, by (3.28) and the same inequalities, we also get

$$
\mathbb{E} \sup _{\tau \in[0, t]}\left|\int_{0}^{t}\left(\mu_{\lambda, n}(\tau), G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right)_{H}\right|^{\frac{p}{2}}
$$

$$
\begin{align*}
& \leq C \mathbb{E}\left|\int_{0}^{t}\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2}\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} \tau\right|^{\frac{p}{4}} \\
& \leq C L_{2}^{\frac{p}{2}}|\mathcal{O}|^{\frac{p}{4}} \mathbb{E}\left|\int_{0}^{t}\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{4}} \leq C+\delta \mathbb{E}\left|\int_{0}^{t}\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \tag{3.40}
\end{align*}
$$

where $C$ only depends on $p, \delta$, and $\mathcal{O}$. Finally, the non-expansivity of the orthogonal projectors on $W_{n}$ and $\boldsymbol{W}_{n}$ imply

$$
\begin{equation*}
\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{p} \leq\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{p}, \quad\left\|\nabla \varphi_{0, n}\right\|_{\boldsymbol{H}}^{p} \leq\left\|\nabla \varphi_{0}\right\|_{\boldsymbol{H}}^{p} \tag{3.41}
\end{equation*}
$$

whereas, since $F_{\lambda}^{\prime}$ is linearly bounded, being Lipschitz-continuous, $F_{\lambda}$ is quadratically bounded so that

$$
\begin{equation*}
\left\|F_{\lambda}\left(\varphi_{0, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \leq C_{\lambda}\left(1+\left\|\varphi_{0, n}\right\|_{H}^{p}\right) \leq C\left(1+\left\|\varphi_{0}\right\|_{H}^{p}\right) \tag{3.42}
\end{equation*}
$$

where $C_{\lambda}$ depends on $\lambda$ and $p$. Collecting (3.36)-(3.42) and choosing $\delta$ small enough, from (3.35) we infer that

$$
\begin{align*}
& \mathbb{E} \sup _{\tau \in[0, t]}\left\|\boldsymbol{u}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\mathbb{E} \sup _{\tau \in[0, t]}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{p}+\mathbb{E} \sup _{\tau \in[0, t]}\left\|F_{\lambda}\left(\varphi_{\lambda, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \\
& \quad+\mathbb{E}\left|\int_{0}^{t}\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\frac{1}{2} \mathbb{E}\left|\int_{0}^{t}\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \\
& \leq C_{\lambda}\left[1+\mathbb{E}\left\|\varphi_{0}\right\|_{V}^{p}+\mathbb{E}\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\mathbb{E} \int_{0}^{t}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p} \mathrm{~d} \tau+\mathbb{E} \int_{0}^{t}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{p} \mathrm{~d} \tau\right] . \tag{3.43}
\end{align*}
$$

Here $C_{\lambda}$ depends on $\lambda$ and $p$. An application of the Gronwall lemma entails the existence of $C_{2}, C_{3}, C_{4}$, depending on $\lambda, p$ and $T$, such that

$$
\begin{align*}
\left\|\boldsymbol{u}_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; C^{0}\left([0, T] ; \boldsymbol{H}_{\sigma}\right)\right)}+\left\|\boldsymbol{u}_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}\left(0, T ; V_{1}\right)\right)} \leq C_{2},  \tag{3.44}\\
\left\|\varphi_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; C^{0}\left([0, T] ; V_{1}\right)\right)} \leq C_{3},  \tag{3.45}\\
\left\|\mu_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}(0, T ; H)\right)}+\left\|F_{\lambda}\left(\varphi_{\lambda, n}\right)\right\|_{L_{\mathscr{P}}^{p / 2}\left(\Omega ; C^{0}\left([0, T] ; L^{1}(\mathcal{O})\right)\right)} \leq C_{4} . \tag{3.46}
\end{align*}
$$

Further estimates. The Lipschitz-continuity of $F_{\lambda}^{\prime}$ and the fact that $F_{\lambda}^{\prime}(0)=0$ entail

$$
\left|F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}(t)\right)\right| \leq C_{\lambda}\left|\varphi_{\lambda, n}(t)\right|
$$

for some $C_{\lambda}$ only depending on $\lambda$. Therefore, thanks to (3.31) we also get the estimate

$$
\begin{equation*}
\left\|F_{\lambda}^{\prime}\left(\varphi_{\lambda, n}\right)\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}(0, T ; H)\right)} \leq C_{5} . \tag{3.47}
\end{equation*}
$$

Additionally, by comparison in (3.14), we get

$$
\begin{equation*}
\left\|\varphi_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{2}\left(0, T ; V_{2}\right)\right)} \leq C_{6} . \tag{3.48}
\end{equation*}
$$

Here $C_{5}$ or $C_{6}$ depend on $\lambda, p$, and $T$. In light of (3.36), (3.37) and on account of (3.44) and (3.45), we deduce

$$
\begin{array}{r}
\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right)\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; L^{\infty}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)\right)\right)} \leq C_{7}, \\
\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right)\right\|_{L_{\mathscr{P}}^{p}}^{p}\left(\Omega ; L^{\infty}\left(0, T ; \mathscr{L}^{2}\left(U_{2}, V_{1}\right)\right)\right)  \tag{3.50}\\
+\left\|G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right)\right\|_{L^{\infty}\left(\Omega \times(0, T) ; \mathscr{L}^{2}\left(U_{2}, H\right)\right)} \leq C_{8} .
\end{array}
$$

Here, again, the constants $C_{7}, C_{8}$ depend on $\lambda$. As a consequence of [36, Lemma 2.1], the following estimates on the Itô integrals hold:

$$
\begin{array}{ll}
\left\|\int_{0} G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau)\right\|_{L^{p}\left(\Omega ; W^{k, p}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right)} & \leq C_{9} \\
\left\|\int_{0}^{\int_{2, \lambda}} G_{2, \lambda}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)\right\|_{L^{p}\left(\Omega ; W^{k, p}\left(0, T ; V_{1}\right)\right) \cap L^{q}\left(\Omega ; W^{k, q}(0, T ; H)\right)} & \leq C_{10}, \tag{3.52}
\end{array}
$$

for every $k \in\left(0, \frac{1}{2}\right)$ and $q \geq 1$, where $C_{9}$ and $C_{10}$ depend on $\lambda, p, q, k$, and $T$. Estimates (3.51) and (3.52) enable us to carry out two comparison arguments. Let us interpret (3.18) as an equality in $V_{1}^{*}$,

$$
\begin{aligned}
\left\langle\varphi_{\lambda, n}(t), \psi\right\rangle_{V_{1}^{*}, V_{1}}= & -\int_{0}^{t} \int_{\mathcal{O}}\left[\boldsymbol{u}_{\lambda, n}(s) \cdot \nabla \varphi_{\lambda, n}(s)+\mu_{\lambda, n}(s)\right] \psi \mathrm{d} s \\
& +\left\langle\varphi_{0, n}, \psi\right\rangle_{V_{1}^{*}, V_{1}}+\left(\int_{0}^{t} G_{2, \lambda, n}\left(\varphi_{\lambda, n}(s)\right) \mathrm{d} W_{2}(s), \psi\right)_{H}
\end{aligned}
$$

for all $\psi \in V_{1}$ such that $\|\psi\|_{V_{1}}=1, t \in[0, T], \mathbb{P}$-almost-surely. It is clear that, by the Hölder inequality,

$$
\begin{equation*}
\left|\int_{\mathcal{O}} \psi \boldsymbol{u}_{\lambda, n} \cdot \nabla \varphi_{\lambda, n}+\psi \mu_{\lambda, n}\right| \leq\left\|\boldsymbol{u}_{\lambda, n}\right\|_{\boldsymbol{H}_{\sigma}}\left\|\nabla \varphi_{\lambda, n}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})}+\left\|\mu_{\lambda, n}\right\|_{H} \tag{3.53}
\end{equation*}
$$

implying (see (3.44), (3.46), and (3.48))

$$
\begin{equation*}
\left\|\int_{0}^{t} \int_{\mathcal{O}}\left[\boldsymbol{u}_{\lambda, n}(s) \cdot \nabla \varphi_{\lambda, n}(s)+\mu_{\lambda, n}(s)\right] \mathrm{d} s\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; H^{1}\left(0, T ; V_{1}^{*}\right)\right)} \leq C_{\lambda} \tag{3.54}
\end{equation*}
$$

for some $C_{\lambda}$ depending on $\lambda, p$ and $T$. Then, recalling that

$$
\left|\left\langle\varphi_{0, n}, \psi\right\rangle_{V_{1}^{*}, V_{1}}\right| \leq\left\|\varphi_{0, n}\right\|_{H} \leq\left\|\varphi_{0}\right\|_{H}
$$

and estimate (3.52) as well as Lemma 2.1, we find

$$
\begin{equation*}
\left\|\varphi_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right)\right)} \leq C_{11} \tag{3.55}
\end{equation*}
$$

for some $\beta=\beta(p) \in\left(\frac{1}{p}, \frac{1}{2}\right)$ if $p>2$, and for all $\beta \in\left(0, \frac{1}{2}\right)$ if $p=2$. The constant $C_{11}$ may depend on $\lambda, \beta, p$, and $T$.

Remark 3.3. Observe that $\beta$ is always well defined. Here, we apply Lemma 2.1 with $r=2$ and $X=V_{1}^{*}$. If $\alpha$ denotes the Sobolev fractional exponent given by Lemma 2.1, then the following alternative holds:
(a) if $p=2$, then any value of $\alpha \in(0,1)$ is valid, and therefore we can set an arbitrary $\beta \in\left(0, \frac{1}{2}\right)$;
(b) if $p>2$, then any value of $\alpha \in\left(0, \frac{2}{p}\right]$ is valid, and therefore we can set an arbitrary $\beta \in$ $\left(\frac{1}{p}, \min \left(\frac{2}{p}, \frac{1}{2}\right)\right) \subset\left(\frac{1}{p}, \frac{1}{2}\right)$.

Similarly, we consider the weak formulation of the discretized Navier-Stokes equation

$$
\begin{aligned}
\left\langle\boldsymbol{u}_{\lambda, n}(t), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}= & -\int_{0}^{t}\left[\left\langle\boldsymbol{A} \boldsymbol{u}_{\lambda, n}(s), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\left\langle\boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}(s), \boldsymbol{u}_{\lambda, n}(s)\right), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right] \mathrm{d} s \\
& -\int_{0}^{t} \int_{\mathcal{O}} \mu_{\lambda, n}(s) \nabla \varphi_{\lambda, n}(s) \cdot \boldsymbol{v} \mathrm{d} s+\left(\boldsymbol{u}_{0, n}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \\
& +\left(\int_{0}^{t} G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(s)\right) \mathrm{d} W_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}
\end{aligned}
$$

for all $\boldsymbol{v} \in \boldsymbol{V}_{\sigma}$ such that $\|\boldsymbol{v}\|_{V_{\sigma}}=1, t \in[0, T], \mathbb{P}$-almost-surely. Then, we have

$$
\left|\left\langle\boldsymbol{u}_{0, n}, \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right| \leq\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}} \leq\left\|\boldsymbol{u}_{0}\right\|_{\boldsymbol{H}_{\sigma}} .
$$

Owing to (3.44) and the continuity of $\boldsymbol{A}$, we infer

$$
\left\|\int_{0} \boldsymbol{A} \boldsymbol{u}_{\lambda, n}(s) \mathrm{d} s\right\|_{L_{\mathscr{P}}^{p}\left(\Omega ; H^{1}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right)} \leq C_{\lambda}
$$

for some $C_{\lambda}$ depending on $\lambda, p$ and $T$, but independent of $n$. Next, we recall the well-known inequality

$$
\begin{equation*}
\left\|\boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}, \boldsymbol{u}_{\lambda, n}\right)\right\|_{\boldsymbol{V}_{\sigma}^{*}} \leq\left\|\boldsymbol{u}_{\lambda, n}\right\|_{\boldsymbol{H}_{\sigma}}^{2-\frac{d}{2}}\left\|\boldsymbol{u}_{\lambda, n}\right\|_{\boldsymbol{V}_{\sigma}}^{\frac{d}{2}} . \tag{3.56}
\end{equation*}
$$

Therefore, we find

$$
\left\|\int_{0} \boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}(s), \boldsymbol{u}_{\lambda, n}(s)\right) \mathrm{d} s\right\|_{L_{\mathscr{P}}^{\frac{p}{2}}\left(\Omega ; W^{1, \frac{4}{d}}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right)} \leq C_{\lambda}
$$

Furthermore, since by the Hölder, Gagliardo-Nirenberg and Young inequalities, we have

$$
\begin{equation*}
\left|\int_{\mathcal{O}} \mu_{\lambda, n} \nabla \varphi_{\lambda, n} \cdot \boldsymbol{v}\right| \leq\left\|\mu_{\lambda, n}\right\|_{H}\left\|\nabla \varphi_{\lambda, n}\right\|_{L^{3}(\mathcal{O})}\|\boldsymbol{v}\|_{\boldsymbol{L}^{6}(\mathcal{O})} \leq C\left\|\mu_{\lambda, n}\right\|_{H}\left\|\varphi_{\lambda, n}\right\|_{L^{6}(\mathcal{O})}^{\frac{1}{2}}\left\|\varphi_{\lambda, n}\right\|_{V_{2}}^{\frac{1}{2}} \tag{3.57}
\end{equation*}
$$

for both $d=2$ and $d=3$. Thus we get

$$
\left\|\int_{0} \mu_{\lambda, n}(s) \nabla \varphi_{\lambda, n}(s) \mathrm{d} s\right\|_{L_{\mathscr{P}}^{\frac{p}{2}}\left(\Omega ; W^{1,,^{3}}\left(0, T ; V_{\sigma}^{*}\right)\right)} \leq C_{\lambda}
$$

Summing up, also owing to (3.50) and Lemma 2.1, we arrive at

$$
\begin{equation*}
\left\|\boldsymbol{u}_{\lambda, n}\right\|_{L_{\mathscr{P}}^{\frac{p}{2}}\left(\Omega ; W^{\gamma, p}\left(0, T ; V_{\sigma}^{*}\right)\right)} \leq C_{12} \tag{3.58}
\end{equation*}
$$

for some $\gamma=\gamma(p) \in\left(\frac{1}{p}, \frac{1}{2}\right)$ if $p>2$, and for all $\gamma \in\left(0, \frac{1}{2}\right)$ if $p=2$. Here $C_{12}$ depends on $\lambda, \gamma, p$, and $T$.

Remark 3.4. Observe that $\gamma$ is always well defined. In this case, we apply Lemma 2.1 with $r=\frac{4}{3}$ and $X=\boldsymbol{V}_{\sigma}^{*}$. Let $\alpha$ denote once again the fractional Sobolev exponent given by Lemma 2.1. Given any $p>2>\frac{4}{3}$, we have that any value of $\alpha \in\left(0, \frac{4}{3 p}\right]$ is valid, and therefore we can set an arbitrary $\gamma \in\left(\frac{1}{p}, \min \left(\frac{4}{3 p}, \frac{1}{2}\right)\right) \subset\left(\frac{1}{p}, \frac{1}{2}\right)$. If $p=2$ then we get any value of $\alpha \in\left(0, \frac{2}{3}\right]$. Hence we can choose any $\gamma \in\left(0, \frac{1}{2}\right)$.

In the following, we assume that, given $p \geq 2$, the exponents $\beta=\beta(p)$ and $\gamma=\gamma(p)$ are fixed. Notice that if $p>2$, then trivially $\beta$ and $\gamma$ are both greater than 1 .

### 3.4. Passage to the limit as $n \rightarrow+\infty$

Owing to the previously proven uniform estimates, we now pass to the limit as $n \rightarrow+\infty$ keeping $\lambda \in(0,1)$ fixed. Let $p>2$.

Lemma 3.5. The family of laws of $\left(\boldsymbol{u}_{\lambda, n}\right)_{n \in \mathbb{N}}$ is tight in the space $Z_{\boldsymbol{u}}:=L^{2}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \cap$ $C^{0}\left([0, T] ; D\left(A^{-\delta}\right)\right)$ for any $\delta \in\left(0, \frac{1}{2}\right)$. The family of laws of $\left(\varphi_{\lambda, n}\right)_{n \in \mathbb{N}}$ is tight in the space $Z_{\varphi}:=L^{2}\left(0, T ; V_{1}\right) \cap C^{0}([0, T] ; H)$.

Proof. To prove the claims, we follow a standard argument (refer, for instance, to [71, Subsection 3.3] or [81, Proposition 1]). We first recall we have that the embeddings (see [76, Corollary 5])

$$
\begin{aligned}
& L^{\infty}\left(0, T ; V_{1}\right) \cap W^{\beta, p}\left(0, T ; V_{1}^{*}\right) \hookrightarrow C^{0}([0, T] ; H), \\
& L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \cap W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right) \hookrightarrow C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right), \\
& L^{2}\left(0, T ; V_{2}\right) \cap W^{\beta, p}\left(0, T ; V_{1}^{*}\right) \hookrightarrow L^{2}\left(0, T ; V_{1}\right), \\
& L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right) \cap W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right) \hookrightarrow L^{2}\left(0, T ; \boldsymbol{H}_{\sigma}\right),
\end{aligned}
$$

are compact (the intersection spaces are endowed with their canonical norm), since $\beta, \gamma>\frac{1}{p}$, $p>2$. Here, $\delta \in\left(0, \frac{1}{2}\right)$. Let us prove the first one, the other three cases being similar. For any $R>0$, let $B_{R}$ denote the closed ball of radius $R$ in $L^{\infty}\left(0, T ; V_{1}\right) \cap W^{\beta, p}\left(0, T ; V_{1}^{*}\right)$. Then the Markov inequality, jointly with estimates (3.45) and (3.58), implies

$$
\begin{aligned}
\mathbb{P}\left\{\varphi_{\lambda, n} \in B_{R}^{C}\right\} & =\mathbb{P}\left\{\left\|\varphi_{\lambda, n}\right\|_{L^{\infty}\left(0, T ; V_{1}\right) \cap W^{\beta, p}\left(0, T ; V_{1}^{*}\right)}>R\right\} \\
& \leq \frac{1}{R^{p}} \mathbb{E}\left\|\varphi_{\lambda, n}\right\|_{L^{\infty}\left(0, T ; V_{1}\right) \cap W^{\beta, p}\left(0, T ; V_{1}^{*}\right)}^{p} \\
& \leq \frac{C_{\lambda}}{R^{p}}
\end{aligned}
$$

for some $C_{\lambda}>0$ depending on $\lambda>$ This yields

$$
\lim _{n \rightarrow+\infty} \sup _{n \in \mathbb{N}} \mathbb{P}\left\{\varphi_{\lambda, n} \in B_{R}^{C}\right\}=0
$$

so that the first claim is proven. The remaining claims can be proven analogously, replacing the spaces accordingly and exploiting the corresponding estimates.

We now set

$$
\begin{aligned}
& G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right) \cdot W_{1}:=\int_{0}^{\infty} G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right) \mathrm{d} W_{1}(\tau), \\
& G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right) \cdot W_{2}:=\int_{0} G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right) \mathrm{d} W_{2}(\tau)
\end{aligned}
$$

With a little modification in the proof of Lemma 3.5, we can also prove
Lemma 3.6. The family of laws of $\left(G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right) \cdot W_{1}\right)_{n \in \mathbb{N}}$ is tight in the space $C^{0}\left([0, T] ; \boldsymbol{V}_{\sigma}^{*}\right)$. The family of laws of $\left(G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right) \cdot W_{2}\right)_{n \in \mathbb{N}}$ is tight in the space $C^{0}([0, T] ; H)$.

Proof. By [36, Theorem 2.2], since $\beta p>1$ and $\gamma p>1$, we have that the embeddings

$$
W^{\beta, p}\left(0, T ; V_{1}\right) \hookrightarrow C^{0}([0, T] ; H), \quad W^{\gamma, p}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \hookrightarrow C^{0}\left([0, T] ; \boldsymbol{V}_{\sigma}^{*}\right)
$$

are compact. The argument of the proof of Lemma 3.5, recalling estimates (3.51) and (3.52), is enough to conclude the claims.

Next, we consider the constant sequences of cylindrical Wiener processes

$$
W_{1, n} \equiv W_{1}, \quad W_{2, n} \equiv W_{2}
$$

Lemma 3.7. The family of laws of $\left(W_{1, n}\right)_{n \in \mathbb{N}}$ is tight in $C^{0}\left([0, T] ; U_{1}^{0}\right)$. The family of laws of $\left(W_{2, n}\right)_{n \in \mathbb{N}}$ is tight in $C^{0}\left([0, T] ; U_{2}^{0}\right)$.

Proof. It directly follows from the fact that every measure on a complete separable metric space is tight.

Finally, we consider the sequences of approximated initial conditions.

Lemma 3.8. The family of laws of $\left(\boldsymbol{u}_{0, n}\right)_{n \in \mathbb{N}}$ is tight in $\boldsymbol{V}_{\sigma}^{*}$. The family of laws of $\left(\varphi_{0, n}\right)_{n \in \mathbb{N}}$ is tight in $H$.

Proof. It is a third iteration of the proof of Lemma 3.5, exploiting the compact embeddings

$$
\boldsymbol{H}_{\sigma} \hookrightarrow \boldsymbol{V}_{\sigma}^{*}, \quad V_{1} \hookrightarrow H
$$

and the Markov inequality on closed balls of $\boldsymbol{H}_{\sigma}$ and $V_{1}$, respectively.

As an immediate consequence of Lemmas 3.5-3.8, we get that the family of laws of

$$
\left(\boldsymbol{u}_{\lambda, n}, \varphi_{\lambda, n}, G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right) \cdot W_{1, n}, G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right) \cdot W_{2, n}, W_{1, n}, W_{2, n}, \boldsymbol{u}_{0, n}, \varphi_{0, n}\right)_{n \in \mathbb{N}}
$$

is tight in the product space

$$
Z_{u} \times Z_{\varphi} \times C^{0}\left([0, T] ; \boldsymbol{V}_{\sigma}^{*}\right) \times C^{0}([0, T] ; H) \times C^{0}\left([0, T] ; U_{1}^{0}\right) \times C^{0}\left([0, T] ; U_{2}^{0}\right) \times \boldsymbol{V}_{\sigma}^{*} \times H
$$

Owing to the Prokhorov and Skorokhod theorems (see [57, Theorem 2.7] and [82, Theorem 1.10.4, Addendum 1.10.5]), there exists a probability space ( $\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{\mathbb{P}}$ ) and a sequence of random variables $X_{n}:(\widetilde{\Omega}, \widetilde{\mathscr{F}}) \rightarrow(\Omega, \mathscr{F})$ such that the law of $X_{n}$ is $\mathbb{P}$ for every $n \in \mathbb{N}$, namely $\widetilde{\mathbb{P}} \circ$ $X_{n}^{-1}=\mathbb{P}$ (so that composition with $X_{n}$ preserves laws), and the following convergences hold

$$
\begin{aligned}
\widetilde{\boldsymbol{u}}_{\lambda, n}:=\boldsymbol{u}_{\lambda, n} \circ X_{n} \rightarrow \widetilde{\boldsymbol{u}}_{\lambda} & \text { in } Z_{\boldsymbol{u}}=L^{2}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \cap C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right), \mathbb{P} \text {-a.s.; } \\
\widetilde{\varphi}_{\lambda, n}:=\varphi_{\lambda, n} \circ X_{n} \rightarrow \widetilde{\varphi}_{\lambda} & \text { in } Z_{\varphi}:=L^{2}\left(0, T ; V_{1}\right) \cap C^{0}([0, T] ; H), \mathbb{P} \text {-a.s.; } \\
\widetilde{I}_{\lambda, n}:=\left(G_{1, n}\left(\boldsymbol{u}_{\lambda, n}\right) \cdot W_{1, n}\right) \circ X_{n} \rightarrow \widetilde{I}_{\lambda} & \text { in } C^{0}\left([0, T] ; \boldsymbol{V}_{\sigma}^{*}\right), \mathbb{P} \text {-a.s.; } \\
\widetilde{J}_{\lambda, n}:=\left(G_{2, \lambda, n}\left(\varphi_{\lambda, n}\right) \cdot W_{2, n}\right) \circ X_{n} \rightarrow \widetilde{J}_{\lambda} & \text { in } C^{0}([0, T] ; H), \mathbb{P} \text {-a.s.; } \\
\widetilde{W}_{1, n}:=W_{1, n} \circ X_{n} \rightarrow \widetilde{W}_{1} & \text { in } C^{0}\left([0, T] ; U_{1}^{0}\right), \mathbb{P} \text {-a.s.; } \\
\widetilde{W}_{2, n}:=W_{2, n} \circ X_{n} \rightarrow \widetilde{W}_{2} & \text { in } C^{0}\left([0, T] ; U_{2}^{0}\right), \mathbb{P} \text {-a.s.; } \\
\widetilde{\boldsymbol{u}}_{0, n}:=\boldsymbol{u}_{0, n} \circ X_{n} \rightarrow \widetilde{\boldsymbol{u}}_{0} & \text { in } \boldsymbol{V}_{\sigma}^{*}, \mathbb{P} \text {-a.s.; } \\
\widetilde{\varphi}_{0, n}:=\varphi_{0, n} \circ X_{n} \rightarrow \widetilde{\varphi}_{0} & \text { in } H, \mathbb{P} \text {-a.s., }
\end{aligned}
$$

for some limiting processes $\widetilde{\boldsymbol{u}}_{\lambda}, \widetilde{\varphi}_{\lambda}, \widetilde{I}_{\lambda}, \widetilde{J}_{\lambda}, \widetilde{W}_{1}, \widetilde{W}_{2}, \widetilde{\boldsymbol{u}}_{0}, \widetilde{\varphi}_{0}$ belonging to the specified spaces. Let us recall that, for the sake of what follows, if $(S, \mathcal{M}, v)$ is a finite positive measure space and $X$ is any Banach space, then the Bochner space $L^{r}(S ; X)$ is reflexive if and only if $L^{r}(S, v)$ and $X$ are reflexive (see, for instance, [29, Corollary 2, p. 100]). By the previously proven uniform estimates and the preservation of laws under $X_{n}$, up to a subsequence which we do not relabel, the Vitali convergence theorem, the Eberlein-Smulian theorem and the Banach-Alaoglu theorem entail

$$
\begin{aligned}
& \widetilde{\boldsymbol{u}}_{\lambda, n} \rightarrow \widetilde{\boldsymbol{u}}_{\lambda} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \cap C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right)\right) \text { if } q<p, \\
& \widetilde{\boldsymbol{u}}_{\lambda, n} \rightharpoonup \widetilde{\boldsymbol{u}}_{\lambda} \quad \text { in } L^{p}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right), \\
& \widetilde{\boldsymbol{u}}_{\lambda, n} \xrightarrow{*} \widetilde{\boldsymbol{u}}_{\lambda} \quad \text { in } L_{w}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) \cap L^{\frac{p}{2}}\left(\widetilde{\Omega} ; W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right), \\
& \widetilde{\varphi}_{\lambda, n} \rightarrow \widetilde{\varphi}_{\lambda} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; V_{1}\right) \cap C^{0}([0, T] ; H)\right) \text { if } q<p, \\
& \widetilde{\varphi}_{\lambda, n} \rightharpoonup \widetilde{\varphi}_{\lambda} \quad \text { in } L^{p}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right), \\
& \widetilde{\varphi}_{\lambda, n} \xrightarrow{*} \widetilde{\varphi}_{\lambda} \text { in } L_{w}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left(0, T ; V_{1}\right)\right) \cap L^{p}\left(\widetilde{\Omega} ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right)\right), \\
& \widetilde{I}_{\lambda, n} \rightarrow \widetilde{I}_{\lambda} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; V_{\sigma}^{*}\right)\right) \text { if } q<p, \\
& \widetilde{J}_{\lambda, n} \rightarrow \widetilde{J}_{\lambda} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; C^{0}([0, T] ; H)\right) \text { if } q<p, \\
& \widetilde{W}_{1, n} \rightarrow \widetilde{W}_{1} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; U_{1}^{0}\right)\right) \text { if } q<p, \\
& \widetilde{W}_{2, n} \rightarrow \widetilde{W}_{2} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; U_{2}^{0}\right)\right) \text { if } q<p, \\
& \widetilde{\boldsymbol{u}}_{0, n} \rightarrow \widetilde{\boldsymbol{u}}_{0} \quad \text { in } L^{q}\left(\widetilde{\Omega} ; V_{\sigma}^{*}\right) \text { if } q<p, \\
& \widetilde{\varphi}_{0, n} \rightarrow \widetilde{\varphi}_{0} \\
& \text { in } L^{q}(\widetilde{\Omega} ; H) \text { if } q<p .
\end{aligned}
$$

Let us now define

$$
\tilde{\mu}_{\lambda, n}:=\mu_{\lambda, n} \circ X_{n} .
$$

By uniform boundedness and weak compactness, there exists some $\tilde{\mu}_{\lambda}$ such that

$$
\tilde{\mu}_{\lambda, n} \rightharpoonup \tilde{\mu}_{\lambda} \quad \text { in } L^{p}\left(\widetilde{\Omega} ; L^{2}(0, T ; H)\right)
$$

Observe that, from the proof of the Skorokhod theorem (see, for instance [23, Proof of Theorem 2.3]), we have that the probability space ( $\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{\mathbb{P}})$ is independent of $\lambda$. Indeed, one may choose $(\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{\mathbb{P}})=([0,1), \mathscr{B}([0,1)), \mathrm{d} x)$ where $\mathrm{d} x$ denotes the 1 -dimensional Lebesgue measure. Taking into account the previous considerations and further straightforward weak convergences, the limit processes fulfill the following regularity properties:

$$
\begin{aligned}
& \widetilde{\boldsymbol{u}}_{\lambda} \in L^{\frac{p}{2}}\left(\widetilde{\Omega} ; W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right) \cap L^{p}(\widetilde{\Omega} ; \\
& \\
& \left.\quad C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right) \cap L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right) \cap L_{w}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) ; \\
& \widetilde{\varphi}_{\lambda} \in L^{p}\left(\widetilde{\Omega} ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right)\right. \\
& \left.\quad \cap C^{0}([0, T] ; H) \cap L^{2}\left(0, T ; V_{2}\right)\right) \cap L_{w}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left(0, T ; V_{1}\right)\right) ; \\
& \widetilde{\mu}_{\lambda} \in L^{p}\left(\widetilde{\Omega} ; L^{2}(0, T ; H)\right) ; \\
& \widetilde{I}_{\lambda} \in L^{p}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; V_{\sigma}^{*}\right)\right) ; \\
& \widetilde{J}_{\lambda} \in L^{p}\left(\widetilde{\Omega} ; C^{0}([0, T] ; H)\right) ; \\
& \widetilde{W}_{1} \in L^{p}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; U_{1}^{0}\right)\right) ; \\
& \widetilde{W}_{2} \in L^{p}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; U_{2}^{0}\right)\right) ; \\
& \widetilde{\boldsymbol{u}}_{0} \in L^{p}\left(\widetilde{\Omega} ; \boldsymbol{H}_{\sigma}\right) ; \\
& \widetilde{\varphi}_{0} \in L^{p}\left(\widetilde{\Omega} ; \mathcal{B} \cap V_{1}\right) .
\end{aligned}
$$

From this starting point, we now address several issues.
The nonlinearities. First of all, by Lipschitz-continuity of $F_{\lambda}^{\prime}$, it follows that

$$
F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda, n}\right) \rightarrow F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right) \quad \text { in } L^{p}\left(\widetilde{\Omega} ; L^{2}(0, T ; H)\right)
$$

Moreover, since $G_{1, n}$ is uniformly Lipschitz-continuous (recall Proposition 3.1) and

$$
\begin{aligned}
\| G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}\right) & -G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right) \|_{L^{p}\left(\widetilde{\Omega}, L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, Y\right)\right)\right)} \\
\leq & \left\|G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}\right)-G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right)\right\|_{L^{p}\left(\widetilde{\Omega}, L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, Y\right)\right)\right)} \\
& +\left\|G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right)-G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right)\right\|_{L^{p}\left(\widetilde{\Omega}, L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, Y\right)\right)\right)}
\end{aligned}
$$

we conclude

$$
G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}\right) \rightarrow G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right) \quad \text { in } L^{q}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, Y\right)\right)\right) \text { if } q<p
$$

A very similar computation also shows

$$
G_{2, \lambda, n}\left(\widetilde{\varphi}_{\lambda, n}\right) \rightarrow G_{2, \lambda}\left(\widetilde{\varphi}_{\lambda}\right) \quad \text { in } L^{q}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{2}, H\right)\right)\right) \text { if } q<p
$$

Next, we address the Korteweg term representing the capillary force. Let us prove that

$$
\tilde{\mu}_{\lambda, n} \nabla \widetilde{\varphi}_{\lambda, n} \rightharpoonup \tilde{\mu}_{\lambda} \nabla \widetilde{\varphi}_{\lambda} \quad \text { in } L^{1}(\widetilde{\Omega} \times(0, T) \times \mathcal{O})
$$

Indeed, for any $\boldsymbol{w} \in \boldsymbol{L}^{\infty}(\widetilde{\Omega} \times(0, T) \times \mathcal{O})$,

$$
\begin{aligned}
& \left|\widetilde{\mathbb{E}} \int_{\mathcal{O} \times(0, T)}\left(\tilde{\mu}_{\lambda, n} \nabla \widetilde{\varphi}_{\lambda, n}-\tilde{\mu}_{\lambda} \nabla \widetilde{\varphi}_{\lambda}\right) \cdot \boldsymbol{w}\right| \\
& \leq\left|\widetilde{\mathbb{E}} \int_{\mathcal{O} \times(0, T)} \tilde{\mu}_{\lambda, n}\left(\nabla \widetilde{\varphi}_{\lambda, n}-\nabla \widetilde{\varphi}_{\lambda}\right) \cdot \boldsymbol{w}\right|+\left|\widetilde{\mathbb{E}} \int_{\mathcal{O} \times(0, T)}\left(\widetilde{\mu}_{\lambda, n}-\widetilde{\mu}_{\lambda}\right) \nabla \widetilde{\varphi}_{\lambda} \cdot \boldsymbol{w}\right| \\
& \leq\|\boldsymbol{w}\|_{L^{\infty}(\widetilde{\Omega} \times(0, T) \times \mathcal{O})}\left\|\tilde{\mu}_{\lambda, n}\right\|_{L^{2}(\widetilde{\Omega} \times(0, T) \times \mathcal{O})}\left\|\nabla \widetilde{\varphi}_{\lambda, n}-\nabla \widetilde{\varphi}_{\lambda}\right\|_{\boldsymbol{L}^{2}(\widetilde{\Omega} \times(0, T) \times \mathcal{O})} \\
& \quad+\left|\widetilde{\mathbb{E}} \int_{\mathcal{O} \times(0, T)}\left(\widetilde{\mu}_{\lambda, n}-\tilde{\mu}_{\lambda}\right) \nabla \widetilde{\varphi}_{\lambda} \cdot \boldsymbol{w}\right|
\end{aligned}
$$

and both terms tend to zero as $n \rightarrow+\infty$ by the above convergences (note that $\nabla \widetilde{\varphi}_{\lambda} \cdot \boldsymbol{w} \in L^{2}(\widetilde{\Omega} \times$ $(0, T) \times \mathcal{O})$ ). Here, $\widetilde{\mathbb{E}}$ stands for the expectation with respect to the probability $\widetilde{\mathbb{P}}$. As far as the other nonlinear term appearing in the Navier-Stokes equations, we have, as a straightforward application of (3.56),

$$
\boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}, \boldsymbol{u}_{\lambda, n}\right) \rightarrow \boldsymbol{B}\left(\boldsymbol{u}_{\lambda}, \boldsymbol{u}_{\lambda}\right) \text { in } L^{q}\left(\widetilde{\Omega} ; L^{\frac{4}{d}}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right) \text { if } q<\frac{p}{2} .
$$

Finally, we address the convective term. Observe that

$$
\widetilde{\boldsymbol{u}}_{\lambda, n} \cdot \nabla \widetilde{\varphi}_{\lambda, n}-\widetilde{\boldsymbol{u}}_{\lambda} \cdot \nabla \widetilde{\varphi}_{\lambda}=\left(\widetilde{\boldsymbol{u}}_{\lambda, n}-\widetilde{\boldsymbol{u}}_{\lambda}\right) \cdot \nabla \widetilde{\varphi}_{\lambda, n}+\widetilde{\boldsymbol{u}}_{\lambda} \cdot\left(\nabla \widetilde{\varphi}_{\lambda, n}-\nabla \widetilde{\varphi}_{\lambda}\right)
$$

Thus, by the Hölder inequality, it holds that

$$
\widetilde{\boldsymbol{u}}_{\lambda, n} \cdot \nabla \widetilde{\varphi}_{\lambda, n} \rightharpoonup \widetilde{\boldsymbol{u}}_{\lambda} \cdot \nabla \widetilde{\varphi}_{\lambda} \quad \text { in } L^{\frac{p}{2}}\left(\widetilde{\Omega} ; L^{1}\left(0, T ; L^{\frac{3}{2}}(\mathcal{O})\right) \cap L^{2}\left(0, T ; L^{1}(\mathcal{O})\right)\right) .
$$

The stochastic integrals. Let us now identify $\widetilde{I}_{\lambda}$ and $\widetilde{J}_{\lambda}$. The procedure is standard, for instance see [23, Section 8.4$]$. We introduce a family of filtrations on $(\widetilde{\Omega}, \widetilde{\mathscr{F}}, \widetilde{\mathbb{P}})$, namely we set

$$
\widetilde{\mathscr{F}}_{\lambda, n, t}:=\sigma\left\{\widetilde{\boldsymbol{u}}_{\lambda, n}(s), \widetilde{\varphi}_{\lambda, n}(s), \widetilde{I}_{\lambda, n}(s), \widetilde{J}_{\lambda, n}(s), \widetilde{W}_{1, n}(s), \widetilde{W}_{2, n}(s), \widetilde{\boldsymbol{u}}_{0, n}, \widetilde{\varphi}_{0, n}, s \in[0, t]\right\},
$$

for any $t \geq 0, n \in \mathbb{N}$ and $\lambda \in(0,1)$, in such a way that both $\widetilde{W}_{1, n}$ and $\widetilde{W}_{2, n}$ are adapted. In particular, by preservation of laws and the definitions of Wiener process and stochastic integral, we readily have that $W_{i, n}$ is a $Q_{i}^{0}$-Wiener process on $U_{i}^{0}$ and

$$
\widetilde{I}_{\lambda, n}=\int_{0}^{t} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \mathrm{d} \widetilde{W}_{1, n}(\tau), \quad \widetilde{J}_{\lambda, n}=\int_{0}^{t} G_{2, \lambda, n}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right) \mathrm{d} \widetilde{W}_{2, n}(\tau)
$$

are respectively a $\boldsymbol{V}_{\sigma}^{*}$-valued and an $H$-valued martingale. Let us iterate the same procedure on the limit processes: we define

$$
\widetilde{\mathscr{F}}_{\lambda, t}:=\sigma\left\{\widetilde{\boldsymbol{u}}_{\lambda}(s), \widetilde{\varphi}_{\lambda}(s), \tilde{I}_{\lambda}(s), \widetilde{J}_{\lambda}(s), \widetilde{W}_{1}(s), \widetilde{W}_{2}(s), \widetilde{\boldsymbol{u}}_{0}, \widetilde{\varphi}_{0}, s \in[0, t]\right\}
$$

It is easy to infer, by the proven convergences, that both $\widetilde{W}_{1}(0)$ and $\widetilde{W}_{2}(0)$ are zero. Let now $t>0, s \in[0, t]$ and set

$$
\begin{aligned}
Z_{\boldsymbol{u}, s}:= & L^{2}\left(0, s ; \boldsymbol{H}_{\sigma}\right) \cap C^{0}\left([0, s] ; D\left(\boldsymbol{A}^{-\delta}\right)\right) \\
Z_{\varphi, s}:= & L^{2}\left(0, s ; V_{1}\right) \cap C^{0}([0, s] ; H), \\
\mathcal{X}_{s}:= & Z_{\boldsymbol{u}, s} \times Z_{\varphi, s} \times C^{0}\left([0, s] ; \boldsymbol{V}_{\sigma}^{*}\right) \times C^{0}([0, s] ; H) \times C^{0}\left([0, s] ; U_{1}^{0}\right) \\
& \times C^{0}\left([0, s] ; U_{2}^{0}\right) \times \boldsymbol{V}_{\sigma}^{*} \times H .
\end{aligned}
$$

Let $\psi: \mathcal{X}_{s} \rightarrow \mathbb{R}$ be a bounded and continuous function. By definition of martingale, we have

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[\left(\widetilde{W}_{i, n}(t)-\widetilde{W}_{i, n}(s)\right) \psi\left(\widetilde{\varphi}_{\lambda, n}, \widetilde{\boldsymbol{u}}_{\lambda, n}, \widetilde{I}_{\lambda, n}, \widetilde{J}_{\lambda, n}, \widetilde{W}_{1, n}, \widetilde{W}_{2, n}, \widetilde{\boldsymbol{u}}_{0, n}, \widetilde{\varphi}_{0, n}\right)\right]=0 \tag{3.59}
\end{equation*}
$$

for $i=1,2$. Here, the arguments of $\psi$ are intended to be restricted over $[0, s]$ when necessary and $\widetilde{\mathbb{E}}$ denotes the expectation with respect to $\widetilde{\mathbb{P}}$. Letting $n \rightarrow+\infty$ in (3.59), an application of the dominated convergence theorem, owing to the proven convergences and the properties of $\psi$, entails

$$
\begin{equation*}
\widetilde{\mathbb{E}}\left[\left(\widetilde{W}_{i}(t)-\widetilde{W}_{i}(s)\right) \psi\left(\widetilde{\varphi}_{\lambda, n}, \widetilde{\boldsymbol{u}}_{\lambda, n}, \tilde{I}_{\lambda}, \widetilde{J}_{\lambda}, \widetilde{W}_{1}, \widetilde{W}_{2}, \widetilde{\boldsymbol{u}}_{0}, \widetilde{\varphi}_{0}\right)\right]=0 \tag{3.60}
\end{equation*}
$$

which expresses the fact that $\widetilde{W}_{i}$ is a $U_{i}^{0}$-valued $\left(\widetilde{\mathscr{F}}_{\lambda, t}\right)_{t}$-martingale for $i=1,2$. The characterization of $Q$-Wiener processes given in [23, Theorem 4.6] leads us to compute the quadratic variation of $\widetilde{W}_{i}$. To this end, notice that (3.60) means that, for every $v, w \in U_{i}^{0}$

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left(\left(\widetilde{W}_{i, n}(t), v\right)_{U_{i}^{0}}\left(\widetilde{W}_{i, n}(t), w\right)_{U_{i}^{0}}-\left(\widetilde{W}_{i, n}(s), v\right)_{U_{i}^{0}}\left(\widetilde{W}_{i, n}(s), w\right)_{U_{i}^{0}}\right.\right. \\
&\left.\left.-(t-s)\left(Q_{i}^{0} v, w\right)_{U_{i}^{0}}\right) \psi\left(\widetilde{\varphi}_{\lambda, n}, \widetilde{\boldsymbol{u}}_{\lambda, n}, \widetilde{I}_{\lambda, n}, \widetilde{J}_{\lambda, n}, \widetilde{W}_{1, n}, \widetilde{W}_{2, n}, \widetilde{\boldsymbol{u}}_{0, n}, \widetilde{\varphi}_{0, n}\right)\right]=0,
\end{aligned}
$$

and using once more the dominated convergence theorem, we get

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left(\left(\widetilde{W}_{i}(t), v\right)_{U_{i}^{0}}\left(\widetilde{W}_{i}(t), w\right)_{U_{i}^{0}}-\left(\widetilde{W}_{i}(s), v\right)_{U_{i}^{0}}\left(\widetilde{W}_{i}(s), w\right)_{U_{i}^{0}}\right.\right. \\
&\left.\left.-(t-s)\left(Q_{i}^{0} v, w\right)_{U_{i}^{0}}\right) \psi\left(\widetilde{\varphi}_{\lambda}, \widetilde{\boldsymbol{u}}_{\lambda}, \widetilde{I}_{\lambda}, \widetilde{J}_{\lambda}, \widetilde{W}_{1}, \widetilde{W}_{2}, \widetilde{\boldsymbol{u}}_{0}, \widetilde{\varphi}_{0}\right)\right]=0
\end{aligned}
$$

namely

$$
\left\langle\tilde{W}_{i}\right\rangle(t)=t Q_{i}^{0}, \quad t \in[0, T],
$$

which is enough to conclude that $\widetilde{W}_{i}$ is a $Q_{i}^{0}$-Wiener process, adapted to $\left(\widetilde{\mathscr{F}}_{\lambda, t}\right)_{t}$, owing to [23, Theorem 4.6]. We are now in a position to study the stochastic integrals. Arguing exactly as in (3.59)-(3.60), we find that $\widetilde{I}_{\lambda}$ (resp. $\widetilde{J}_{\lambda}$ ) is a $\boldsymbol{V}_{\sigma}^{*}$-valued (resp. an $H$-valued) martingale. As far as the quadratic variations are concerned, an application of [23, Theorem 4.27] yields

$$
\begin{aligned}
& \left\langle\widetilde{I}_{\lambda, n}\right\rangle(t)=\int_{0}^{t} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \circ G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right)^{*} \mathrm{~d} \tau \\
& \left\langle\widetilde{J}_{\lambda, n}\right\rangle(t)=\int_{0}^{t} G_{2, \lambda, n}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right) \circ G_{2, \lambda, n}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)^{*} \mathrm{~d} \tau
\end{aligned}
$$

for every $t \in[0, T]$. Let us outline the argument for the first sequence (similar considerations hold for the second one). Once again, fixing $\boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma}$, we have

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left(\left\langle\widetilde{I}_{\lambda, n}(t), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\left\langle\widetilde{I}_{\lambda, n}(t), \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}-\left\langle\tilde{I}_{\lambda, n}(s), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\left\langle\widetilde{I}_{\lambda, n}(s), \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right.\right. \\
& \left.\left.-\int_{0}^{t}\left(G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \circ G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right)^{*} \boldsymbol{v}, \boldsymbol{w}\right)_{\boldsymbol{H}_{\sigma}} \mathrm{d} \tau\right) \psi\left(\widetilde{\varphi}_{\lambda, n}, \widetilde{\boldsymbol{u}}_{\lambda, n}, \widetilde{I}_{\lambda, n}, \widetilde{J}_{\lambda, n}, \widetilde{W}_{1, n}, \widetilde{W}_{2, n}, \widetilde{\boldsymbol{u}}_{0, n}, \widetilde{\varphi}_{0, n}\right)\right]=0,
\end{aligned}
$$

and, as $n \rightarrow+\infty$, the dominated convergence theorem implies that

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left(\left\langle\widetilde{I}_{\lambda}(t), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\left\langle\widetilde{I}_{\lambda}(t), \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}-\left\langle\widetilde{I}_{\lambda}(s), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\left\langle\widetilde{I}_{\lambda}(s), \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right.\right. \\
& \left.\left.\quad-\int_{0}^{t}\left(G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \circ G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right)^{*} \boldsymbol{v}, \boldsymbol{w}\right)_{\boldsymbol{H}_{\sigma}} \mathrm{d} \tau\right) \psi\left(\widetilde{\varphi}_{\lambda}, \widetilde{\boldsymbol{u}}_{\lambda}, \widetilde{I}_{\lambda}, \widetilde{J}_{\lambda}, \widetilde{W}_{1}, \widetilde{W}_{2}, \widetilde{\boldsymbol{u}}_{0}, \widetilde{\varphi}_{0}\right)\right]=0 .
\end{aligned}
$$

Notice that in the above equality the dualities are necessary. The quadratic variation of $\tilde{I}_{\lambda}$ is therefore

$$
\left\langle\tilde{I}_{\lambda}\right\rangle(t)=\int_{0}^{t} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \circ G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right)^{*} \mathrm{~d} \tau, \quad t \in[0, T]
$$

Let us identify $\widetilde{I}_{\lambda}$ with the martingale

$$
\tilde{M}_{\lambda}(t):=\int_{0}^{t} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \mathrm{d} \tilde{W}_{1}(\tau)
$$

which is a $V_{\sigma}^{*}$-valued $\left(\widetilde{\mathscr{F}}_{\lambda, t}\right)_{t}$-martingale having the same quadratic variation of $\widetilde{I}_{\lambda}$. By [67, Theorem 3.2], we can write

$$
\begin{align*}
\left.\| \tilde{M}_{\lambda}-\widetilde{I}_{\lambda}\right\rangle & =\left\langle\tilde{M}_{\lambda}\right\rangle+\left\langle\left\langle\tilde{I}_{\lambda}\right\rangle-2\left\langle\tilde{M}_{\lambda}, \tilde{I}_{\lambda}\right\rangle\right. \\
& =2 \int_{0}^{0} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \circ G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right)^{*} \mathrm{~d} \tau-2 \int_{0} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \mathrm{d}\left\langle\tilde{W}_{1}, \widetilde{I}_{\lambda}\right\rangle(\tau) \tag{3.61}
\end{align*}
$$

Thus, we now compute the cross quadratic variation appearing on the right hand side in (3.61). To this end, notice that by [67, Theorem 3.2], we have

$$
\begin{aligned}
\left\|\tilde{I}_{\lambda, n}, \widetilde{W}_{1, n}\right\| & =\int_{0} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \circ \iota_{1}^{-1} \mathrm{~d}\left\langle\tilde{W}_{1, n}, \widetilde{W}_{1, n}\right\rangle(\tau) \\
& =\int_{0} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \circ \iota_{1}^{-1} \circ Q_{1}^{0} \mathrm{~d} \tau \\
& =\int_{0} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \circ \iota_{1}^{-1} \circ \iota_{1} \circ \iota_{1}^{*} \mathrm{~d} \tau \\
& =\int_{0} G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right) \circ \iota_{1}^{*} \mathrm{~d} \tau
\end{aligned}
$$

where we also used the fact that $Q_{1}^{0}=\iota_{1} \circ \iota_{1}^{*}$, where $\iota_{1}: U_{1} \rightarrow U_{1}^{0}$ is the classical Hilbert-Schmidt embedding. This implies that

$$
\left\langle\tilde{W}_{1, n}, \tilde{I}_{\lambda, n}\right\rangle=\int_{0} \iota_{1} \circ G_{1, n}\left(\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right)^{*} \mathrm{~d} \tau
$$

A further application of the dominated convergence theorem entails that, as $n \rightarrow+\infty$,

$$
\begin{equation*}
\left\langle\widetilde{W}_{1}, \widetilde{I}_{\lambda}\right\rangle=\int_{0}^{\dot{ }} \iota_{1} \circ G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right)^{*} \mathrm{~d} \tau \tag{3.62}
\end{equation*}
$$

The identification follows injecting (3.62) in (3.61).
Identification of the limit solution. We are now left to prove that the limiting processes solve the regularized Allen-Cahn-Navier-Stokes system (3.4)-(3.9). Testing (3.11) by some $\boldsymbol{v} \in \boldsymbol{V}_{\boldsymbol{\sigma}}$ and integrating the obtained identity with respect to time yield

$$
\begin{aligned}
&\left(\boldsymbol{u}_{\lambda, n}(t), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\int_{0}^{t}\left[\left\langle\boldsymbol{A} \boldsymbol{u}_{\lambda, n}(s), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\left\langle\boldsymbol{B}\left(\boldsymbol{u}_{\lambda, n}(s), \boldsymbol{u}_{\lambda, n}(s)\right), \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right. \\
&\left.+\int_{\mathcal{O}} \mu_{\lambda, n}(s) \nabla \varphi_{\lambda, n}(s) \cdot \boldsymbol{v}\right] \mathrm{d} s \\
&=\left(\widetilde{\boldsymbol{u}}_{0, n}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\left(\int_{0}^{t} G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(s)\right) \mathrm{d} W_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \quad \forall t \in[0, T], \quad \mathbb{P} \text {-a.s.. }
\end{aligned}
$$

Letting $n \rightarrow+\infty$, owing to above convergences and using the dominated convergence theorem, we obtain

$$
\begin{aligned}
\left(\widetilde{\boldsymbol{u}}_{\lambda}(t), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} & +\int_{0}^{t}\left[\left\langle\boldsymbol{A} \widetilde{\boldsymbol{u}}_{\lambda}(s), \boldsymbol{v}\right\rangle_{V_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\left\langle\boldsymbol{B}\left(\widetilde{\boldsymbol{u}}_{\lambda}(s), \widetilde{\boldsymbol{u}}_{\lambda}(s)\right), \boldsymbol{v}\right\rangle_{V_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}+\int_{\mathcal{O}} \mu_{\lambda}(s) \nabla \varphi_{\lambda}(s) \cdot \boldsymbol{v}\right] \mathrm{d} s \\
& =\left(\widetilde{\boldsymbol{u}}_{0}, \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}}+\left(\int_{0}^{t} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(s)\right) \mathrm{d} \widetilde{W}_{1}(s), \boldsymbol{v}\right)_{\boldsymbol{H}_{\sigma}} \quad \forall t \in[0, T], \quad \mathbb{P} \text {-a.s. }
\end{aligned}
$$

Next, we identify the limit chemical potential. Testing (3.14) by some $v \in V_{1}$, passing to the limit as $n \rightarrow+\infty$ yields and exploiting the proven convergences entail

$$
\begin{equation*}
\int_{\mathcal{O}} \tilde{\mu}_{\lambda} v=-\int_{\mathcal{O}} \Delta \widetilde{\varphi}_{\lambda} v+\int_{\mathcal{O}} F_{\lambda}^{\prime}\left(\tilde{\varphi}_{\lambda}\right) v \tag{3.64}
\end{equation*}
$$

almost everywhere in $[0, T]$ and $\mathbb{P}$-almost surely. Finally, consider the approximating AllenCahn equation. Testing (3.13) by some $v \in V_{1}$ and passing to the limit as $n \rightarrow+\infty$, we get

$$
\left(\widetilde{\varphi}_{\lambda}(t), v\right)_{H}+\int_{0}^{t} \int_{\mathcal{O}}\left[\widetilde{\boldsymbol{u}}_{\lambda}(s) \cdot \nabla \widetilde{\varphi}_{\lambda}(s)+\widetilde{\mu}_{\lambda}(s)\right] v \mathrm{~d} s=\left(\widetilde{\varphi}_{0}, v\right)_{H}+\left(\int_{0}^{t} G_{2, \lambda}\left(\widetilde{\varphi}_{\lambda}(s)\right) \mathrm{d} W_{2}(s), v\right)_{H} .
$$

Therefore, system (3.4)-(3.9) is satisfied (in the weak sense) once we identify (the law of) the initial state. By the properties of $X_{n}$, we know that

$$
\widetilde{\varphi}_{0, n} \stackrel{\mathcal{L}}{=} \varphi_{0, n}, \quad \widetilde{\boldsymbol{u}}_{0, n} \stackrel{\mathcal{L}}{=} \boldsymbol{u}_{0, n}
$$

for any $n \in \mathbb{N}$, and by uniqueness of the distributional limit (jointly with the above convergences) we conclude

$$
\widetilde{\varphi}_{0} \xlongequal{\mathcal{L}} \varphi_{0}, \quad \widetilde{\boldsymbol{u}}_{0} \stackrel{\mathcal{L}}{=} \boldsymbol{u}_{0}
$$

The initial conditions are therefore attained in law.

### 3.5. Uniform estimates with respect to $\lambda$

Here, we prove further uniform estimates, now independent of the Yosida parameter $\lambda$. The symbol $K$ (possibly numbered) denotes a positive constant, always independent of $\lambda$, which may change from line to line.

First estimate. Notice that the constant $C_{1}$ in (3.31) does not depend on $\lambda$. By lower semicontinuity and preservation of laws of $X_{n}$, we infer

$$
\begin{equation*}
\left\|\widetilde{\varphi}_{\lambda}\right\|_{L_{\mathscr{D}}^{p}\left(\Omega ; C^{0}([0, T] ; H)\right)}+\left\|\widetilde{\varphi}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}}\left(\Omega ; L^{2}\left(0, T ; V_{1}\right)\right) \leq K_{1} . \tag{3.65}
\end{equation*}
$$

Second estimate. Let us collect, in (3.35), all controls which are already uniform with respect to $\lambda$, that is, the bounds on the diffusion coefficients (3.36) and (3.37), the bounds on the stochastic
terms (3.39) and (3.40), and the initial data bounds given in (3.41). This can be summarized as follows (we can express the result in the new variables since $X_{n}$ preserves laws)

$$
\begin{align*}
& \widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\widetilde{\boldsymbol{u}}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\nabla \widetilde{\varphi}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|F_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \\
& \quad+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\nabla \widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\widetilde{\mu}_{\lambda, n}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \\
& \leq C\left[\widetilde{\mathbb{E}}\left\|F_{\lambda}\left(\varphi_{0, n}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}}+1+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\widetilde{\boldsymbol{u}}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\nabla \widetilde{\varphi}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right. \\
& \left.\quad+\widetilde{\mathbb{E}}\left|\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\right| F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right) \|\left.\left. g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right] \tag{3.66}
\end{align*}
$$

where $C$ depends on $p$ but is independent of $\lambda$. Next, we would like to take the limit as $n \rightarrow+\infty$ in (3.66). On the left hand side, the previously proven uniform estimates, convergences and weak lower semicontinuity of the norms are enough to pass to the limit. Moreover, it is easily seen, by Lipschitz-continuity of $F_{\lambda}^{\prime}$, that $F_{\lambda}\left(\varphi_{0, n}\right) \rightarrow F_{\lambda}\left(\varphi_{0}\right)$ in $L^{\frac{p}{2}}\left(\widetilde{\Omega} ; L^{1}(\mathcal{O})\right)$ by the dominated convergence theorem. Finally, in order to pass to the limit in the last term at right hand side, we bound each term of the sequence as follows:

$$
\begin{aligned}
\int_{\mathcal{O}}\left|F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right)\right|^{2} & =\int_{\mathcal{O}}\left|F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right)\right|^{2} \\
& \leq|\mathcal{O}|\left\|g_{k} \circ J_{\lambda}\right\|_{L^{\infty}(\mathbb{R})}^{2} \sup _{x \in \mathbb{R}}\left|F_{\lambda}^{\prime \prime}(x)\right| \\
& =|\mathcal{O}|\left\|g_{k}\right\|_{L^{\infty}(-1,1)}^{2} \sup _{x \in \mathbb{R}}\left|F_{\lambda}^{\prime \prime}(x)\right| .
\end{aligned}
$$

Thanks to the proven convergences, it is straightforward to conclude that (cfr. [71])

$$
\left|F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}(\tau)\right)\right)\right|^{2} \rightarrow\left|F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2}
$$

almost everywhere in $\widetilde{\Omega} \times \mathcal{O} \times(0, T)$. Therefore, applying the dominated convergence theorem and the weak lower semicontinuity of the norms, we find

$$
\begin{aligned}
& \widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\widetilde{\boldsymbol{u}}_{\lambda}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\nabla \widetilde{\varphi}_{\lambda}(\tau)\right\|_{\boldsymbol{H}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|F_{\lambda}\left(\widetilde{\varphi}_{\lambda}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \\
& \quad+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\nabla \widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\widetilde{\mu}_{\lambda}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}
\end{aligned}
$$

$$
\begin{align*}
& \leq C\left[\widetilde{\mathbb{E}}\left\|F_{\lambda}\left(\varphi_{0}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}}+1+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\nabla \widetilde{\varphi}_{\lambda}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right. \\
& \left.\quad+\left.\left.\widetilde{\mathbb{E}}\left|\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\right| F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)| | g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}\right] . \tag{3.67}
\end{align*}
$$

We now need to find uniform bounds with respect to $\lambda$ for the two terms involving $F_{\lambda}$. Notice first that, as customary,

$$
\left\|F_{\lambda}\left(\varphi_{0}\right)\right\|_{L^{1}(\mathcal{O})} \leq\left\|F\left(\varphi_{0}\right)\right\|_{L^{1}(\mathcal{O})}
$$

which is finite by the hypotheses on the initial datum. Concerning the other term, we have

$$
\begin{aligned}
& \int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau \\
& =\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|\beta_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)-c_{F}\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau \\
& \leq c_{F} L_{2}^{2}|\mathcal{O}| t+\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|\beta^{\prime}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right) J_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau \\
& \leq c_{F} L_{2}^{2}|\mathcal{O}| t+\int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}}\left|F^{\prime \prime}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)+c_{F}\right|\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau \\
& \leq 2 c_{F} L_{2}^{2}|\mathcal{O}| t+\left\|F^{\prime \prime} g_{k}^{2}\right\|_{L^{\infty}(-1,1)|\mathcal{O}| t}^{\leq\left(2 c_{F}+1\right) L_{2}^{2}|\mathcal{O}| t}
\end{aligned}
$$

where we made use of (A3) and we exploited the non-expansivity of $J_{\lambda}$. Collecting the two results in (3.67), we get

$$
\begin{align*}
& \widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\widetilde{\boldsymbol{u}}_{\lambda}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|\nabla \widetilde{\varphi}_{\lambda}(\tau)\right\|_{\boldsymbol{H}}^{p}+\widetilde{\mathbb{E}} \sup _{\tau \in[0, t]}\left\|F_{\lambda}\left(\widetilde{\varphi}_{\lambda}\right)\right\|_{L^{1}(\mathcal{O})}^{\frac{p}{2}} \\
& \quad+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\nabla \widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}}+\widetilde{\mathbb{E}}\left|\int_{0}^{t}\left\|\widetilde{\mu}_{\lambda}(\tau)\right\|_{H}^{2} \mathrm{~d} \tau\right|^{\frac{p}{2}} \\
& \leq C_{p}\left[1+\widetilde{\mathbb{E}} \int_{0}^{t}\left\|\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p} \mathrm{~d} \tau+\widetilde{\mathbb{E}} \int_{0}^{t}\left\|\nabla \widetilde{\varphi}_{\lambda}(\tau)\right\|_{\boldsymbol{H}}^{p} \mathrm{~d} \tau\right] \tag{3.68}
\end{align*}
$$

and an application of the Gronwall lemma to (3.68) gives

$$
\begin{align*}
&\left\|\widetilde{\boldsymbol{u}}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left([0, T] ; \boldsymbol{H}_{\sigma}\right)\right)}+\left\|\widetilde{\boldsymbol{u}}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; V_{1}\right)\right) \leq K_{2},  \tag{3.69}\\
&\left\|\widetilde{\varphi}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; L^{\infty}\left([0, T] ; V_{1}\right)\right)} \leq K_{3},  \tag{3.70}\\
&\left\|\tilde{\mu}_{\lambda, n}\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; L^{2}(0, T ; H)\right)}+\left\|F_{\lambda}\left(\widetilde{\varphi}_{\lambda, n}\right)\right\|_{L_{\mathscr{P}}} \frac{p}{2}\left(\widetilde{\Omega} ; C^{0}\left([0, T] ; L^{1}(\mathcal{O})\right)\right) \leq K_{4} . \tag{3.71}
\end{align*}
$$

Further estimates. Choosing $v=\beta_{\lambda}\left(\widetilde{\varphi}_{\lambda}\right)$ in (3.64) yields:

$$
\int_{\mathcal{O}} \tilde{\mu}_{\lambda} F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right)+c_{F} \int_{\mathcal{O}}\left[\widetilde{\mu}_{\lambda} \widetilde{\varphi}_{\lambda}-\widetilde{\varphi}_{\lambda} F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right)\right]=\int_{\mathcal{O}} \beta_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right) \nabla \widetilde{\varphi}_{\lambda} \cdot \nabla \widetilde{\varphi}_{\lambda}+\int_{\mathcal{O}}\left|F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right)\right|^{2}
$$

and exploiting the monotonicity of $\beta_{\lambda}$, the Hölder and the Young inequalities, after an integration over [ $0, t$ ], we get

$$
\frac{1}{2}\left\|F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right)\right\|_{L^{2}(0, T ; H)}^{2} \leq \frac{3}{2}\left\|\widetilde{\mu}_{\lambda}\right\|_{L^{2}(0, T ; H)}^{2}+\frac{3 c_{F}^{2}}{2}\left\|\widetilde{\varphi}_{\lambda}\right\|_{L^{2}(0, T ; H)}^{2}
$$

Therefore, by estimates (3.65) and (3.71), we find

$$
\begin{equation*}
\left\|F_{\lambda}^{\prime}\left(\widetilde{\varphi}_{\lambda}\right)\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; L^{2}(0, T ; H)\right)} \leq K_{5} . \tag{3.72}
\end{equation*}
$$

Again, by comparison in (3.7), we also obtain

$$
\begin{equation*}
\left\|\widetilde{\varphi}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right)} \leq K_{6} \tag{3.73}
\end{equation*}
$$

The remaining estimates can be obtained following line by line the work already showed in Subsection 3.3. In this way, we also recover the following: given any $k \in\left(0, \frac{1}{2}\right)$ and $p \geq 2$, there exist $\beta=\beta(p)$ and $\gamma=\gamma(p)$, satisfying $\beta p>1$ and $\gamma p>1$ if $p>2$ (see Remarks 3.3 and 3.4), such that

$$
\begin{align*}
\left\|\int_{0} G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right) \mathrm{d} W_{1}(\tau)\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; W^{k, p}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right)} & \leq K_{7},  \tag{3.74}\\
\left\|\int_{0} G_{2, \lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right) \mathrm{d} W_{2}(\tau)\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; W^{k, p}\left(0, T ; V_{1}\right)\right)} & \leq K_{8},  \tag{3.75}\\
\left\|\widetilde{\varphi}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}\left(\widetilde{\Omega} ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right)\right)} & \leq K_{9}  \tag{3.76}\\
\left\|\widetilde{\boldsymbol{u}}_{\lambda}\right\|_{L_{\mathscr{P}}^{p}}^{p}\left(\widetilde{\Omega} ; W^{\gamma, p}\left(0, T ; V_{\sigma}^{*}\right)\right) & \leq K_{10} . \tag{3.77}
\end{align*}
$$

### 3.6. Passage to the limit as $\lambda \rightarrow 0^{+}$

We are now in a position to let $\lambda \rightarrow 0^{+}$(along a suitable subsequence). The argument is similar to the one of Subsection 3.4, thus we will omit some details for the sake of brevity. Iterating the proofs of Lemmas 3.5-3.7, we learn that the family of laws of

$$
\left(\widetilde{\boldsymbol{u}}_{\lambda}, \widetilde{\varphi}_{\lambda}, G_{1}\left(\widetilde{\boldsymbol{u}}_{\lambda}\right) \cdot \widetilde{W}_{1, \lambda}, G_{2, \lambda}\left(\widetilde{\varphi}_{\lambda}\right) \cdot \widetilde{W}_{2, \lambda}, \widetilde{W}_{1, \lambda}, \widetilde{W}_{2, \lambda}, \widetilde{\boldsymbol{u}}_{0, \lambda}, \widetilde{\varphi}_{0, \lambda}\right)_{\lambda \in(0,1)}
$$

is again tight in the product space

$$
Z_{\boldsymbol{u}} \times Z_{\varphi} \times C^{0}\left([0, T] ; \boldsymbol{V}_{\sigma}^{*}\right) \times C^{0}([0, T] ; H) \times C^{0}\left([0, T] ; U_{1}^{0}\right) \times C^{0}\left([0, T] ; U_{2}^{0}\right) \times \boldsymbol{V}_{\sigma}^{*} \times H
$$

Here, we recall that $\widetilde{W}_{i, \lambda} \equiv \widetilde{W}_{i}$ and we set $\widetilde{\boldsymbol{u}}_{0, \lambda} \equiv \widetilde{\boldsymbol{u}}_{0}$ and $\widetilde{\varphi}_{0, \lambda} \equiv \widetilde{\varphi}_{0}$ for $i=1,2$ and any $\lambda \in(0,1)$. Owing to the Prokhorov and Skorokhod theorems (see [57, Theorem 2.7] and [82, Theorem 1.10.4, Addendum 1.10.5]), there exists a probability space $(\widehat{\Omega}, \widehat{\mathscr{F}}, \widehat{\mathbb{P}})$ and a family of random variables $Y_{\lambda}:(\widehat{\Omega}, \widehat{\mathscr{F}}) \rightarrow(\widetilde{\Omega}, \widetilde{\mathscr{F}})$ such that the law of $Y_{\lambda}$ is $\widetilde{\mathbb{P}}$ for every $\lambda \in(0,1)$, namely $\widehat{\mathbb{P}} \circ$ $Y_{\lambda}^{-1}=\widetilde{\mathbb{P}}$ (so that composition with $Y_{\lambda}$ preserves laws), and the following convergences hold as $\lambda \rightarrow 0^{+}$:

$$
\begin{aligned}
& \widehat{\boldsymbol{u}}_{\lambda}:=\widetilde{\boldsymbol{u}}_{\lambda} \circ Y_{\lambda} \rightarrow \widehat{\boldsymbol{u}} \text { in } L^{q}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \boldsymbol{H}_{\sigma}\right) \cap C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right)\right) \text { if } q<p, \\
& \widehat{\boldsymbol{u}}_{\lambda} \rightharpoonup \widehat{\boldsymbol{u}} \text { in } L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right), \\
& \widehat{\boldsymbol{u}}_{\lambda} \stackrel{*}{\rightharpoonup} \widehat{\boldsymbol{u}} \text { in } L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) \cap L^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right), \\
& \widehat{\varphi}_{\lambda}:=\widetilde{\varphi}_{\lambda} \circ Y_{\lambda} \rightarrow \widehat{\varphi} \text { in } L^{q}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{1}\right) \cap C^{0}([0, T] ; H)\right) \text { if } q<p, \\
& \widehat{\varphi}_{\lambda} \rightharpoonup \widehat{\varphi} \\
& \text { in } L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right), \\
& \widehat{\varphi}_{\lambda} \stackrel{*}{ } \widehat{\varphi} \text { in } L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; V_{1}\right)\right) \cap L^{p}\left(\widehat{\Omega} ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right)\right), \\
& \widehat{I}_{\lambda}:=\left(G_{1}\left(\widetilde{\varphi}_{\lambda}\right) \cdot \widetilde{W}_{1, \lambda}\right) \circ Y_{\lambda} \rightarrow \widehat{I} \text { in } L^{q}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; V_{\sigma}^{*}\right)\right) \text { if } q<p, \\
& \widehat{J}_{\lambda}:=\left(G_{2, \lambda}\left(\widetilde{\varphi}_{\lambda}\right) \cdot \widetilde{W}_{1, \lambda}\right) \circ Y_{\lambda} \rightarrow \widehat{J} \text { in } L^{q}\left(\widehat{\Omega} ; C^{0}([0, T] ; H)\right) \text { if } q<p, \\
& \widehat{W}_{1, \lambda}:=\widetilde{W}_{1, \lambda} \circ Y_{\lambda} \rightarrow \widehat{W}_{1} \text { in } L^{q}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; U_{1}^{0}\right)\right) \text { if } q<p, \\
& \widehat{W}_{2, \lambda}:=\widetilde{W}_{2, \lambda} \circ Y_{\lambda} \rightarrow \widehat{W}_{2} \text { in } L^{q}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; U_{2}^{0}\right)\right) \text { if } q<p, \\
& \widehat{\boldsymbol{u}}_{0, \lambda}:=\widetilde{\boldsymbol{u}}_{0, \lambda} \circ Y_{\lambda} \rightarrow \widehat{\boldsymbol{u}}_{0} \text { in } L^{q}\left(\widetilde{\Omega} ; V_{\sigma}^{*}\right) \text { if } q<p, \\
& \widehat{\varphi}_{0, \lambda}:=\widetilde{\varphi}_{0, \lambda} \circ Y_{\lambda} \rightarrow \widehat{\varphi}_{0} \text { in } L^{q}(\widetilde{\Omega} ; H) \text { if } q<p,
\end{aligned}
$$

for some limiting processes satisfying

$$
\begin{aligned}
\widehat{\boldsymbol{u}} & \in L^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{\gamma, p}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right)\right) \cap L^{p}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; D\left(\boldsymbol{A}^{-\delta}\right)\right) \cap L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right) \\
& \cap L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) ; \\
\widehat{\varphi} & \in L^{p}\left(\widehat{\Omega} ; W^{\beta, p}\left(0, T ; V_{1}^{*}\right) \cap C^{0}([0, T] ; H)\right. \\
& \left.\cap L^{2}\left(0, T ; V_{2}\right)\right) \cap L_{w}^{p}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; V_{1}\right)\right) ; \\
\widehat{\mu} & \in L^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& \widehat{I} \in L^{p}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; V_{\sigma}^{*}\right)\right) ; \\
& \widehat{J} \in L^{p}\left(\widehat{\Omega} ; C^{0}([0, T] ; H)\right) ; \\
& \widehat{W}_{1} \in L^{p}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; U_{1}^{0}\right)\right) ; \\
& \widehat{W}_{2} \in L^{p}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; U_{2}^{0}\right)\right) ; \\
& \widehat{\boldsymbol{u}}_{0} \in L^{p}\left(\widehat{\Omega} ; \boldsymbol{H}_{\sigma}\right) ; \\
& \widehat{\varphi}_{0} \in L^{p}\left(\widehat{\Omega} ; \mathcal{B} \cap V_{1}\right)
\end{aligned}
$$

Again, by estimate (3.71), we also have the following weak convergence of the redefined chemical potentials

$$
\widehat{\mu}_{\lambda}:=\tilde{\mu}_{\lambda} \circ Y_{\lambda} \rightharpoonup \widehat{\mu} \quad \text { in } L^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right) .
$$

Mimicking the arguments illustrated in Subsection 3.4, we now address several issues.
The nonlinearities. First of all, we show that

$$
F_{\lambda}^{\prime}\left(\widehat{\varphi}_{\lambda}\right) \rightarrow F^{\prime}(\widehat{\varphi}) \text { in } L^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right)
$$

This comes from the weak-strong closure of maximal monotone operators (see, for instance, $[8$, Proposition 2.1]) combined with the strong convergence for $\widehat{\varphi}_{\lambda}$ proved above (recall that $F_{\lambda}^{\prime}(x)=$ $\left.\gamma_{\lambda}(x)-c_{F} x\right)$. Next, the diffusion coefficients. As for $G_{1}$, it is easy by Lipschitz continuity to deduce

$$
G_{1}\left(\widehat{\boldsymbol{u}}_{\lambda}\right) \rightarrow G_{1}(\widehat{\boldsymbol{u}}) \quad \text { in } L^{q}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{1}, Y\right)\right)\right) \text { if } q<p
$$

Moreover, arguing similarly (recall also Proposition 3.1), we get

$$
\begin{aligned}
\| G_{2, \lambda}\left(\widehat{\varphi}_{\lambda}\right)- & G_{2}(\widehat{\varphi}) \|_{L^{p}\left(\widehat{\Omega}, L^{2}\left(0, T, \mathscr{L}^{2}\left(U_{2}, H\right)\right)\right)} \\
\leq & \left\|G_{2, \lambda}\left(\widehat{\varphi}_{\lambda}\right)-G_{2, \lambda}(\widehat{\varphi})\right\|_{L^{p}\left(\widehat{\Omega}, L^{2}\left(0, T, \mathscr{L}^{2}\left(U_{2}, H\right)\right)\right)} \\
& +\left\|G_{2, \lambda}(\widehat{\varphi})-G_{2}(\widehat{\varphi})\right\|_{L^{p}\left(\widehat{\Omega}, L^{2}\left(0, T, \mathscr{L}^{2}\left(U_{2}, H\right)\right)\right)}
\end{aligned}
$$

and we conclude

$$
G_{2, \lambda}\left(\widehat{\varphi}_{\lambda}\right) \rightarrow G_{2}(\widehat{\varphi}) \quad \text { in } L^{q}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \mathscr{L}^{2}\left(U_{2}, H\right)\right)\right) \text { if } q<p .
$$

Regarding the convective term and the Korteweg force, on account of the obtained convergences, we deduce that

$$
\begin{aligned}
& \widehat{\mu}_{\lambda} \nabla \widehat{\varphi}_{\lambda}-\widehat{\mu} \nabla \widehat{\varphi} \text { in } \boldsymbol{L}^{1}(\mathcal{O} \times(0, T)) ; \\
& \boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{\lambda}, \widehat{\boldsymbol{u}}_{\lambda}\right) \rightarrow \boldsymbol{B}(\widehat{\boldsymbol{u}}, \widehat{\boldsymbol{u}}) \text { in } \boldsymbol{L}^{q}\left(\widetilde{\Omega} ; L^{\frac{4}{d}}\left(0, T ; \boldsymbol{V}_{\sigma}^{*}\right) \text { if } q<\frac{p}{2} ;\right. \\
& \widehat{\boldsymbol{u}}_{\lambda} \cdot \nabla \widehat{\varphi}_{\lambda}-\widehat{\boldsymbol{u}} \cdot \nabla \widehat{\varphi} \quad \text { in } L^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{2}\left(0, T ; L^{1}(\mathcal{O})\right) \cap L^{1}\left(0, T ; L^{\frac{3}{2}}(\mathcal{O})\right)\right) .
\end{aligned}
$$

The stochastic integrals. Following line by line the argument presented in Subsection 3.4, it is possible to identify the limits $\widehat{I}$ and $\widehat{J}$. Indeed, we have

$$
\widehat{I}(t)=\int_{0}^{t} G_{1}(\widehat{\boldsymbol{u}}(\tau)) \mathrm{d} \widehat{W}_{1}(\tau), \quad \widehat{J}(t)=\int_{0}^{t} G_{2}(\widehat{\varphi}(\tau)) \mathrm{d} \widehat{W}_{2}(\tau)
$$

which are a $\boldsymbol{V}_{\sigma}^{*}$ and an $H$-valued martingale, respectively, adapted with respect to a suitable filtration $\left(\widehat{\mathscr{F}}_{t}\right)_{t}$.
Identification of the limit solution. Again, a multiple application of the dominated convergence theorem allows us to infer that the limit processes form a martingale solution of the original problem. The existence of a martingale solution is proved.

### 3.7. The energy inequality

We are left to prove the energy inequality. To this end, we simply pass to the limit in a suitable approximating energy inequality. Let us add (3.32) and (3.33) together and take expectations. Recalling that stochastic integrals are martingales, we obtain the identity

$$
\begin{align*}
& \frac{1}{2} \mathbb{E}\left\|\boldsymbol{u}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \mathbb{E}\left\|\nabla \varphi_{\lambda, n}\right\|_{\boldsymbol{H}}^{2}+\mathbb{E}\left\|F_{\lambda}\left(\varphi_{\lambda, n}\right)\right\|_{L^{1}(\mathcal{O})} \\
& \quad+\mathbb{E} \int_{0}^{t}\left[\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2}\right] \mathrm{d} \tau \\
& =\frac{1}{2} \mathbb{E}\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{2} \\
& \quad+\frac{1}{2} \mathbb{E}\left\|\nabla \varphi_{0, n}\right\|_{\boldsymbol{H}}^{2}+\mathbb{E}\left\|F_{\lambda}\left(\varphi_{0, n}\right)\right\|_{L^{1}(\mathcal{O})}+\frac{1}{2} \mathbb{E} \int_{0}^{t}\left\|G_{1, n}\left(\boldsymbol{u}_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \mathrm{~d} \tau \\
& \quad+\frac{1}{2} \mathbb{E} \int_{0}^{t}\left[\left\|\nabla G_{2, \lambda, n}\left(\varphi_{\lambda, n}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, \boldsymbol{H}\right)}^{2}+\sum_{k=1}^{\infty} \int_{\mathcal{O}} F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right)\left|g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right|^{2}\right] \mathrm{d} \tau . \tag{3.78}
\end{align*}
$$

Thank to (3.36) and (3.37), from (3.78) we infer

$$
\begin{aligned}
& \frac{1}{2} \mathbb{E}\left\|\boldsymbol{u}_{\lambda, n}(t)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \mathbb{E}\left\|\nabla \varphi_{\lambda, n}\right\|_{\boldsymbol{H}}^{2}+\mathbb{E}\left\|F_{\lambda}\left(\varphi_{\lambda, n}\right)\right\|_{L^{1}(\mathcal{O})} \\
& \quad+\mathbb{E} \int_{0}^{t}\left[\left\|\nabla \boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\mu_{\lambda, n}(\tau)\right\|_{H}^{2}\right] \mathrm{d} \tau \\
& \leq C_{G_{1}}^{2} t+\frac{1}{2} \mathbb{E}\left\|\boldsymbol{u}_{0, n}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \mathbb{E}\left\|\nabla \varphi_{0, n}\right\|_{\boldsymbol{H}}^{2}+\mathbb{E}\left\|F_{\lambda}\left(\varphi_{0, n}\right)\right\|_{L^{1}(\mathcal{O})}
\end{aligned}
$$

$$
\begin{align*}
& +C_{G_{1}}^{2} \mathbb{E} \int_{0}^{t}\left\|\boldsymbol{u}_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau \\
& +\frac{L_{2}^{2}}{2} \mathbb{E} \int_{0}^{t}\left\|\nabla \varphi_{\lambda, n}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau+\frac{1}{2} \mathbb{E} \int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}} F_{\lambda}^{\prime \prime}\left(\varphi_{\lambda, n}(\tau)\right)\left|g_{k}\left(J_{\lambda}\left(\varphi_{\lambda, n}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau . \tag{3.79}
\end{align*}
$$

Exploiting the preservation of laws by $X_{n}$, and letting $n \rightarrow+\infty$, we find

$$
\begin{align*}
& \frac{1}{2} \widetilde{\mathbb{E}}^{\|} \widetilde{\boldsymbol{u}}_{\lambda}(t)\left\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \widetilde{\mathbb{E}}\right\| \nabla \widetilde{\varphi}_{\lambda}\left\|_{\boldsymbol{H}}^{2}+\widetilde{\mathbb{E}}\right\| F_{\lambda}\left(\widetilde{\varphi}_{\lambda}\right) \|_{L^{1}(\mathcal{O})} \\
& +\widetilde{\mathbb{E}} \int_{0}^{t}\left[\left\|\nabla \widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\widetilde{\mu}_{\lambda}(\tau)\right\|_{H}^{2}\right] \mathrm{d} \tau \\
& \leq C_{G_{1}}^{2} t+\frac{1}{2} \widetilde{\mathbb{E}}\left\|\widetilde{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \widetilde{\mathbb{E}}\left\|\nabla \widetilde{\varphi}_{0}\right\|_{\boldsymbol{H}}^{2}+\widetilde{\mathbb{E}}\left\|F_{\lambda}\left(\widetilde{\varphi}_{0}\right)\right\|_{L^{1}(\mathcal{O})}+C_{G_{1}}^{2} \widetilde{\mathbb{E}} \int_{0}^{t}\left\|\widetilde{\boldsymbol{u}}_{\lambda}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau  \tag{3.80}\\
& \quad+\frac{L_{2}^{2}}{2} \widetilde{\mathbb{E}} \int_{0}^{t}\left\|\nabla \widetilde{\varphi}_{\lambda}(\tau)\right\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau+\frac{1}{2} \widetilde{\mathbb{E}} \int_{0}^{t} \sum_{k=1}^{\infty} \int_{\mathcal{O}} F_{\lambda}^{\prime \prime}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\left|g_{k}\left(J_{\lambda}\left(\widetilde{\varphi}_{\lambda}(\tau)\right)\right)\right|^{2} \mathrm{~d} \tau
\end{align*}
$$

Here we have used the lower semicontinuity of the norms and the dominated convergence theorem. A second passage to the limit entails the claimed inequality. Indeed, exploiting preservation of laws by $Y_{\lambda}$ in (3.80) as well as (A3), and letting $\lambda \rightarrow 0^{+}$, we get

$$
\begin{align*}
& \frac{1}{2} \widehat{\mathbb{E}}\|\widehat{\boldsymbol{u}}(t)\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \widehat{\mathbb{E}}\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}^{2}+\widehat{\mathbb{E}}\|F(\widehat{\varphi})\|_{L^{1}(\mathcal{O})} \\
& +\widehat{\mathbb{E}} \int_{0}^{t}\left[\|\nabla \widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}+\|\widehat{\mu}(\tau)\|_{H}^{2}\right] \mathrm{d} \tau \\
& \leq\left(C_{G_{1}}^{2}+\frac{L_{2}^{2}}{2}|\mathcal{O}|\right) t+\frac{1}{2} \widehat{\mathbb{E}}\left\|\widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2} \widehat{\mathbb{E}}\left\|\nabla \widehat{\varphi}_{0}\right\|_{\boldsymbol{H}}^{2}+\widehat{\mathbb{E}}\left\|F\left(\widehat{\varphi}_{0}\right)\right\|_{L^{1}(\mathcal{O})}  \tag{3.81}\\
& \quad+C_{G_{1}}^{2} \widehat{\mathbb{E}} \int_{0}^{t}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau+\frac{L_{2}^{2}}{2} \widehat{\mathbb{E}} \int_{0}^{t}\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2} \mathrm{~d} \tau
\end{align*}
$$

Observe that, passing in the limit in the third term on the left hand side of (3.80) is possible by lower semicontinuity since recalling that

$$
\left|J_{\lambda} \widehat{\varphi_{\lambda}}-\widehat{\varphi}\right| \leq\left|J_{\lambda} \widehat{\varphi}_{\lambda}-\widehat{\varphi}_{\lambda}\right|+\left|\widehat{\varphi}_{\lambda}-\widehat{\varphi}\right| \leq \lambda\left|\beta_{\lambda}\left(\widehat{\varphi}_{\lambda}\right)\right|+\left|\widehat{\varphi}_{\lambda}-\widehat{\varphi}\right|,
$$

it follows $J_{\lambda} \widehat{\varphi}_{\lambda} \rightarrow \widehat{\varphi}$ almost everywhere in $\widehat{\Omega} \times \mathcal{O} \times(0, T)$. Fixed any $t>0$, the energy inequality follows taking the supremum over $[0, t]$ in both sides of (3.81).

### 3.8. Recovery of the pressure

It is possible to recover a pressure through a generalization of the classical De Rham theorem to stochastic processes (see [60]). The result is of independent interest and we report it hereafter for reader's convenience.

Theorem 3.9 ([60, Theorem 4.1]). Let $\mathcal{O}$ be a bounded Lipschitz domain of $\mathbb{R}^{d}$ and let $(\Omega, \mathscr{F}, \mathbb{P})$ be a complete probability space. Let $s_{1} \in \mathbb{R}$ and $r_{0}, r_{1} \in[1,+\infty]$. Let

$$
\boldsymbol{h} \in L^{r_{0}}\left(\Omega ; W^{s_{1}, r_{1}}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right)
$$

be such that, for all $\boldsymbol{v} \in\left[C_{0}^{\infty}(\mathcal{O})\right]^{d}$ satisfying $\operatorname{div} \boldsymbol{v}=0$,

$$
\langle\boldsymbol{h}, \boldsymbol{v}\rangle\left(\left[C_{0}^{\infty}(\mathcal{O})\right]^{d}\right)^{*},\left[C_{0}^{\infty}(\mathcal{O})\right]^{d}=0 \quad \text { in }\left(C_{0}^{\infty}(0, T)\right)^{*}, \quad \mathbb{P} \text {-a.s. }
$$

Then there exists a unique (up to a constant)

$$
\pi \in L^{r_{0}}\left(\Omega ; W^{s_{1}, r_{1}}(0, T ; H)\right)
$$

such that

$$
\nabla \pi=\boldsymbol{h} \quad \text { in }\left(\left[\mathcal{C}_{0}^{\infty}((0, T) \times \mathcal{O})\right]^{d}\right)^{*}, \quad \mathbb{P} \text {-a.s. }
$$

and

$$
\int_{\mathcal{O}} \pi=0 \quad \text { in }\left(\mathcal{C}_{0}^{\infty}(0, T)\right)^{*}, \quad \mathbb{P} \text {-a.s. }
$$

Furthermore, there exists a positive constant $C=C(\mathcal{O})$, independent of $\boldsymbol{h}$, such that

$$
\|\pi\|_{W^{s_{1}, r_{1}}(0, T ; H)} \leq C(\mathcal{O})\|\boldsymbol{h}\|_{W^{s_{1}, r_{1}}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)} \quad \mathbb{P} \text {-a.s. }
$$

Let us now find suitable values for the parameters $r_{0}, r_{1}$ and $s_{1}$. By choosing $\boldsymbol{v} \in\left[\mathcal{C}_{0}^{\infty}(\mathcal{O})\right]^{d}$ with $\operatorname{div} \boldsymbol{v}=0$ in (1.7), after elementary rearrangements and integration by parts we obtain that

$$
\begin{aligned}
&\left\langle\partial_{t}\left(\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1}\right)(t), \boldsymbol{v}\right\rangle_{\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}, \boldsymbol{H}_{0}^{1}(\mathcal{O})}+\int_{\mathcal{O}} \nabla \widehat{\boldsymbol{u}}(t): \nabla \boldsymbol{v} \\
&+\langle\boldsymbol{B}(\widehat{\boldsymbol{u}}(t), \widehat{\boldsymbol{u}}(t)), \boldsymbol{v}\rangle_{\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}, \boldsymbol{H}_{0}^{1}(\mathcal{O})}-\int_{\mathcal{O}} \widehat{\mu}(t) \nabla \widehat{\varphi}(t) \cdot \boldsymbol{v}=0
\end{aligned}
$$

for almost every $t \in(0, T), \widehat{\mathbb{P}}$-almost surely. Hence, by setting

$$
\boldsymbol{h}:=\partial_{t}\left(\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1}\right)+\boldsymbol{L} \widehat{\boldsymbol{u}}+\boldsymbol{B}(\widehat{\boldsymbol{u}}, \widehat{\boldsymbol{u}})-\widehat{\mu} \nabla \widehat{\varphi},
$$

one has in particular, for all $\boldsymbol{v} \in\left[\mathcal{C}_{0}^{\infty}(\mathcal{O})\right]^{d}$ with $\operatorname{div} \boldsymbol{v}=0$, that

$$
\langle\boldsymbol{h}, \boldsymbol{v}\rangle\left(\left[\mathcal{C}_{0}^{\infty}(\mathcal{O})\right]^{d}\right)^{*},\left[\mathcal{C}_{0}^{\infty}(\mathcal{O})\right]^{d}=0 \quad \text { in }\left(\mathcal{C}_{0}^{\infty}(0, T)\right)^{*}, \quad \widehat{\mathbb{P}} \text {-a.s. }
$$

Let us recover the regularity of $\boldsymbol{h}$. Observing that $\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1} \in L_{\mathscr{P}}^{p}\left(\Omega ; L^{\infty}(0, T ; \boldsymbol{H})\right)$ and that $\partial_{t}: L^{\infty}(0, T ; \boldsymbol{H}) \rightarrow W^{-1, \infty}(0, T ; \boldsymbol{H})$ is linear and continuous, we have

$$
\partial_{t}\left(\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1}\right) \in L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right) \subset L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) .
$$

Furthermore, recalling that $L^{1}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right) \hookrightarrow W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)$ thanks to the fundamental theorem of calculus as shown in the proof of [60, Theorem 2.2], one has that

$$
\boldsymbol{L} \widehat{\boldsymbol{u}} \in L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) \subset L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right)
$$

Moreover, since for $d \in\{2,3\}$ the bilinear form

$$
\boldsymbol{B}: \boldsymbol{V}_{\sigma} \times \boldsymbol{V}_{\sigma} \rightarrow \boldsymbol{L}^{\frac{6}{5}}(\mathcal{O}) \hookrightarrow\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}
$$

is continuous, thanks to the regularity of $\widehat{\boldsymbol{u}}$ it follows that

$$
\boldsymbol{B}(\widehat{\boldsymbol{u}}, \widehat{\boldsymbol{u}}) \in L_{\mathscr{P}}^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{1}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) \hookrightarrow L_{\mathscr{P}}^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) .
$$

Eventually, iterating the computations in (3.57), we obtain

$$
\widehat{\mu} \nabla \widehat{\varphi} \in L_{\mathscr{P}}^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{\frac{4}{3}}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) \hookrightarrow L_{\mathscr{P}}^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right) .
$$

Hence, we have shown that $\boldsymbol{h} \in L^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)\right)$ and an application of Theorem 3.9 with $r_{0}=\frac{p}{2}, s_{1}=-1$ and $r_{1}=+\infty$ yields the existence of the (unique up to a constant) pressure $\pi \in L^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}(0, T ; H)\right)$. Finally, we derive an estimate for $\pi$. The continuous dependence given by Theorem 3.9 implies that

$$
\begin{aligned}
& \|\widehat{\pi}\|_{W^{-1, \infty}(0, T ; H)} \\
& \leq C\left(\left\|\widehat{\boldsymbol{u}}-G_{1}(\widehat{\boldsymbol{u}}) \cdot \widehat{W}_{1}\right\|_{L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)}+\|\widehat{\boldsymbol{u}}\|_{L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)}+\|\widehat{\boldsymbol{u}}\|_{L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)}^{2}+\|\widehat{\mu} \nabla \widehat{\varphi}\|_{L^{\frac{4}{3}}\left(0, T ;\left(\boldsymbol{H}_{0}^{1}(\mathcal{O})\right)^{*}\right)}\right) .
\end{aligned}
$$

Knowing that

$$
\begin{aligned}
\|\widehat{\mu} \nabla \widehat{\varphi}\|_{L^{\frac{4}{3}}\left(0, T ; V_{1}^{*}\right)} & \leq C\left(\|\widehat{\mu}\|_{L^{2}(0, T ; H)}^{2}+\|\widehat{\varphi}\|_{L^{2}\left(0, T ; V_{2}\right)}^{2}\right) \\
& \leq C\left(\left\|F^{\prime}(\widehat{\varphi})\right\|_{L^{2}(0, T ; H)}^{2}+2\|\widehat{\varphi}\|_{L^{2}\left(0, T ; V_{2}\right)}^{2}\right)
\end{aligned}
$$

and exploiting the Burkholder-Davis-Gundy inequality together with assumption (A2), we arrive at

$$
\begin{aligned}
& \|\widehat{\pi}\|_{L_{\mathscr{P}}^{p}}^{\frac{p}{2}}\left(\widehat{\Omega} ; W^{-1, \infty}(0, T ; H)\right) \\
& \leq C\left(1+\|\widehat{\boldsymbol{u}}\|_{L^{p}}^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{\infty}\left(0, T ; \boldsymbol{H}_{\sigma}\right)\right)\right. \\
& \quad+\|\widehat{\boldsymbol{u}}\|_{L^{\frac{p}{2}}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{\sigma}\right)\right)}+\|\widehat{\boldsymbol{u}}\|_{L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; \boldsymbol{V}_{\sigma}\right)\right)}^{2} \\
& \left.\quad+\| \|_{L^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{2}\right)\right)}^{2}+\left\|F^{\prime}(\widehat{\varphi})\right\|_{L^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right)}^{2}\right) .
\end{aligned}
$$

The proof of Theorem 2.7 is complete.

## 4. Existence of probabilistically-strong solutions when $\boldsymbol{d}=2$

This section is devoted to proving Theorem 2.9. To this end, we will use a standard approach, namely we shall deduce it from pathwise uniqueness of martingale solutions.

Proposition 4.1. Let $d=2$ and $p \in(2,+\infty)$. Assume (A1)-(A3) and consider two sets of initial conditions $\left(\boldsymbol{u}_{0, i}, \varphi_{0, i}\right)$ for $i=1,2$ complying with the hypotheses of Theorem 2.7. Let ( $\left.\widehat{\varphi}_{i}, \widehat{\boldsymbol{u}}_{i}\right)$ denote some martingale solutions to (1.7)-(1.12), defined on the same suitable filtered space $\left(\widehat{\Omega}, \widehat{\mathscr{F}},\left(\widehat{\mathscr{F}}_{t}\right)_{t}, \widehat{\mathbb{P}}\right)$ and with respect to a pair of Wiener processes $\widehat{W}_{1}, \widehat{W}_{2}$. Then, there exist a sequence of positive real numbers $\left(C_{n}\right)_{n}$ and a sequence of stopping times $\left\{\zeta_{n}\right\}_{n}$, with $\zeta_{n} \nearrow T$ $\widehat{\mathbb{P}}$-almost surely as $n \rightarrow \infty$, such that the following continuous dependence estimate holds

$$
\begin{aligned}
\|\left(\widehat{\boldsymbol{u}}_{1}-\right. & \left.\widehat{\boldsymbol{u}}_{2}\right)^{\zeta_{n}} \|_{L_{\mathscr{P}}^{p}}\left(\widehat{\Omega} ; C^{0}\left([0, T] ; V_{\sigma}^{*}\right)\right) \cap L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}(0, T ; H)\right) \\
& +\left\|\left(\widehat{\varphi}_{1}-\widehat{\varphi}_{2}\right)^{\zeta_{n}}\right\|_{L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; C^{0}([0, T] ; H)\right) \cap L_{\mathscr{P}}^{p}\left(\widehat{\Omega} ; L^{2}\left(0, T ; V_{1}\right)\right)}^{\leq} C_{n}\left(\left\|\widehat{\boldsymbol{u}}_{0,1}-\widehat{\boldsymbol{u}}_{0,2}\right\|_{L^{p}\left(\widehat{\Omega} ; V_{\sigma}^{*}\right)}+\left\|\widehat{\varphi}_{0,1}-\widehat{\varphi}_{0,2}\right\|_{L^{p}(\widehat{\Omega} ; H)}\right) .
\end{aligned}
$$

In particular, the martingale solution to (1.7)-(1.12) is pathwise unique.
Proof. Let us set

$$
\begin{aligned}
\widehat{\boldsymbol{u}} & :=\widehat{\boldsymbol{u}}_{1}-\widehat{\boldsymbol{u}}_{2}, \\
\widehat{\varphi} & :=\widehat{\varphi}_{1}-\widehat{\varphi}_{2}, \\
\widehat{\mu} & :=\widehat{\mu}_{1}-\widehat{\mu}_{2}, \\
\widehat{\boldsymbol{u}}_{0} & :=\boldsymbol{u}_{0,1}-\boldsymbol{u}_{0,2}, \\
\widehat{\varphi}_{0} & :=\varphi_{0,1}-\varphi_{0,2} .
\end{aligned}
$$

For every $n \in \mathbb{N}$ and $i \in\{1,2\}$ we define the stopping time $\zeta_{n}^{i}: \widehat{\Omega} \rightarrow \mathbb{R}$ as

$$
\zeta_{n}^{i}:=\inf \left\{t \in[0, T]: \sup _{s \in[0, t]}\left\|\widehat{\boldsymbol{u}}_{i}(s)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t}\left(\left\|\widehat{\boldsymbol{u}}_{i}(s)\right\|_{\boldsymbol{V}_{\sigma}}^{2}+\left\|\widehat{\varphi}_{i}(s)\right\|_{V_{2}}^{2}\right) \mathrm{d} s \geq n^{2}\right\}
$$

with the usual convention that $\inf \emptyset=T$, and set

$$
\zeta_{n}:=\zeta_{n}^{1} \wedge \zeta_{n}^{2}
$$

Clearly, $\zeta_{n} \nearrow T$ almost surely as $n \rightarrow \infty$. Let us also introduce the functionals

$$
\begin{aligned}
\Psi_{1}: \boldsymbol{V}_{\sigma}^{*} \rightarrow \mathbb{R}, & \Psi_{1}(\boldsymbol{v}):=\frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \boldsymbol{v}\right\|_{\boldsymbol{H}_{\sigma}}^{2} \\
\Psi_{2}: V_{1} \rightarrow \mathbb{R}, & \Psi_{2}(v):=\frac{1}{2}\|\nabla v\|_{H}^{2}
\end{aligned}
$$

We point out, once and for all, that what follows is valid $\widehat{\mathbb{P}}$-almost surely for every $t \in[0, T]$. Let us consider at first $\Psi_{1}$. First of all, let us compute its first two Fréchet derivatives. If we set

$$
\Psi_{0}: \boldsymbol{V}_{\sigma} \rightarrow \mathbb{R}, \quad \Psi_{0}(\boldsymbol{v}):=\frac{1}{2}\|\nabla \boldsymbol{v}\|_{\boldsymbol{H}_{\sigma}}^{2}
$$

then we have $\Psi_{1}=\Psi_{0} \circ \boldsymbol{A}^{-1}$. Therefore, an application of the chain rule implies that $D \Psi_{1}$ : $\boldsymbol{V}_{\sigma}^{*} \rightarrow \boldsymbol{V}_{\sigma}^{* *}$ is defined by

$$
\begin{aligned}
D \Psi_{1}(\boldsymbol{v}) & =D\left(\Psi_{0} \circ \boldsymbol{A}^{-1}\right)(\boldsymbol{v}) \\
& =D \Psi_{0}\left(\boldsymbol{A}^{-1} \boldsymbol{v}\right) \circ D \boldsymbol{A}^{-1}(\boldsymbol{v}) \\
& =\boldsymbol{A} \boldsymbol{A}^{-1} \boldsymbol{v} \circ \boldsymbol{A}^{-1} \\
& =\boldsymbol{v} \circ \boldsymbol{A}^{-1} .
\end{aligned}
$$

Here, of course, we exploited the facts that $D \Psi_{0}=\boldsymbol{A}$ and that $\boldsymbol{A}^{-1} \in \mathcal{L}\left(\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}\right)$. The above identity must be understood as follows

$$
\left\langle D \Psi_{1}(\boldsymbol{v}), \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{* *}, V_{\sigma}^{*}}=\left\langle\boldsymbol{v}, \boldsymbol{A}^{-1} \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}}=\left(\boldsymbol{v}, \boldsymbol{A}^{-1} \boldsymbol{w}\right)_{\boldsymbol{H}_{\sigma}} .
$$

Moreover, by the properties of the inverse of the Stokes operator, it holds

$$
\begin{equation*}
\left\langle\boldsymbol{v}, \boldsymbol{A}^{-1} \boldsymbol{w}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}=\left(\nabla \boldsymbol{A}^{-1} \boldsymbol{v}, \nabla \boldsymbol{A}^{-1} \boldsymbol{w}\right)_{\boldsymbol{H}_{\sigma}}=\left\langle\boldsymbol{w}, \boldsymbol{A}^{-1} \boldsymbol{v}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}} \tag{4.1}
\end{equation*}
$$

for every $\boldsymbol{v}, \boldsymbol{w} \in \boldsymbol{V}_{\sigma}^{*}$. Notice that $D \Psi_{1} \in \mathcal{L}\left(\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}^{* *}\right)$ and thus $D^{2} \Psi_{1}(\boldsymbol{v})=D \Psi_{1}$ for every $\boldsymbol{v} \in$ $\boldsymbol{V}_{\sigma}^{*}$. Applying the Itô lemma [23, Theorem 4.32] to $\Psi_{1}(\widehat{\boldsymbol{u}})$ and stopping at time $\zeta_{n}$, we obtain

$$
\begin{aligned}
& \frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\left(t \wedge \zeta_{n}\right)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left[\left\langle\widehat{\boldsymbol{u}}(\tau), \boldsymbol{A}^{-1}\left[\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{1}(\tau), \widehat{\boldsymbol{u}}_{1}(\tau)\right)-\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{2}(\tau), \widehat{\boldsymbol{u}}_{2}(\tau)\right)\right]\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right] \mathrm{d} \tau \\
& \quad+\int_{0}^{t \wedge \zeta_{n}}\left[\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}-\left\langle\widehat{\boldsymbol{u}}(\tau), \boldsymbol{A}^{-1}\left[\widehat{\mu}_{1}(\tau) \nabla \widehat{\varphi}_{1}(\tau)-\widehat{\mu}_{2}(\tau) \nabla \widehat{\varphi}_{2}(\tau)\right]\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}}\right] \mathrm{d} \tau
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left\langle\widehat{\boldsymbol{u}}(\tau), \boldsymbol{A}^{-1}\left[\left(G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right) \mathrm{d} \widehat{W}_{1}(\tau)\right]\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}} \\
& \quad+\frac{1}{2} \int_{0}^{t \wedge \zeta_{n}}\left\|\boldsymbol{A}^{-1} G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-\boldsymbol{A}^{-1} G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} \mathrm{~d} \tau . \tag{4.2}
\end{align*}
$$

For the ease of notation, throughout computations we may omit the evaluation of the functions at the time $\tau \in\left[0, \zeta_{n}(\omega)\right]$, for $\widehat{\mathbb{P}}$-almost every $\omega \in \widehat{\Omega}$. We address the various terms in (4.2) separately. First of all, notice that, by (4.1),

$$
\begin{aligned}
& \left\langle\widehat{\boldsymbol{u}}, \boldsymbol{A}^{-1}\left[\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{1}, \widehat{\boldsymbol{u}}_{1}\right)-\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{2}, \widehat{\boldsymbol{u}}_{2}\right)\right]\right\rangle_{V_{\sigma}^{*}, V_{\sigma}} \\
& =\left\langle\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{1}, \widehat{\boldsymbol{u}}_{1}\right), \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\rangle_{V_{\sigma}^{*}, V_{\sigma}}-\left\langle\boldsymbol{B}\left(\widehat{\boldsymbol{u}}_{2}, \widehat{\boldsymbol{u}}_{2}\right), \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\rangle_{V_{\sigma}^{*}, V_{\sigma}} \\
& =\left(\boldsymbol{u} \otimes \boldsymbol{u}_{1}, \nabla \boldsymbol{A}^{-1} \boldsymbol{u}\right)_{\boldsymbol{H}_{\sigma}}+\left(\boldsymbol{u}_{2} \otimes \boldsymbol{u}, \nabla \boldsymbol{A}^{-1} \boldsymbol{u}\right)_{\boldsymbol{H}_{\sigma}},
\end{aligned}
$$

on account of the incompressibility condition

$$
\left(\boldsymbol{u}_{i} \cdot \nabla\right) \boldsymbol{u}_{i}=-\operatorname{div}\left(\boldsymbol{u}_{i} \otimes \boldsymbol{u}_{i}\right)
$$

for $i=1,2$. Then, using the Hölder, Young and Ladyzhenskaya inequalities, together with the definition of $\zeta_{n}$, we find

$$
\begin{align*}
\mid\left(\boldsymbol{u} \otimes \boldsymbol{u}_{1},\right. & \left.\nabla \boldsymbol{A}^{-1} \boldsymbol{u}\right)_{\boldsymbol{H}_{\sigma}}+\left(\boldsymbol{u}_{2} \otimes \boldsymbol{u}, \nabla \boldsymbol{A}^{-1} \boldsymbol{u}\right)_{\boldsymbol{H}_{\sigma}} \mid \\
& \leq\left(\left\|\widehat{\boldsymbol{u}}_{1}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})}+\left\|\widehat{\boldsymbol{u}}_{2}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})}\right)\left\|\widehat{\boldsymbol{u}}_{\boldsymbol{H}_{\sigma}}\right\| \nabla \boldsymbol{A}^{-1} \boldsymbol{u} \|_{\boldsymbol{L}^{4}(\mathcal{O})} \\
& \leq C\left(\left\|\widehat{\boldsymbol{u}}_{1}\right\|_{\boldsymbol{H}_{\sigma}}^{\frac{1}{2}}+\left\|\widehat{\boldsymbol{u}}_{2}\right\|_{\boldsymbol{H}_{\sigma}}^{\frac{1}{2}}\right)\left(\left\|\widehat{\boldsymbol{u}}_{1}\right\|_{\boldsymbol{V}_{\sigma}}^{\frac{1}{2}}+\left\|\widehat{\boldsymbol{u}}_{2}\right\|_{\boldsymbol{V}_{\sigma}}^{\frac{1}{2}}\right)\left\|\widehat{\boldsymbol{u}}_{\boldsymbol{H}_{\sigma}}^{\frac{3}{2}}\right\| \nabla \boldsymbol{A}^{-1} \boldsymbol{u} \|_{\boldsymbol{H}_{\sigma}}^{\frac{1}{2}} \\
& \leq \frac{1}{6}\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}^{2}+C n^{2}\left(\left\|\widehat{\boldsymbol{u}}_{1}\right\|_{\boldsymbol{V}_{\sigma}}^{2}+\left\|\widehat{\boldsymbol{u}}_{2}\right\|_{\boldsymbol{V}_{\sigma}}^{2}\right) \| \nabla \boldsymbol{A}^{-1}{\widehat{\boldsymbol{u}} \|_{\boldsymbol{H}_{\sigma}}^{2}}_{2} \tag{4.3}
\end{align*}
$$

Here, we also used the well-known fact that $\|\boldsymbol{A} \boldsymbol{u}\|_{\boldsymbol{H}_{\sigma}}$ is an equivalent norm in $\boldsymbol{H}^{2}(\mathcal{O}) \cap \boldsymbol{V}_{\sigma}$. Next, we address the coupling term. We make use of the customary formula

$$
\widehat{\mu}_{i} \nabla \widehat{\varphi}_{i}=-\operatorname{div}\left(\nabla \widehat{\varphi}_{i} \otimes \nabla \widehat{\varphi}_{i}\right)+\nabla\left(\frac{1}{2} \nabla\left|\widehat{\varphi}_{i}\right|^{2}+F\left(\widehat{\varphi}_{i}\right)\right)
$$

for $i=1,2$. The above makes sense in $V_{\sigma}^{*}$, since the chemical potential is not regular enough. Therefore, integrating by parts, we recover the identities

$$
\begin{aligned}
\left\langle\widehat{\boldsymbol{u}}, \boldsymbol{A}^{-1}\left[\widehat{\mu}_{1} \nabla \widehat{\varphi}_{1}-\widehat{\mu}_{2} \nabla \widehat{\varphi}_{2}\right]\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}} & =\left\langle\widehat{\mu}_{1} \nabla \widehat{\varphi}_{1}-\widehat{\mu}_{2} \nabla \widehat{\varphi}_{2}, \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}} \\
& =\left(\nabla \widehat{\varphi}_{1} \otimes \nabla \widehat{\varphi}_{1}-\nabla \widehat{\varphi}_{2} \otimes \nabla \widehat{\varphi}_{2}, \nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right)_{\boldsymbol{H}} \\
& =\left(\nabla \widehat{\varphi}_{1} \otimes \nabla \widehat{\varphi}, \nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right)_{\boldsymbol{H}_{\sigma}}+\left(\nabla \widehat{\varphi} \otimes \nabla \widehat{\varphi}_{2}, \nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right)_{\boldsymbol{H}_{\sigma}}
\end{aligned}
$$

On the other hand, by Hölder, Young and Ladyzhenskaya inequalities, we obtain

$$
\begin{align*}
& \left|\left(\nabla \widehat{\varphi}_{1} \otimes \nabla \widehat{\varphi}, \nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right)_{\boldsymbol{H}}+\left(\nabla \widehat{\varphi} \otimes \nabla \widehat{\varphi}_{2}, \nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right)_{\boldsymbol{H}}\right| \\
& \quad \leq\left(\left\|\nabla \widehat{\varphi}_{1}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})}+\left\|\nabla \widehat{\varphi}_{2}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})}\right)\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})} \\
& \quad \leq\left(\left\|\widehat{\varphi}_{1}\right\|_{\boldsymbol{L}^{\infty}(\mathcal{O})}^{\frac{1}{2}}\left\|\widehat{\varphi}_{1}\right\|_{V_{2}}^{\frac{1}{2}}+\left\|\widehat{\varphi}_{2}\right\|_{\boldsymbol{L}^{\infty}(\mathcal{O})}^{\frac{1}{2}}\left\|\widehat{\varphi}_{2}\right\|_{V_{2}}^{\frac{1}{2}}\right)\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}^{\frac{1}{2}}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\|_{\boldsymbol{H}_{\sigma}}^{\frac{1}{2}} \\
& \quad \leq \frac{1}{6}\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{4}\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}^{2}+C\left(1+\left\|\widehat{\varphi}_{1}\right\|_{V_{2}}^{2}+\left\|\widehat{\varphi}_{2}\right\|_{V_{2}}^{2}\right)\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\|_{\boldsymbol{H}_{\sigma}}^{2} \tag{4.4}
\end{align*}
$$

By Assumption (A2) we also get (recall that $Y=V_{\sigma}^{*}$ ),

$$
\begin{align*}
\left\|\boldsymbol{A}^{-1} G_{1}\left(\widehat{\boldsymbol{u}}_{1}\right)-\boldsymbol{A}^{-1} G_{1}\left(\widehat{\boldsymbol{u}}_{2}\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, \boldsymbol{H}_{\sigma}\right)}^{2} & =\left\|G_{1}\left(\widehat{\boldsymbol{u}}_{1}\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, V_{\sigma}^{*}\right)}^{2} \\
& \leq L_{1}^{2}\|\widehat{\boldsymbol{u}}\|_{V_{\sigma}^{*}} \leq C L_{1}^{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\right\|_{\boldsymbol{H}_{\sigma}}^{2} \tag{4.5}
\end{align*}
$$

since $\left\|\nabla \boldsymbol{A}^{-1} \boldsymbol{u}\right\|_{\boldsymbol{H}_{\sigma}}$ is an equivalent norm in $\boldsymbol{V}_{\sigma}^{*}$. Collecting (4.3)-(4.5), we infer from (4.2) that

$$
\begin{align*}
& \frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\left(t \wedge \zeta_{n}\right)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left[\frac{4}{6}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}-\frac{1}{4}\|\nabla \widehat{\varphi}(\tau)\|_{H}^{2}\right] \mathrm{d} \tau \\
& =\frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\sup _{s \in\left[t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\left\langle\widehat{\boldsymbol{u}}(\tau), \boldsymbol{A}^{-1}\left[\left(G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right) \mathrm{d} \widehat{W}_{1}(\tau)\right]\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}}\right| \\
& +C n^{2} \int_{0}^{t \wedge \zeta_{n}}\left(1+\left\|\widehat{\boldsymbol{u}}_{1}(\tau)\right\|_{\boldsymbol{V}_{\sigma}}^{2}+\left\|\widehat{\boldsymbol{u}}_{2}(\tau)\right\|_{\boldsymbol{V}_{\sigma}}^{2}+\left\|\widehat{\varphi}_{1}(\tau)\right\|_{V_{2}}^{2}+\left\|\widehat{\varphi}_{2}(\tau)\right\|_{V_{2}}^{2}\right)\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \mathrm{~d} \tau \tag{4.6}
\end{align*}
$$

Before dealing with the stochastic integral in (4.6), we consider $\Psi_{2}$. Applying the Itô lemma to $\Psi_{2}(\widehat{\varphi})$ yields, thanks to [63, Theorem 4.2.5],

$$
\begin{align*}
& \frac{1}{2}\left\|\widehat{\varphi}\left(t \wedge \zeta_{n}\right)\right\|_{H}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left[(\widehat{\varphi}(\tau), \widehat{\mu}(\tau))_{H}+\left(\widehat{\varphi}(\tau), \widehat{\boldsymbol{u}}_{1}(\tau) \cdot \nabla \widehat{\varphi}_{1}(\tau)-\widehat{\boldsymbol{u}}_{2}(\tau) \cdot \nabla \widehat{\varphi}_{2}(\tau)\right)_{H}\right] \mathrm{d} \tau \\
& =\frac{1}{2}\left\|\widehat{\varphi}_{0}\right\|_{H}^{2}+\frac{1}{2} \int_{0}^{t \wedge \zeta_{n}}\left\|G_{2}\left(\widehat{\varphi}_{1}(\tau)\right)-G_{2}\left(\widehat{\varphi}_{2}(\tau)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} \tau \\
& \quad+\int_{0}^{t \wedge \zeta_{n}}\left(\widehat{\varphi}(\tau),\left[G_{2}\left(\widehat{\varphi}_{1}(\tau)\right)-G_{2}\left(\widehat{\varphi}_{2}(\tau)\right)\right] \mathrm{d} \widehat{W}_{2}(\tau)\right)_{H} \tag{4.7}
\end{align*}
$$

Observe now that, by the mean value theorem and (A1),

$$
\begin{align*}
(\widehat{\varphi}, \widehat{\mu})_{H} & =\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}^{2}+\left(F^{\prime}\left(\widehat{\varphi}_{1}\right)-F^{\prime}\left(\widehat{\varphi}_{2}\right), \widehat{\varphi}\right)_{H} \\
& \geq\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}^{2}-c_{F}\|\widehat{\varphi}\|_{H}^{2} \tag{4.8}
\end{align*}
$$

Moreover, we have

$$
\begin{align*}
\left|\left(\widehat{\varphi}, \widehat{\boldsymbol{u}}_{1} \cdot \nabla \widehat{\varphi}_{1}-\widehat{\boldsymbol{u}}_{2} \cdot \nabla \widehat{\varphi}_{2}\right)_{H}\right| & =\left|\left(\widehat{\varphi}, \widehat{\boldsymbol{u}} \cdot \nabla \widehat{\varphi}_{1}\right)_{H}+\left(\widehat{\varphi}, \widehat{\boldsymbol{u}}_{2} \cdot \nabla \widehat{\varphi}\right)_{H}\right| \\
& =\left|\left(\widehat{\varphi}, \widehat{\boldsymbol{u}} \cdot \nabla \widehat{\varphi}_{1}\right)_{H}\right| \\
& \leq\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}\|\widehat{\varphi}\|_{L^{4}(\mathcal{O})}\left\|\nabla \widehat{\varphi}_{1}\right\|_{\boldsymbol{L}^{4}(\mathcal{O})} \\
& \leq\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}\|\widehat{\varphi}\|_{H}^{\frac{1}{2}}\|\widehat{\varphi}\|_{V_{1}}^{\frac{1}{2}}\left\|\widehat{\varphi}_{1}\right\|_{L^{\infty}(\mathcal{O})}^{\frac{1}{2}}\left\|\widehat{\varphi}_{1}\right\|_{V_{2}}^{\frac{1}{2}} \\
& \leq \frac{1}{6}\|\widehat{\boldsymbol{u}}\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{4}\|\nabla \widehat{\varphi}\|_{\boldsymbol{H}}^{2}+C\left(1+\left\|\widehat{\varphi}_{1}\right\|_{V_{2}}^{2}\right)\|\widehat{\varphi}\|_{H}^{2} \tag{4.9}
\end{align*}
$$

By (A3), we easily deduce

$$
\begin{equation*}
\left\|G_{2}\left(\widehat{\varphi}_{1}\right)-G_{2}\left(\widehat{\varphi}_{2}\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \leq L_{2}^{2}\|\widehat{\varphi}\|^{2} \tag{4.10}
\end{equation*}
$$

On account of (4.8)-(4.10), from (4.7) we arrive at

$$
\begin{align*}
& \frac{1}{2}\left\|\widehat{\varphi}\left(t \wedge \zeta_{n}\right)\right\|_{H}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left[\frac{3}{4}\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2}-\frac{1}{6}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}\right] \mathrm{d} \tau \\
& \leq \frac{1}{2}\left\|\widehat{\varphi}_{0}\right\|_{H}^{2}+\sup _{s \in\left[0, t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\left(\widehat{\varphi}(\tau),\left[G_{2}\left(\widehat{\varphi}_{1}(\tau)\right)-G_{2}\left(\widehat{\varphi}_{2}(\tau)\right)\right] \mathrm{d} \widehat{W}_{2}(\tau)\right)_{H}\right| \\
& \quad+C \int_{0}^{t \wedge \zeta_{n}}\left(1+\left\|\widehat{\varphi}_{1}(\tau)\right\|_{V_{2}}^{2}\right)\|\widehat{\varphi}(\tau)\|_{H}^{2} \mathrm{~d} \tau \tag{4.11}
\end{align*}
$$

Adding (4.6) and (4.11) together, we obtain

$$
\begin{aligned}
& \frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\left(t \wedge \zeta_{n}\right)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2}\left\|\widehat{\varphi}\left(t \wedge \zeta_{n}\right)\right\|_{H}^{2}+\frac{1}{2} \int_{0}^{t \wedge \zeta_{n}}\left[\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2}+\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}\right] \mathrm{d} \tau \\
& \leq \frac{1}{2}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\frac{1}{2}\left\|\widehat{\varphi}_{0}\right\|_{H}^{2} \\
& \quad+\sup _{s \in\left[t \wedge \zeta_{n}\right]} \mid \int_{0}^{s}\left\langle\widehat{\boldsymbol{u}}(\tau),\left.\boldsymbol{A}^{-1}\left(G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right) \mathrm{d} \widehat{W}_{1}(\tau)\right|_{V_{\sigma}^{*}, V_{\sigma}}\right| \\
& \quad+\sup _{s \in\left[0, t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\left(\widehat{\varphi}(\tau),\left[G_{2}\left(\widehat{\varphi}_{1}(\tau)\right)-G_{2}\left(\widehat{\varphi}_{2}(\tau)\right)\right] \mathrm{d} \widehat{W}_{2}(\tau)\right)_{H}\right|
\end{aligned}
$$

$$
\begin{equation*}
+C n^{2} \int_{0}^{t \wedge \zeta_{n}}\left[1+\sum_{i=1,2}\left(\left\|\widehat{\boldsymbol{u}}_{i}(\tau)\right\|_{\boldsymbol{V}_{\sigma}}^{2}+\left\|\widehat{\varphi}_{i}(\tau)\right\|_{V_{2}}^{2}\right)\right]\left(\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\|\widehat{\varphi}(\tau)\|_{H}^{2}\right) \mathrm{d} \tau \tag{4.12}
\end{equation*}
$$

so that the Gronwall Lemma and the definition of $\zeta_{n}$ yield

$$
\begin{align*}
& \left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}\left(t \wedge \zeta_{n}\right)\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\widehat{\varphi}\left(t \wedge \zeta_{n}\right)\right\|_{H}^{2}+\int_{0}^{t \wedge \zeta_{n}}\left[\|\nabla \widehat{\varphi}(\tau)\|_{\boldsymbol{H}}^{2}+\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{H}_{\sigma}}^{2}\right] \mathrm{d} \tau \\
& \leq e^{C\left(T+n^{4}\right)}\left(\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}_{0}\right\|_{\boldsymbol{H}_{\sigma}}^{2}+\left\|\widehat{\varphi}_{0}\right\|_{H}^{2}\right) \\
& \quad+2 e^{C\left(T+n^{4}\right)} \sup _{s \in\left[t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\right| \widehat{\boldsymbol{u}}(\tau),\left.\boldsymbol{A}^{-1}\left(G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right) \mathrm{d} \widehat{W}_{1}(\tau)\right|_{\boldsymbol{V}_{\sigma}^{*}, V_{\sigma}} \mid \\
& \quad+2 e^{C\left(T+n^{4}\right)} \sup _{s \in\left[0, t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\left(\widehat{\varphi}(\tau),\left[G_{2}\left(\widehat{\varphi}_{1}(\tau)\right)-G_{2}\left(\widehat{\varphi}_{2}(\tau)\right)\right] \mathrm{d} \widehat{W}_{2}(\tau)\right)_{H}\right| \tag{4.13}
\end{align*}
$$

Take now $\frac{p}{2}$-powers, the supremum (with respect to time) and expectations (with respect to $\widehat{\mathbb{P}}$ ): let us deal with the stochastic integrals on the right hand side of (4.13). The Burkholder-DavisGundy inequality combined with the Young inequality and (A2) entail, for every $\delta>0$, that

$$
\begin{align*}
& \widehat{\mathbb{E}} \sup _{s \in\left[t \wedge \zeta_{n}\right]}\left|\int_{0}^{s}\left\langle\widehat{\boldsymbol{u}}(\tau), \boldsymbol{A}^{-1}\left(G_{1}\left(\widehat{\boldsymbol{u}}_{1}(\tau)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(\tau)\right)\right) \mathrm{d} \widehat{W}_{1}(\tau)\right\rangle_{\boldsymbol{V}_{\sigma}^{*}, \boldsymbol{V}_{\sigma}}\right|^{\frac{p}{2}} \\
& \quad \leq C \widehat{\mathbb{E}}\left(\int_{0}^{t \wedge \zeta_{n}}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(s)\right\|_{\boldsymbol{H}_{\sigma}}^{2}\left\|G_{1}\left(\widehat{\boldsymbol{u}}_{1}(s)\right)-G_{1}\left(\widehat{\boldsymbol{u}}_{2}(s)\right)\right\|_{\mathscr{L}^{2}\left(U_{1}, V_{\sigma}^{*}\right)}^{2} \mathrm{~d} s\right)^{\frac{p}{4}} \\
& \quad \leq C \widehat{\mathbb{E}}\left(\sup _{s \in\left[0, t \wedge \zeta_{n}\right]}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(s)\right\|_{\boldsymbol{H}_{\sigma}}^{2} \int_{0}^{t \wedge \zeta_{n}}\|\widehat{\boldsymbol{u}}(\tau)\|_{\boldsymbol{V}_{\sigma}^{*}}^{2} \mathrm{~d} \tau\right)^{\frac{p}{4}} \\
& \quad \leq \delta \widehat{\mathbb{E}} \sup _{s \in\left[0, t \wedge \zeta_{n}\right]}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(s)\right\|_{\boldsymbol{H}_{\sigma}}^{p}+C_{\delta} \widehat{\mathbb{E}} \int_{0}^{t \wedge \zeta_{n}}\left\|\nabla \boldsymbol{A}^{-1} \widehat{\boldsymbol{u}}(\tau)\right\|_{\boldsymbol{H}_{\sigma}}^{p} \mathrm{~d} \tau \tag{4.14}
\end{align*}
$$

while the same inequalities and (A3) also yield

$$
\widehat{\mathbb{E}} \sup _{s \in\left[t \wedge \zeta_{n}\right]}\left|\int_{0}^{\tau}\left(\widehat{\varphi}(s),\left[G_{2}\left(\widehat{\varphi}_{1}(s)\right)-G_{2}\left(\widehat{\varphi}_{2}(s)\right)\right] \mathrm{d} \widehat{W}_{2}(s)\right)_{H}\right|^{\frac{p}{2}}
$$

$$
\begin{align*}
& \leq C \widehat{\mathbb{E}}\left(\int_{0}^{t \wedge \zeta_{n}}\|\widehat{\varphi}(s)\|_{H}^{2}\left\|G_{2}\left(\widehat{\varphi}_{1}(s)\right)-G_{2}\left(\widehat{\varphi}_{2}(s)\right)\right\|_{\mathscr{L}^{2}\left(U_{2}, H\right)}^{2} \mathrm{~d} s\right)^{\frac{p}{4}} \\
& \leq \delta \widehat{\mathbb{E}} \sup _{s \in\left[t \wedge \zeta_{n}\right]}\|\widehat{\varphi}(s)\|_{H}^{p}+C_{\delta} \mathbb{E} \int_{0}^{t \wedge \zeta_{n}}\|\widehat{\varphi}(\tau)\|_{H}^{p} \mathrm{~d} \tau . \tag{4.15}
\end{align*}
$$

Taking (4.14) and (4.15) into account in (4.13) and choosing $\delta$ small enough, an application of the Gronwall lemma entails the claimed continuous dependence estimate. In turn, upon choosing $\widehat{\boldsymbol{u}}_{0,1}=\widehat{\boldsymbol{u}}_{0,2}$ and $\widehat{\varphi}_{0,1}=\widehat{\varphi}_{0,2}$, this also yields $\widehat{\boldsymbol{u}}_{1}=\widehat{\boldsymbol{u}}_{2}$ and $\widehat{\varphi}_{1}=\widehat{\varphi}_{2}$ on the stochastic interval $\llbracket 0, \zeta_{n} \rrbracket$ for every $n \in \mathbb{N}$. Hence pathwise uniqueness of the solution follows since $\zeta_{n} \nearrow T$ almost surely.

The existence of a probabilistically-strong solution follows from standard results (see, for instance, [68, Theorem 2.1]) and, by Proposition 4.1, also turns out to be unique. The existence and uniqueness (up to a constant) of a pressure $\pi \in L^{\frac{p}{2}}\left(\Omega ; W^{-1, \infty}(0, T ; H)\right)$ can be deduced arguing as in Subsection 3.8. The proof of Theorem 2.9 is finished.
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