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Abstract: Among several meteorological parameters, Cloud-Base Height is employed in many
applications to provide operational and real-time cloud-base information to the aviation industry,
to initialize Numeric Weather Prediction models and to validate climate models. Moreover, Cloud-
Base Height is also useful in the nowcasting (very short-term forecasting) of solar radiation. As
cloud movements mainly affect the solar irradiance availability, their characterization is extremely
important for solar power applications; an accurate estimation of the ground shadowing requires
the knowledge of cloud height and extent. In the present work, the Cloud-Base Height value is
estimated starting from sky images acquired from a single All Sky Imager. In order to fulfill this task,
a Convolutional Neural Network model is chosen and developed.

Keywords: convolutional neural network; CNN; all sky images; cloud-base height; machine
learning

1. Introduction

Cloud-Base Height (CBH) estimation is an increasingly crucial task: this parameter
is required in many applications [1]. It is exploited to validate climate models [2] and
to improve Numeric Weather Prediction (NWP) models [3]; for instance, it improves
the definition of the cloud-drift vector field, allowing a more effective modeling of the
atmosphere dynamics [4]. Moreover, CBH is also useful in the nowcasting (very short-term
forecasting) of solar resources [5] and photovoltaic power plant energy outputs [6]. As
clouds are the primary cause of intermittency in solar irradiance, they are of interest for
solar power applications: an accurate calculation of the ground shadowing requires the
knowledge of cloud height and extent [7].

In the scientific literature, several studies are aimed at estimating CBH through differ-
ent procedures. In [1], seven All Sky Imagers (ASIs) belonging to the Eye2Sky ASI network,
located in the city of Oldenburg, are exploited to estimate CBH. In detail, an independent
CBH estimation is derived considering each possible pair of ASIs, and then all the different
estimations are properly merged into a final and more reliable one. In [8], the authors
combined infrared satellite images and spectral information derived from meteorological
sounders to improve the accuracy of the cloud height estimation task. In [9], a method for
CBH estimation was developed starting from successions of images captured by ground-
based imagers with a hemispherical view of the sky. In [10], a model capable of detecting
and tracking individual clouds aimed at creating a 3D model providing cloud attributes
such as height, position, size, optical properties and motion was developed. In [11], a newly
developed temporal height-tracking (THT) algorithm to the backscatter profiles of two
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ceilometers led to retrieved cloud bases that are statistically consistent with each other and
ensured reliable detection of CBH, particularly when inhomogeneous cloud fields were
present and changing rapidly in time. However, in situ measurements of cloud properties
are essential, but they are quite expensive and typically limited in time and spatial location.
On the contrary, Machine Learning-based models are capable overcoming physical model
limitations, as for solar power plant energy estimation [12]. A CNN is a classification model
specifically designed to detect patterns within images. Since the goal of the work was the
evaluation of the possibility of using All Sky Imagers in order to detect the Cloud-Base
Height, and considering the complexity of the cloud characteristics, this approach was
considered ideal to approach this kind of problem. Therefore, the objective of the present
work is to estimate, with a Machine Learning algorithm, the CBH value starting from sky
images acquired from a single ASI. In order to fulfill this task, a Convolutional Neural
Network (CNN) model was chosen and developed.

2. Convolutional Neural Network

The method selected to fulfill the objective of the current work is the so-called CNN, a
classification model specifically designed to detect patterns within images. In the following,
the model is first described from a theoretical point of view. Then, all the characteristics of
the model implemented in the present work are discussed and explained.

2.1. General Description

CNNs are classification Machine Learning models, nowadays involved, for example,
in image search services, self-driving cars, automatic video classification systems, etc. More-
over, their utilization is not restricted to visual tasks: they power many other applications
such as voice recognition or natural language processing.

The structure of CNNs derives from the studies of the brain’s visual cortex. Several
studies and experiments demonstrated that neurons dedicated to vision present a small
local receptive field, hence they process only information deriving from a limited region
of the visual field. Moreover, the receptive fields of different neurons may overlap, and
together they cover the entire visual field. This structure, capable of detecting complex
patterns in any region of the visual field, inspired the researcher to develop a Neural
Network architecture that gradually evolved into into the current CNN.

In further detail, the typical CNN structure consists of a sequence of convolutional
and pooling layers:

*  The convolutional layer is the crucial building block of CNNs: neurons in this type of
layer are not connected to every pixel in the input image but only to pixels in their
corresponding receptive fields. The weight of a neuron is represented by a filter (or
convolution kernel) that, when applied to the image, is able to extract features from it.
During the training phase, the convolutional layer learns the best suited filters for a
specific task.

¢ The pooling layer has the goal of subsampling the input image in order to reduce the
computational load, the memory usage, and the number of network parameters to
be tuned. As in convolutional layers, each neuron is connected to a restricted region
of the previous layer. Moreover, neurons in this layer do not have weights: all they
perform is the aggregation of the inputs according to a specific aggregation function,
such as max or mean.

After being processed in the cascade of convolutional and pooling layers, the informa-
tion flow is flattened, i.e., it is structured in a suitable format to be further processed. The
last step of the classification process takes place in one or more dense layers, providing the
final output.

2.2. Adopted Structure

The CNN structure adopted is represented in Figure 1. The combination between a
convolutional and a pooling layer is exploited two times in order to grant a reasonably
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deep feature extraction from the input images. Then, the information flow is flattened and
delivered to the final dense layer, aimed at providing the output label corresponding to an
unlabeled input image.

Convolutional Convolutional Flattening Output
+ +
Pooling Pooling

Figure 1. Adopted CNN structure.

Some characteristic parameters of the CNN structure need to undergo an optimization
procedure in order to grant the best possible performance on the considered case study.
In detail, a sensitivity analysis is carried out on the number of filters involved in the
convolutional layers. The dimension of the dense layer is kept fixed at 16 hidden neurons.
This study is aimed at selecting the configuration representing the optimal compromise
between model accuracy and complexity. The results of the sensitivity analysis depend
primarily on the amount of data involved in training and are reported in the results section.

3. Case Study and Available Data

The CBH is a crucial parameter in the characterization of the cloud features and
consequently on the determination of the attenuation of solar radiation on the ground.
Unfortunately, there are few instruments (ceilometers), which are very expensive, that are
able to detect, in an objective way, this parameter. The alternative, considered in this work,
is the exploitation of the atmospheric sounding obtained in the correspondence of some
airports by means of a radio sounding. This measurement is made with low frequency
(generally twice a day at 00 and 12 UTC) because of the weather balloon launch cost which
hosts the battery-powered telemetry instrument. In the presented case study, the problem
was also to have the radio sounding in proximity of the All Sky Imager. For this reason,
the observed dataset was not too large and, therefore, it has been necessary to consider
a reduced number of classes. In presence of a consistent dataset of CBH measurements
obtained from a ceilometer, it would be possible to increase the number of the classes.
Furthermore, in order to train a supervised Machine Learning model, a proper set of data
is required. More in detail, it is necessary to have some target data, i.e., representing the
quantity that the model is going to estimate, and some input data, i.e., the information on
which the estimation is performed. As input data, sky images from an ASI are used. On
the other hand, as target data, information derived from radio soundings is available.

3.1. Input Data

All available sky images are acquired through a whole-sky cam and constitute the
input to perform the estimation. The images cover two time periods, one comprised
between the months of May and September 2020 and one between January 2014 and
February 2015, and present an initial resolution of 1124 x 1124 pixels. In order to reduce
the computational burden of the estimation algorithm developed, the images are down-
sampled to a 256 x 256 pixels resolution.

3.2. Target Data

Target data consist of the CBH cloud cover depicted in each image. This value is
computed starting from the Pressure of Lifted Condensation Level (PLCL) values, recorded
through a radio sounding sensor. However, PLCL alone is not enough to properly estimate
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the CBH value because the atmosphere pressure is not constant throughout the year.
In order to address this issue, the difference between pressure at sea level and PLCL,
representative of the height of the bottom layer of the cloud, must be used to estimate the
CBH target value. In the presented case study, radio soundings are carried out once a day, at
12:00: therefore, the useful time frames for CNN training, i.e., those where both PLCL value
and the corresponding sky image are available, are not numerous; only 109 sky images with
a corresponding target label are available. The CNN is applied, in the present work, as a
classification method, while the CBH is a continuous variable; this means it cannot be used
as a target variable as it is. However, it was possible to divide the range of the registered
CBH values into classes corresponding to a range of values and to train the model to assign
each image to its corresponding class. Therefore, the available dataset is divided into 3
classes. The identification of more than 3 classes leads to a critical issue: the number of
samples inside each group becomes too small, strongly affecting the classification accuracy.
In that case, the algorithm would struggle in recognizing the classes because it does not
have a sufficient number of examples to infer their characteristic pattern. On the contrary,
if only 2 classes are defined, the range of CBH values corresponding to each class would
become too large, reducing the usefulness of the classification.

CBH classes within the interval comprised between the maximum (970) and the mini-
mum (670), can be defined according to different strategies leading to different partitioning
of samples. The strategies considered in the current work, and the relevant thresholds, are
represented in Figure 2 and are described as:

¢ Linear: the interval comprised between the maximum and the minimum registered
CBH values is divided in 3 evenly spaced intervals (770 and 870).

¢ Logarithmic: the interval comprised between the logarithm (base 10) of the maximum
and the minimum registered CBH values is divided in 3 evenly spaced intervals (764
and 863).

¢ Equal number of samples: the thresholds dividing CBH classes are set to make three
classes with an equal number of samples (848 and 875); this latter partitioning strategy
is defined in order to verify the results obtainable with balanced classes in terms of
the same number of samples.

Min Class 0 Class 1 Class 2 Max

(a) ’—* ® o0—© ® @@ + > CBH
670 770 870 970
Min Class 0 Class 1 Class 2 Max

(b)!_t A ..‘!. oo t > CBH

0 764 863 970

Min Class 0 Class 1 Class 2 Max
[C) ’—* . 4.—. 4 .‘. + > CBH
670 848 875 970

Figure 2. Different strategies for CBH classes definition and relevant thresholds: (a) linear; (b) loga-
rithmic; (c) equal number of samples.

The different partitioning strategies lead to a different number of samples in each class,
as reported in Table 1:
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Table 1. Number of samples in each class according to different partitioning strategies.

Strategy Class 0 Class 1 Class 2
Linear 39 66 4
Logarithmic 15 70 24
Equal num samples 39 36 34

3.3. Oversampling

CNNs, in order to be trained, require a large amount of input images. However, in
our case study, the available dataset is not that large. In order to address this issue, an
oversampling is performed in order to obtain additional generated input samples, useful
to improve the training process of the model. Assuming a negligible time variation of the
vertical profile of atmosphere, it is possible to assign to a single radio sounding all the
images acquired in the surrounding time frames, as graphically represented in Figure 3.

Image 12:30

Image 12:15 |,
Image 12:00 —# CBH 12:00

Image 11:45

Image 11:30

Figure 3. Oversampling strategy adopted to enlarge the amount of training data available.

The impact of oversampling on class population is reported in Table 2:

Table 2. Samples per class of the adopted partitioning strategy after oversampling.

Strategy Class 0 Class 1 Class 2
Linear 201 330 19
Logarithmic 73 360 117
Equal num samples 201 182 167
4. Results

The performance evaluation is a crucial step to assess the capability of the model to
correctly identify the target classes. Here, the classification performances of a CNN are
presented and discussed according to specific evaluation metrics after the class definition
strategies previously listed in Section 3.2.

4.1. Evaluation Metrics

The evaluation metrics adopted in order to assess the model performances are pre-
sented in the following. The Global Accuracy (A) measures “how good” a classification
model is, returning the fraction of right predictions. It is calculated as in Equation (1):

A TP
" TP+ TN+ FP+FEN

ey

where:

® TP (True Positives) are samples correctly classified by the model as positive;

* TN (True Negatives) are samples correctly classified by the model as negative;

e  FP (False Positives) are samples that the model incorrectly classifies as belonging to
class C, while they belong to a different class;
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*  FN (False Negatives) are samples belonging to class C that are incorrectly classified as
belonging to a different class.

Precision, also denoted as Positive Predictive Value (PPV), for a class C is calculated
as in Equation (2):
Precision = PPV = _TIr 2)
- " TP+ FP

Recall, also denoted as sensitivity, for a class C is calculated as it is stated in the
Equation (3):
TP

Recall = Sen51t1V1ty = m (3)

4.2. Linear Classes Definition

In this case, the classes are defined according to the linear strategy, meaning that
samples are defined according to linear partition strategies in the boundary thresholds of
the classes, as it is previously described in Section 3.2. The sensitivity analysis carried out
in order to identify the optimal network structure indicates the number of filters equal to
64 for both the first and the second convolutional layers. Figure 4 depicts the confusion
matrix representing the classification performances in the considered case. A generic cell in
row i and column j represents the number of samples belonging to class i that are assigned
to class j during classification. Table 3 represents the classification performance evaluated
through the metrics previously defined.

50
40

30

True label

20

10

Predicted label

Figure 4. Confusion matrix for the Linear Classes Definition.

Table 3. Classification performances in the Linear Classes Definition.

Class PPV Recall
0 - 0.00
1 0.60 1.00
2 - 0.00

In this case, the developed classification model is unable to recognize the presence of
two classes (classes 0 and 2) out of three. As a matter of fact, the only class appearing in the
model output is class 1, i.e., the most numerous one. The performance metrics numerically
confirm the coherent results represented by the confusion matrix.
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4.3. Logarithmic Classes Definition

In this case, the classes are defined according to the logarithmic strategy. The sensitivity
analysis carried out in order to identify the optimal network structure indicates the number
of filters equal to 64 for both the first and the second convolutional layers.

Figure 5 depicts the confusion matrix representing the classification performances in
the considered case. A generic cell in row i and column j represents the number of samples
belonging to class i that are assigned to class j during classification. Table 4 represents the
classification performance evaluated through the metrics previously defined.

50

True label

o] 1 2
Predicted label

Figure 5. Confusion matrix for the Logarithmic Classes Definition.

Table 4. Classification performances for the Logarithmic Classes Definition.

Class PPV Recall
0 0.33 0.18
1 0.65 0.93
2 - 0.00

Unlike the previous case, the CNN recognizes the presence of two classes (classes 0
and 1) instead of only one. A small number of samples are assigned to class 0, but only
a couple of them really belong to that class. Evaluation metrics highlight coherently the
small number of correct classifications in class 0.

4.4. Classes with Equal Number of Samples

In this case, the classes are defined in a way that an equal number of samples belongs
to each class. The sensitivity analysis carried out in order to identify the optimal network
structure indicates the number of filters equal to 64 for both the first and the second
convolutional layers.

Figure 6 depicts the confusion matrix representing the classification performances in
the considered case. A generic cell in row i and column j represents the number of samples
belonging to class i that are assigned to class j during classification. Table 5 represents the
classification performance evaluated through the metrics previously defined.
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Figure 6. Confusion matrix for classes defined with an equal number of samples.

Table 5. Classification performance for classes with an equal number of samples.

Class PPV Recall
0 0.36 0.83
1 0.57 0.30
2 - 0.00

This last case demonstrates that, even with an equal number of samples, the classifica-
tion performances are slightly worsened compared with the logarithmic class definition.
Once again, the CNN recognizes the presence of only two classes out of three and a large
number of test samples are misclassified, as highlighted also by the performance metrics.
Finally, the Global Accuracy (A) for the different class definitions together with the other
evaluation metrics adopted in this work is reported in Table 6. In this study case, the
strategy of the logarithmic partition of the samples within classes scores the best result in
terms of global accuracy (0.63%), even if the limited amount of samples strongly affects
the classification precision PPV. On the contrary, linear class definition shows the worst
classification results with a global accuracy equal to 0.4, and it is unable to classify samples
belonging to class 0 and class 2, while the Equal Amount of Samples strategy indicates
almost comparable results (0.6) to the logarithmic partition of the samples within classes.
Finally, samples in class 2 are incorrectly classified, allegedly due to the lack of samples
belonging to that class, especially in the linear partition strategy.

Table 6. Classification performances for the different class definitions.

Class Definition Strategy Linear Logarithmic Equal Number of Samples
Class PPV Recall PPV Recall PPV Recall
0 - 0.00 0.33 0.18 0.36 0.83
1 0.60 1.00 0.65 0.93 0.57 0.30
2 - 0.00 - 0.00 - 0.00
Global Accuracy 0.60 0.63 0.40

5. Conclusions

The present work aims at estimating the CBH (Cloud-Base Height) value through
a CNN (Convolutional Neural Network) model processing sky images acquired from a
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single ASI. The CBH value for each of the training images is estimated starting from the
PLCL (Pressure of Lifted Condensation Level) value recorded by radio soundings and
the pressure at sea level. Moreover, the model output was not a specific CBH value but a
class corresponding to a range of possible CBH values. In total, three classes were defined
according to different strategies, namely: linear, logarithmic, and an equal number of
samples partition in each group. In order to increase the number of available training
samples, an oversampling procedure was carried out. The final best classification accuracy
is 63% with the logarithmic classes definition. The reduced number of samples does not
allow generalized conclusions to be drawn, even if the classification obtained with the
logarithmic class definition seems to be the most promising. Future works will aim at
adding more data and will combine the here-presented information contained in sky images
with additional exogenous parameters (i.e., from sensors located in situ) to further improve
the accuracy of the model.
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