
Research Article 1

DRL-based Progressive Recovery for
Quantum-Key-Distribution Networks
MENGYAO LI1, QIAOLUN ZHANG1,*, ALBERTO GATTO1, STEFANO BREGNI1,
GIACOMO VERTICALE1, AND MASSIMO TORNATORE1

1Dipartimento di Elettronica, Informazione e Bioingegneria, Politecnico di Milano, Milan 20133, Italy
*qiaolun.zhang@mail.polimi.it

Compiled August 18, 2024

With progressive network recovery, operators restore network connectivity after massive failures along
multiple stages, by identifying the optimal sequence of repair actions to maximize carried live traffic.
Motivated by the initial deployments of quantum-key-distribution (QKD) over optical networks appearing
in several locations worldwide, in this work we model and solve the progressive QKD network recovery
(PQNR) problem in QKD networks to accelerate the recovery after failures. We formulate an Integer
Linear Programming (ILP) model to optimize the achievable accumulative key rates during recovery for
four different QKD network architectures, considering different capabilities of using trusted relay and
optical bypass. Due to the computational limitations of the ILP model, we propose a deep reinforcement
learning (DRL) algorithm based on a twin delayed deep deterministic policy gradients (TD3) framework to
solve the PQNR problem for large-scale topologies. Simulation results show that our proposed algorithm
approaches well compared to the optimal solution and outperforms several baseline algorithms. Moreover,
using optical bypass jointly with trusted relay can improve the performance in terms of key rate by 14%
and 18% compared to the cases where only optical bypass and only trusted relay are applied, respectively.
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1. INTRODUCTION

Quantum key distribution (QKD) secures classical communica-
tions against quantum attacks by sharing secret keys between
two remote parties with information-theoretic security guaran-
teed by the fundamentals of quantum physics [1, 2]. QKD was
initially deployed over point-to-point links, and only recently
some demonstrations of full-scale multi-point QKD connections
have been reported [3, 4]. Meanwhile, several studies have in-
vestigated and demonstrated the coexistence of quantum signal
and classical signal on the same fiber [5], to reduce the deploy-
ment cost of QKD networks. A QKD network consists of QKD
nodes, QKD modules (transmitters or receivers), and QKD links
[1]. These QKD networks are expected to secure very critical
services, such as financial and military services. Hence, in case
of massive failures (caused, e.g., by natural disasters, such as
earthquakes, or by man-made attacks), the services of the QKD
network must be recovered as soon as possible. While some ex-
isting literature on network resiliency of QKD networks consid-
ered resource re-allocation strategies [6, 7], the network recovery
of QKD networks is still not investigated.

In this research, we address the problem of Progressive Net-

work Recovery (PNR) in QKD networks, herein referred to as
Progressive QKD Network Recovery (PQNR). The PNR prob-
lem arises when a network is subject to massive failures, and
the network operator has to identify the optimal sequence of
repair actions to maximize the performance during the recov-
ery. The PNR problem has already been modeled and solved in
traditional networks [8], while PQNR necessitates re-evaluating
traditional PNR methodologies to accommodate the unique tech-
nologies of QKD networks such as optical bypass and trusted relay,
two technologies that facilitate the key distribution among non-
adjacent nodes.

As shown in Fig. 1, using optical bypass quantum channels
can be established between non-adjacent nodes by bypassing
intermediate nodes, without the need to deploy additional QKD
modules, as the quantum signal propagates directly from the
transmitter to the receiver end. The trusted-relay technology
allows considering some selected intermediate nodes as trusted
secure nodes, both from the point of view of cyberattacks and
physical-side attacks. Thus, trusted nodes can be used to relay
symmetric keys exchanged between two users by encrypting it
through a one-time pad (OTP) scheme, i.e., by using additional
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Fig. 1. Three enabled technologies for PQNR.

quantum keys exchanged on each link. This relay mechanism
permits to pass through intermediate nodes without additional
losses but requires further QKD modules in the intermediate
node [1]. Moreover, PQNR can be accelerated in QKD networks
thanks to the quantum key pools (QKPs), which represent reposi-
tories of keys stored in selected QKD nodes [1], as illustrated in
Fig. 1. A QKP allows storing the keys in one stage and consum-
ing them in subsequent stages, which can significantly accelerate
the satisfaction of requests. Furthermore, the presence of mul-
tiple quantum channels in each QKD link, facilitated by WDM,
serves to enhance network resilience and robustness against
failures.

(a) Physical graph (b) Auxiliary graph

Fig. 2. Example of auxiliary graph and physical graph

Our work is the first one, to the best of our knowledge, mod-
eling and solving PQNR optimization in response to massive
failures. Our study is based on the realistic modeling of the
achievable key rates in QKD networks [9], considering both opti-
cal bypass and trusted relay. Note that, differently from classical
(non-QKD) optical networks [10], the opportunity of caching
keys in QKP during recovery and the presence of trusted relay
and optical bypass significantly distinguishes the PQNR prob-
lem from the traditional PNR problem, as introduced before in
[11]. In this paper, we propose a novel deep reinforcement learn-
ing (DRL)-based progressive recovery algorithm (DRL-PR) to
address the PQNR problem. In addition, we add more results for
different numbers of requests and add the results of two large-
scale topologies to further evaluate the PQNR problem. The
main strength of the DRL-PR algorithm is its versatile approach
to sequence-making tasks due to its ability to learn complex
policies through the data (i.e., samples), thanks to the interaction
between the DRL algorithm and the QKD network environment.
By leveraging DRL, networks can autonomously adapt to dy-
namic environments, and optimize their performance without
relying on predefined rules. In our research, we use DRL to
optimize recovery sequences across various network scenarios,
including different failure scenarios, diverse topologies, and
varied requests. Recovery sequences include which nodes and
links need to be recovered for each stage and, consequently, the
time required to repair the network, given the specific recovery
resources. This flexibility enables networks to adapt to diverse
conditions, ultimately enhancing performance and scalability.

The main contributions of this work are summarized as:

• We formulate an Integer Linear Program (ILP) model for
the PQNR problem to identify the most effective recovery
sequences of QKD network elements, which secures critical
services as soon as possible.

• We develop a DRL-based algorithm (DRL-PR) to solve the
PQNR problem for large topologies, significantly reducing
the execution time with a low optimality gap.

• We evaluate the performance of our algorithm by Monte-
carlo simulation over various network topologies with and
without optical bypass and trusted relay, varying the failure
rate, acceptance ratio, number of requests. We generalize
our model for different architectures, with various numbers
of requests, failure rates, and topologies.

The rest of the paper is organized as follows. Sec. 2 discusses
the related work with the QKD network and progressive recov-
ery. Sec. 3 introduces the problem statement and the ILP model.
Sec. 4 presents the devised DRL-PR algorithm. Sec. 5 discusses
the numerical analysis. Sec. 6 concludes the paper.

2. RELATED WORK

The integration of Quantum Key Distribution (QKD) technology
in classical optical networks is essential to provide information-
theoretically secure services[12, 13]. QKD networks have gained
attention for securing communication infrastructures, with their
inception dating back to the introduction of BB84 by Bennett
and Brassard [14]. With the fundamental principles of quantum
physics, QKD networks facilitate the sharing of symmetric keys
that are information-theoretically secure [10]. QKD networks
have been successfully deployed globally, e.g. in Switzerland,
Italy, and China [1, 15, 16], and the possibility of the coexistence
of QKD with standard optical signals has also been verified.

The architecture of a QKD network has three layers consisting
of 1) an infrastructure layer, 2) a control and management layer,
and 3) an application layer [1]. In a QKD network, a key man-
ager coordinates the key distribution [17, 18] by controlling the
QKD nodes and QKD modules and by leveraging capabilities
of trusted relay and optical bypass. Trusted relays are prevalent
in QKD testbeds and have been instrumental in extending the
total transmission distance of QKD networks [1]. Chen et al. [19]
extended the total transmission distance of the QKD network
to 4,600 kilometers using trusted relays; to achieve multi-path
transmission routing, a hybrid-trusted QKD network approach
consisting of trusted nodes and semi-trusted nodes has been pro-
posed [20]. Yu et al. [21] simulated the co-existence of trusted
and untrusted relays, considering different conditions in terms
of initial secret keys present in the quantum key pools (QKPs),
and traffic load. Grillo et al. [22] used GEO and LEO satellite
nodes as trusted relays, and proposed a centralized routing algo-
rithm to select trusted relays to forward the secret keys between
pairs of ground stations.

Regarding optical bypass, just a few works [23–26] have al-
ready considered it. Dong et al. [23] designed a novel quantum
node structure that can achieve optical bypass. Auxiliary graphs
are constructed to describe the adjacency of quantum nodes at
different levels, influenced by the physical distance. Sun et al.
[24] proposed experimental results about the introduction of
a bypass structure scheme to improve the signal-to-noise ratio
of QKD. Zhang et al. [25] theoretically analyzed the network-
wide optimization for a QKD network with optical bypass and
trusted relay. Yu et al. [26] addressed multi-dimensional rout-
ing, wavelength, and time slot allocation (RWTA) problems in
short-distance quantum key distribution optical networks with
optical bypass.

With the initial demonstrations of complex QKD networks,
many works have started to consider advanced resource allo-
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(a) Topology after failure. (b) Stage 1. (c) Stage 2.

Fig. 3. An example of how to use three technologies during PQNR.

cation problems, possibly also leveraging DRL. Cao et al. [17]
presented a workflow, protocol extensions, and an on-demand
secret-key resource allocation strategy for multi-tenant provi-
sioning. Yu et al. [27] introduced quasi-real-time key provi-
sioning (QRT-KP) to address the tradeoff between quantum key
storage and the degree of security, and propose a multi-path
based QRT-KP algorithm with QKPs. Chen et al. [28] proposed
a new routing scheme for QKD based on application demand
adaptation. The routing management center is set up based
on the idea of software-defined networking, used to collect the
network topology information and complete the path selection.
Sharma et al. [29] proposed a DRL algorithm to provide an
appropriate routing and the efficient utilization of network re-
sources for the establishment of QKD light path requests. Reiß
et al. [30] examined secret key rates of key distribution based on
quantum repeaters in a broad parameter space of the communi-
cation distance with DRL.

Despite the progress in resource allocation and management
for QKD networks, only few works have considered the re-
silience of QKD networks. Wang et al. [31] proposed three meth-
ods for reallocation of secret keys in working QKPs to recover
failure-affected key provisioning services effectively. Tang et al.
[32] have shown three practical SDN applications to improve
the resilience of QKD-enabled microgrids under the control of
SDN. Zhu et al. [33] presented protection or recovery of the key
supply in the event of a QKD failure using the path protection
scheme and re-routing restoration scheme. In our work, we
investigate, for the first time, the problem of progressive recov-
ery to restore the QKD network during multiple stages after a
large-scale failure, considering different network architectures.

3. PROGRESSIVE QKD NETWORK RECOVERY
PROBLEM AND ILP MODEL

In this section, we provide description for the PQNR problem,
and an ILP model with constraints.

A. Problem Statement
We model the QKD network as a weighted undirected graph
Gp = (Np, Ep), where Np and Ep are the sets of physical nodes
and links, respectively. Assume that the operators have a set
of stages (defined as the amount of time to repair with a given
amount of recovery resources) to recover the network. Recovery
resources are, for instance, maintenance personnel or dedicated
vehicles, which determine the number of nodes and links that
can be repaired at each stage [8]. A quantum channel is where
qubits are transmitted at different wavelengths, and a sequence
of quantum channels allows to provision a quantum path. By
reserving a sequence of quantum channels, a quantum path is
provisioned. The key distribution between adjacent nodes may
use either a physical quantum channel or a logical auxiliary link
enabled by QKP. The capacity of QKP is elaborated in Subsec-
tion. 3. B. The key distribution between non-adjacent nodes can

use the quantum channel with optical bypassing or the auxil-
iary link provided by QKP. To model the key distribution with
QKP and quantum channel, we construct a fully-connected aux-
iliary graph (Np, Ea) where each node pair is connected with
an auxiliary link, which is enabled with keys stored in the QKP
between the end nodes and the quantum channel by generating
keys. The capacity of the auxiliary link is the key rate enabled by
QKP, plus the key rate generated in the quantum channel. For
instance, as shown in Fig. 2, we have a three-node topology and
two physical links in the physical graph as in Fig. 2(a), while
there are three links in the auxiliary graph as in Fig. 2(b), and
keys can be distributed through these links.

The PQNR problem can be stated as: given a QKD network
topology, a set of failed nodes1 and failed links, the number of
QKD modules per node, the number of quantum channels per
link, the maximum number of recovery stages, the key rate of
requests, decide the recovery sequence for nodes and links, and
routing, channel, key-rate assignment for requests at each stage,
constrained by the achievable key rates, the number of quantum
channels, and the maximum number of quantum modules, with
the objective to maximize the cumulative weighted key rates
(CWKR) (defined as the sum of key rates of served requests at all
stages, formula shown as 1, which is used to maximize the keys
provided by this network during recovery. We solve the PQNR
problem for four different network architectures depending on
the availability of optical bypass and trusted relay as in Ref. [25]:
(1) OB-TR: both trusted relay and optical bypass permitted; (2)
OB: only optical bypass permitted; (3) TR: only trusted relay
permitted; (4) No-OB-No-TR: optical bypass and trusted relay
denied, only allow key distribution between adjacent nodes.

CWKR = ∑
t

∑
d

αd · kd · yt
d (1)

αd, kd denotes the weight and the required key rate of request d,
respectively. yt

d shows if request d is accepted at stage t.

B. Achievable Key Rate and QKP Capacity

Table 1. Key rate for different reaches
Reach (km) 10 20 30 40 50

Key rate (kb/s) 23 13 7 3.5 1.9

Our model for estimating the achievable key rate is derived
from Ref. [9]. With this model, we can calculate the maximum
achievable key rate for different reaches reported in Table 1. It is
worth noting that the key rates decrease by 11% for each passing
node when using optical bypass.

The QKP capacity is dimensioned as follows. Assuming that
AES256 encryption and Cipher Block Chaining (CBC) mode (a
typical block cipher mode of operation using a block cipher al-
gorithm) are adopted to encrypt the data, and that the same AES

1we assume that a QKP fails together with its hosting nodes.
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Table 2. Sets used in the ILP model.
Set Description
Np Set of QKD nodes in the network
Ep Set of physical links in the network
Ea Set of links in the fully-connected graph
E f Set of failed links in the network
N f Set of failed nodes in the network
P Set of node pairs for paths in topology
W Set of channels
T Set of stages
Φ Set of physical routes use the same end nodes as auxiliary

link e ∈ Ea
D Set of requests
S+(i) Set of outgoing links from node i
S−(i) Set of incoming links for node i

Table 3. Parameters used in the ILP model.
Param. Description
On Integer, number of QKD modules on node n
hϕ,e Binary, equals to 1 if link e ∈ Ep in the route ϕ

kd Integer, the required key rate of request d ∈ D
lϕ Integer, the key rate can supplied by route ϕ

αd Real, the weight of request d ∈ D
υe Integer, recovery resources needed by link e ∈ Ep
ωn Integer, recovery resources needed by node n ∈ Np
δ Integer, nodes recovery resources available at each stage
ϵ Integer, links recovery resources available at each stage
θ Integer, the number of second for one stage

key can be used to encrypt multiple messages, the number of
messages that can be encrypted with the same key without vio-
lating semantic security is 248 AES blocks, which equals 36000
Tb [34]. Considering a single-mode fiber containing 100 chan-
nels, each capable of transmitting data at 1 Tb/s [35], and with
each channel encrypted using a distinct key, we deduce that the
network must rotate keys (256 bits) approximately every 360
seconds to maintain the required security. Given that a stage
spans one hour, the minimum QKP capacity required to encrypt
data within a single stage is calculated to be 2560 bits.

Fig. 3 shows how to use QKPs during recovery on a simple
network, consisting of 3 nodes (nodes 1, 2, 3) and 2 links (link
(1,2), and (2,3)). Fig. 3(a) shows the topology after the failure
of links (1,2) and (2,3). Let us assume one key-rate request
(r1 between nodes 1 and 3 requiring 20 kb/s) is present in the
network before the failure, and that we can only recover one link
at each stage. After the failure, r1 has to be interrupted. At stage
1, as shown in Fig. 3(b), link (2,3) is repaired, while link (1,2)
remains failed. Now r1 can be served along two different links:
on link (1,2), we use the keys already stored in QKPs, and on link
(2,3), we can now establish a quantum channel to generate the
required keys. At stage 2, link (1,2) is repaired. Now keys can be
distributed on link (1,2), and link (2,3), as shown in Fig. 3(c), and
r1 can be served using OB or TR. In conclusion, this example
shows that QKP can accelerate the recovery of a QKD network,
and it must be incorporated into the recovery sequence.

C. Integer Linear Programming (ILP) model for PQNR

The sets, parameters, and variables for the ILP model are listed
in Table 2, Table 3, and Table 4, respectively.
Objective function: maximize the cumulative weighted number
of served key rates (CWKR), to maximize the keys provided by
this network, considering the importance of requests.

Table 4. Variables used in the ILP model.
Var Description

f p,t
e,w Binary, equals to 1 if quantum channel w on link e ∈ Ea is

allocated for path between node pair p at stage t
xp,t,ϕ

e,w Binary, equals to 1 if route ϕ is selected for connection
between the end nodes of link e ∈ Ea in QKD path between
node pair p at channel w at stage t

pp,t
e,w Binary, equals to 1 if link e ∈ Ea used quantum channel in

between node pair p ∈ P on channel w ∈W at stage t ∈ T
qp,t

e,w Binary, equals to 1 if path p contains auxiliary link e ∈ Ea
based on QKP on channel w at stage t

ut
p,w Integer, key rate generated for path p on channel w at stage

t
zt

p,w Binary, equals to 1 if QKD path between node pair p ∈ P
uses quantum channel w ∈W at stage t

Bt
i Binary, equals to 1 if node i ∈ Np works at stage t

Ct
e Binary equals to 1 if link e ∈ Ea works at stage t

Bt
i(e) Binary equals to 1 if end node i ∈ Np of link e ∈ Ep works

at stage t
gt

p Integer, stored keys in QKP for path between node pair p
at stage t

yt
d Binary equals to 1 if request d is served at stage t

γ
p,t
e,w Integer, key rate provided from QKP for link e in QKD path

between node pair p in channel w
ηt Integer, available recovery resources for links at stage t
βt Integer, available recovery resources for nodes at stage t

max ∑
t

∑
d

αd · kd · yt
d (2)

We extend the ILP model for resource allocation in the QKD
network in Ref. [25] to the PQNR problem.

C.1. Flow, link, key rate, and modules constraints

Eqn (3), (4) shows the flow constraint for QKD path, and it can
use either a quantum channel or a QKP auxiliary link. Eqn (5)
ensures that used modules on each node can not exceed the
number of modules’s upper bound. Eqn (6) determines the
physical route ϕ ∈ Φ between the end node pair of links e ∈ Ea.
We use ϕ to represent the physical routing which tends to have
the same end nodes as auxiliary link e ∈ Ea in the auxiliary
graph. Eqn (7) ensures that for a link e, quantum channel w ∈W
of route ϕ ∈ Φ can only be used once in stage t ∈ T. Eqn.(8)
ensures that multiple QKD paths cannot use the same channel
w ∈ W in e ∈ Ep. Eqn (9) ensures the key rate of QKP path
p should be less than the sum of the key rate provided by the
quantum channel and QKP in each link of the path. Eqn (10)
ensures keys can only be distributed if path p is available.

∑
e∈S+(i)

f p,t
e,w − ∑

e∈S−(i)
f p,t
e,w =


zt

p,w i f i = a(p)
−zt

p,w i f i = b(p)
0 others

∀p ∈ P, i ∈ Np, t ∈ T, w ∈W

(3)

f p,t
e,w = qp,t

e,w ∨ pp,t
e,w ∀e ∈ Ea, p ∈ P, t ∈ T, w ∈W (4)

∑
p∈P

e∈S+(n)
w∈W

pp,t
e,w + ∑

p∈P
e∈S−(n)

w∈W

pp,t
e,w ≤ On ∀n ∈ Np, t ∈ T

(5)

∑
ϕ∈Φe

xp,t,ϕ
e,w = pp,t

e,w ∀p ∈ P, e ∈ Ea, w ∈W, t ∈ T (6)

∑
p∈P

xp,t,ϕ
e,w ≤ 1 ∀e ∈ Ea, t ∈ T, w ∈W, ϕ ∈ Φe (7)
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∑
p∈P

∑
e′∈Ea

∑
ϕ∈Φe

xp,t,ϕ
e,w ∗ hϕ,e′ ≤ 1 ∀e ∈ Ep, w ∈W, t ∈ T (8)

ut
p,w ≤ ∑

ϕ∈Φe

(xp,t,ϕ
e,w · lϕ) + γ

p,t
e,w + M · (1− f p,t

e,w)

∀e ∈ Ea, p ∈ P, w ∈W, t ∈ T
(9)

ut
p,w ≤ M · zt

p,w ∀p ∈ P, t ∈ T, w ∈W (10)

C.2. Recovery constraints

The QKD network has pre-allocated recovery resources for links
and nodes for each stage. Eqns (11) and (12) ensure that the
recovery resources consumed by nodes i ∈ Np and links e ∈
Ep at stage t are less than the sum of remaining resources at
stage t− 1 and allocated resource δ and ϵ for stage t. Eqn (13),
Eqn (14) and Eqn (15) ensure that we can use a route ϕ ∈ Φ for a
connection between two end nodes of link e ∈ Ea only if all the
traversed nodes and edges in route ϕ ∈ Φ are working (i.e., not
failed).

βt ≤ βt−1 + δ− ∑
i∈Np

(Bt
i − Bt−1

i ) ·ωi ∀t ∈ T (11)

ηt ≤ ηt−1 + ϵ− ∑
e∈Ep

(Ct
e − Ct−1

e ) · υe ∀t ∈ T (12)

xp,t,ϕ
e,w · hϕ,e′ ≤ Bt

a(e′) ∀e′ ∈ Ep, ϕ ∈ Φ, e, p ∈ Ea, w ∈W, t ∈ T
(13)

xp,t,ϕ
e,w · hϕ,e′ ≤ Bt

b(e′)∀e′ ∈ Ep, ϕ ∈ Φ, e, p ∈ Ea, w ∈W, t ∈ T
(14)

xp,t,ϕ
e,w · hϕ,e′ ≤ Ct

e′ ∀e′ ∈ Ep, ϕ ∈ Φ, e, p ∈ Ea, w ∈W, t ∈ T (15)

C.3. QKP storage constraints

Eqns (16) and (17) ensure that a QKP between node pair of path
p can be used to distribute keys only when the end nodes of
the p (a(p) ∈ Np and b(p) ∈ Np) work at that stage t. Eqn (18)
means that the stored keys in QKP should be not less than 0.
Eqn (19) calculate the key rate at each stage. The keys in QKP at
stage t are the residual keys at the last stage t− 1 plus the key
supplied by quantum channel, minus the keys used by other
paths p′ ∈ Ea and the keys used by requests. Eqn (20) ensures
that the variable γ

p,t
e,w equals to 1 only when QKP is being used

for path p ∈ P.

gt
p ≤ M · Bt

a(p) ∀p ∈ Ea, t ∈ T (16)

gt
p ≤ M · Bt

b(p) ∀p ∈ Ea, t ∈ T (17)

gt
p ≥ 0 ∀p ∈ Ea, t ∈ T (18)

gt
p ≤ gt−1

p + ( ∑
w∈W

ut
p,w − ∑

p′∈Ea

∑
w∈W

(γ
p′ ,t
p,w + γ

p′ ,t
p̄,w)− kp · yt

p) · θ

∀p ∈ P, t ∈ T
(19)

γ
p,t
e,w ≤ M · pp,t

e,w ∀p ∈ P, e ∈ Ea, t ∈ T, w ∈W (20)

4. DEEP REINFORCEMENT LEARNING FOR
PROGRESSIVE RECOVERY (DRL-PR)

We present the proposed DRL-PR algorithm, which consists
of two parts, namely, deciding the recovery sequence and a
resource-efficient routing algorithm to serve requests.

A. TD3-based DRL Framework for Recovery Sequence
For our DRL-PR algorithm, we adopt twin delayed deep de-
terministic policy gradients (TD3) for recovery sequence, since
TD3 has been shown effective in addressing the over-fitting and
over-estimation issues for value functions [36]. In the following,
we first define DRL elements for the PQNR problem. Then, a
TD3-based DRL-PR algorithm with fully connected neural net-
works (FCNN) is presented for feature extraction, in which a
mask mechanism is applied to reduce the candidate actions and
speed up the training process.

Fig. 4. TD3-based DRL-PR framework.

A.1. Definition of DRL Elements

There are three main components in a DRL framework, which
are state, action, and reward, as shown in Fig. 4.

State st: The state represents the information that the DRL
agent gathers from the network environment. In our work, the
state represents the status (failed or not) of each component
(links and nodes). In stage t, we flatten the total nodes and links
into a binary vector, and each value in the vector denotes the
status of one component, where "1" denotes non-failed compo-
nents and "0" denotes failed components. Note that, in order to
improve its generalization, we take a long vector whose length is
larger than the number of nodes and links of the network as the
state. As a consequence, the DRL-PR algorithm can generalize
on a larger topology than the topology used to train it. The
length of this binary vector is first filled according to the number
of topology components, and the remaining slots are padded
with "0".

Action at: The action space indicates the total recovery se-
quence, in which action at represents a recovery sequence at
stage t. In this study, a mask mechanism is employed to narrow
down the candidate action spaces, thus reducing training time.
It is used as a way to tell sequence-processing layers that certain
timesteps in some input should be skipped when processing the
data. Once action at is determined, we update topology Gt−1
according to the recovery action at, and then obtain Gt.

Reward rt: The reward function rt defines the real-time feed-
back provided to the DRL agent based on its action at, guiding it
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towards a learning optimal behavior in the given environment.
CWKR values are adopted as the reward function rt, with its
equation specified in Eq. (1).

Algorithm 1. DRL-PR algorithm: recovery sequence
Input: st, episode, N, T
Output: at, Gt

1: Initialize critic primary networks Qθ1 , Qθ2 and actor primary net-
work πϕ with random parameters θ1, θ2, ϕ.

2: Initialize two critic target networks θ1 ← θ′1, θ′2 ← θ2, and one actor
target network ϕ′ ← ϕ

3: Initialize replay buffer B with an empty set
4: for each episode do
5: for t = 1 to |T| do
6: Select an action at ∼ πϕ(st) + ϵ, ϵ ∼ N (0, 1) and observe the

reward CWKR rt and update topology to state st+1
7: Store transition tuple (st, at, rt, st+1) in B
8: Sample mini-batch of N transitions ((st, at, rt, st+1) from B
9: ã← πϕ′ (s) + ϵ′, ϵ′ ∼ clip (N (0, 1),−c, c)

10: y← r + γ minθi=1,2 Qθ′i
(s′, ã)

11: Update critics θi ← argminθi
N−1 ∑ (y−Qθi (s

′, a))2

12: if t mod d = 0 then
13: Update ϕ by the deterministic policy gradient:
14: ∇ϕJ (ϕ) = N−1 ∑∇aQθ1 (s, a)|a=πϕ(s)∇ϕπϕ(s)
15: Update target networks:
16: θ′i ← τθi + (1− τ)θ′i
17: ϕ′ ← τϕ + (1− τ)ϕ′

18: return at, Gt

Algorithm 2. DRL-PR Algorithm: Routing
Input: Np, Ep, Gt, T, D, kd, Jp.
Output: CWKR

1: Sort requests d ∈ D according to their weight αd.
2: Find the upper bound of the number of modules θd.
3: for t ∈ T. At stage t=0, input Jp

d = 0 do
4: Repair according to the Algorithm 1, get Gt.
5: for each quantum channel w = 1 to |W| do
6: for each unserved request Jp

d < kd, d = 1 to |D| do
7: Get the shortest path Pd and routing with the Dijkstra

algorithm
8: if Path Pd for request d routing from ds to dd exists. then
9: if the modules used by Pd less or equal to θd then

10: Distribute keys gp
d from path Pd, and stored keys in

QKP
11: Update quantum channel and QKD modules us-

age.
12: Jp

d = Jp
d + gp

d
13: for each quantum channel w = 1 to |W|. do
14: for each unserved request Jp

d < kd, d = 1 to |D|. do
15: Get the shortest path Pd and routing with the Dijkstra

algorithm
16: if Path Pd for request d routing from ds to dd exists. then
17: Distribute keys and store them in QKP.
18: Update quantum channel and QKD module usage.
19: Jp

d = Jp
d + gp

d
20: for each served request Jp

d > kd do
21: CWKR = CWKR + αd ∗ kd
22: serve request d, let Jp

d = Jp
d − kd

23: return CWKR

A.2. DRL-PR Algorithm: Recovery Sequence for PQNR

Following the DRL framework, we approximate the Q-value
function using three-layer fully connected neural networks (FC-
NNs) as a DRL agent. We use TD3 framework [36] with state,
action, and rewards proposed by our PQNR problem. Alg. 1 has
inputs: the state st, the number of episodes N, the training batch
size d, a fixed number of updates T, the set of stages, the action
at and the topologies for each stage Gt, respectively.

Firstly, we initialize two primary critic networks Qθ1 and Qθ2 ,
and one primary actor network πϕ, with random parameters
θ1, θ2, and ϕ, respectively. Then, we initialize three correspond-
ing target networks using the same parameters as the primary
networks, and an empty buffer B (line 1-3). Subsequently, we
introduce t and |T|, which are the current stage and maximum
number of stages, respectively. To approximate expected actions,
we inject a random normal distribution noise ϵ ∼ N (0, 1) (line
4-6). Next, we take the interaction data (current state st, action at,
reward rt and next state st+1) as a sample, and then store it into
the buffer B. We randomly select some interaction samples with
the number of N from B and add clipped noise ϵ′ ∼ N (0, 1) to
the target action. These two critic primary networks both have
Qθi , and we use the smallest Q-value to calculate the target value
y with the Bellman equation. We update the critic network by
calculating θi with y (lines 7-11). The actor network is updated
for each d stage, employing the deterministic policy gradient.
Target networks are updated by the primary network. Finally,
after looping through all the episodes, we obtain the model,
action at, and topology Gt for each stage (lines 12-18).

B. DRL-PR Algorithm: Resource-Efficient Routing for PQNR

Fig. 5. CWKR for different architecture in German-7.

Fig. 6. CWKR vs. different number of requests in German-7.

To address the PQNR problem, we devised Alg. 2 for decid-
ing the routing and key distribution. Alg. 1 outputs a topology
Gt for each stage t, which only contains working nodes and links.
Jp is an array whose elements contain the achievable key rate
for each request d. θd is the upper bound of modules, which is
decided by the number of modules cost by the shortest path for
request d in TR according to the topology before the failure.

Alg. 2 is used to serve requests for all stages, which involves
a resource-efficient routing of all requests. Initially, requests
are sorted based on their importance, followed by topology
repair guided by the output Gt from Alg. 1 (lines 1-4). The first
phase focuses on serving requests using the shortest path with a
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(a) 20% failure in NSF (b) 30% failure in NSF (c) 40% failure in NSF

Fig. 7. CWKR in NSF-14 topology

Fig. 8. CWKR vs. different number of requests in NSF-14.

limited number of QKD modules, denoted by the threshold θd
(lines 6-12). Subsequently, unserved requests from the first phase
are addressed greedily, without considering the QKD module
threshold (lines 13-19). Finally, after finishing the routing for all
the stages, Alg. 2 returns the CWKR (line 20-23).

5. NUMERICAL RESULTS

In this section, we first compare the performance of our proposed
DRL-PR algorithm to other heuristic algorithms and ILP in a
small topology. Then we evaluate the recovery performance on
different network architectures in a large topology.

A. Simulation settings
We perform simulations on a machine with an Intel® Core™
i7-9700 CPU. We evaluate the performance of DRL-PR across
four distinct architectures (OB-TR, OB, TR, No-OB-No-TR), and
considering four topologies, namely, 7-node German topology
(German-7), 14-node NSF topology (NSF-14), 17-node German
topology (German-17), and 24-node USNET topology (USNET-
24). The link lengths of the topologies have been scaled down to
suit the current reach limitation of QKD network. Specifically,
the link lengths are distributed as follows: German-7 topology:
[10, 15] km; NSF-14 topology: [3, 48] km; German-17 topology:
[4, 35] km; USNET-24 topology: [10, 40] km. These distributions
ensure that the network configurations align with the specified
QKD network constraints while accommodating the key rate re-
quirements outlined in Table 1. Moreover, we consider different
failure rates where the nodes and links in the network fail with a
probability of 20%, 30%, and 40%. Due to current limitations in
QKD technologies, the number of QKD modules was restricted,
and it varies across different network topologies. Specifically, for
the main results, the respective numbers are 4, 40, 50, and 70 for
the German-7, NSF-14, German-17, and USNET-24 topologies.
However, for Fig. 6 and Fig. 8, we employ different numbers of

modules to accommodate the significant disparity in the number
of requests.

We train DRL-PR algorithm on NSF-14 topology with OB-
TR architecture under 30% failure rate, and then generalize the
model for different architectures, different topologies, different
numbers of requests, and different failure rates. We use 2000
episodes for training and 20 episodes for testing. Note that we
do not train the DRL-PR algorithm on the considered smallest
topology, namely German-7 topology, as German-7 only has a
number of nodes and links that are too small to have enough
training data for DRL. We not only generalize the DRL model
trained with NSF-14 on larger topologies (i.e., German-17 and
USNET-24), but also on the smaller topology (i.e., German-7).

The baselines algorithm considered in this paper are random
algorithm, degree algorithm, and the PQNRA algorithm in [11].
Random algorithm randomly selects nodes and links to repair.
Degree algorithm repairs nodes/links with the largest nodal de-
gree/link priority first (and in case of ties, it randomly selects
nodes/links among them). PQNRA algorithm improves the De-
gree algorithm by enumerating all candidate recovery sequences
in case of ties.

We first evaluate the performance of our proposed DRL-PR
algorithm with heuristic algorithms and ILP on the German-7
topology. The key rates uniformly range from 10 to 15 kb/s for
all the considered scenarios for German-7 topology. We then
evaluate the performance of our proposed DRL-PR algorithm
on NSF-14 topology and other larger topologies. For 80% of
the requests across all topologies, the key rate uniformly ranges
from 10 to 15 kb/s. However, to increase network variability, the
remaining 20% of requests are generated with key rates ranging
from 30 to 45 kb/s. This setting aims to simulate a diverse
range of traffic demands and stress the network under varying
conditions. All the results are averaged from 10 instances, except
that the results compared to ILP use one instance due to the
excessive computational time of ILP.

B. Results on German-7 topology

Let us start by commenting on the CWKR achieved by the dif-
ferent QKD network architectures for topology German-7. We
use the result of this topology as a benchmark for comparison
with ILP. In the figures, the black arrow means the advantage of
ILP compared with DRL-PR or DRL-PR compared to PQNRA,
the red arrow means the advantage of DRL-PR compared to
degree algorithm, the blue arrow means the advantage of DRL-
PR compared to random algorithm. In Fig. 5, we can see that
CWKR of OB-TR is 8%, 27%, and 100% higher than TR, OB, and
No-OB-No-TR, respectively in German topology. This shows
how the utilization of trusted relay and optical bypass can signif-
icantly improve the recovery performance and that TR is more
effective than OB when performing network recovery thanks
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(a) Acceptance ratio for 20% failure (b) Acceptance ratio for 30% failure (c) Acceptance ratio for 40% failure

Fig. 9. Acceptance ratio in NSF-14 topology

to the keys stored in QKP. We then evaluate the optimality gap
of our proposed DRL-PR algorithm and the advantages of the
proposed DRL-PR algorithm compared to other baselines. Our
DRL-PR algorithm can achieve the same value as ILP for most
architectures, with only a 12.8% optimality gap observed for
the OB architecture. However, despite this gap, our DRL-PR
algorithm significantly reduces execution time, decreasing from
over three hours to just 44.8 seconds. DRL-PR achieves up to
5.8% and 11.1% higher CWKR than PQNRA for OB-TR and TR
architectures, respectively. Moreover, DRL-PR also outperforms
other heuristic algorithms. Specifically, the CWKR of DRL-PR
is 22.7% and 42% higher than the degree algorithm and random
algorithm, respectively.

Moreover, we show that DRL-PR can generalize across sce-
narios with different number of requests , as shown in Fig. 6. We
test scenarios with 4, 7, 10, 20, 30 requests for German-7 topol-
ogy. Even when subjected to varying numbers of requests, the
DRL-PR algorithm consistently outperforms other algorithms in
terms of CWKR. For the 4, and 7 request scenarios, our DRL-PR
can achieve the same value as ILP. Moreover, our DRL-PR can
achieve a 2.5% to 6.2% improvement in CWKR compared to the
PQNRA method.

C. Performance Evaluation on NSF-14 topology
The results of CWKR in the NSF-14 topology used during model
training, are presented in Fig. 7. We perform a sensitivity anal-
ysis to examine the impact of varying failure rates on network
recovery. Specifically, we consider scenarios where 20%, 30%,
and 40% of the nodes and links in the network had failed, re-
spectively. Note that we train the model with 30% of failure.
We aim to assess the model’s ability to generalize across dif-
ferent architectures (train for OB-TR, test OB-TR, OB, TR, and
No-OB-No-TR), different failure rates, and different requests.

Let us start by commenting on the CWKR achieved by the
different QKD network architectures for NSF-14 topology. The
DRL-PR algorithm consistently outperforms PQNRA, the degree
algorithm, and the random algorithm across all failure scenarios
and architectures. In Fig. 7, we can see that CWKR of OB-TR
is 6.3%, 6%, and 407% higher than TR, OB, and No-OB-No-TR,
respectively in NSF-14 topology, demonstrating the significant
improvement achieved through the combination of trusted relay
and optical bypass. Let us then compare the CWKR of the
proposed DRL-PR algorithm with PQNRA and two baseline
algorithms (degree algorithm and random algorithm) on the NSF
topology. In three subgraphs, the CWKR of DRL-PR can achieve
8.8%, 9.9%, and 10.7% higher than PQNRA, degree algorithm
and random algorithm, respectively. Regarding the impact of
failure rate, the performance of the DRL-PR algorithm for OB-TR
architecture surpasses that of other architectures across all failure
scenarios. The CWKR for the case of 20% failure (Figure 7(a))

is 8% and 35% higher than the cases of 30% failure (Figure 7(b))
and 40% failure(Figure 8(c), respectively. Notably, the advantage
of DRL-PR compared to other algorithms is most significant at a
30% failure rate, that because we train our model on 30% failure
scenarios.

Furthermore, our model can generalize across different re-
quest scenarios, as shown in Fig. 8. We test the performance with
30 and 50 requests under 30% of rejection rate together with 70
requests under different failure rates (i.e, 70-20%, 70-30% and
70-40% cases with 70 requests under 20%, 30%, and 40% of fail-
ure rate, respectively. As shown in Fig. 7, even when subjected
to varying numbers of requests and failure rates, the DRL-PR
algorithm consistently outperforms other algorithms in terms
of CWKR. 70-30% still has the highest advantage compared to
PQNRA, because we train with 70-30% scenario.

Finally, Fig. 9 shows the acceptance ratio (AR) at different
stages across various architectures, indicating that the OB-TR
architecture achieves an AR of up to 100%, while OB, TR, and
No-OB-No-TR has 15.6%, 21.4%, and 337% lower AR during re-
covery, respectively. Notably, the AR can reach 100% for several
stages with the DRL-PR algorithm, indicating its robust recovery
performance. Conversely, architectures like No-OB-No-TR strug-
gle to achieve high AR due to their inability to serve requests
between non-adjacent nodes. The network topology achieves
complete restoration at different stages depending on the failure
scenario. Specifically, for 20% failure rate, all the nodes and links
are recovered at stage 4, and it takes a larger number of stages to
recover a network with a higher failure rate. For instance, under
40% failure rate, all the nodes and links are recovered at stage
8. Notably, in the case of a 40% failure rate scenario, the AR for
stage 1 is notably lower compared to the 20% failure rate sce-
nario, as expected. It is important to highlight that while the AR
tends to increase when repairing new links or edges, it doesn’t
always increase with subsequent stages. This is because earlier
stages may consume a significant number of keys in QKP, leav-
ing fewer keys available for subsequent stages to serve requests.
In summary, the DRL-PR algorithm demonstrates acceptable re-
covery performance across ten stages, with the AR consistently
stabilizing at 100%. Conversely, the No-OB-No-TR architecture
struggles to achieve an AR above around 20% due to its inability
to serve requests between non-adjacent nodes.

D. Generalizability of Proposed DRL-PR Algorithm on Large
Topologies and Different Failure Rates

Next, we generalize our analysis to larger topologies, specifi-
cally the German-17 and USNET-24 topologies, as depicted in
Fig. 10 and Fig.11. Let us begin by comparing the CWKR for the
German-17 topology. The advantage in CWKR of OB-TR over
TR and OB increases from 6% to 14% and 6% to 18%, respectively,
compared to the results for the NSF-14 topology. However, the
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(a) 20% failure in German-17 (b) 30% failure in German-17 (c) 40% failure in German-17

Fig. 10. CWKR in German-17 topology

(a) 20% failure in USNET (b) 30% failure in USNET (c) 40% failure in USNET

Fig. 11. CWKR in USNET-24 topology

advantage of OB-TR compared to No-OB-No-TR decreases from
407% to 334%, depending on how much number of input re-
quests are for the adjacent nodes. Moreover, for the German-17
topology, the DRL-PR algorithm achieves a significantly higher
CWKR of 14%, 17%, and 32% compared to PQNRA, degree al-
gorithm and random, respectively. Besides, the impact of the
number of failures is depicted in Figure 10. The performance
of DRL in the OB-TR architecture surpasses that of other archi-
tectures in all three failure scenarios. Now let us discuss the
impacts of the failure rate. The CWKR for the case of 20% fail-
ure (Figure 10(a)) is 20% and 59% higher than the cases of 30%
failure (Figure 10(b)) and 40% failure(Figure 10(c), respectively.

Finally, we evaluate the performance on the USNET-24 topol-
ogy, as illustrated in Fig. 11. In comparison to the results for the
NSF-14 topology, the advantage in CWKR of OB-TR over TR
and OB increases from 6% to 21% and 6% to 81%, respectively.
However, the advantage of OB-TR compared to No-OB-No-TR
decreases from 407% to 236%. The DRL-PR algorithm achieves a
significantly higher CWKR of 40.1%, 83%, and 100% compared to
PQNRA, degree algorithm, and random algorithm, respectively.
Specifically, the CWKR for the case of 20% failure (Figure 11(a))
is 42% and 85% higher than the cases of 30% failure (Figure 11(b))
and 40% failure (Figure 11(c), respectively. PQNRA costs more
than 20 hours to get the result for USNET-24 topology, while
DRL-PR costs 12 minutes to get one result, which means that
our proposed DRL-PR is more scalable than PQNRA.

In conclusion, our DRL-PR model exhibits impressive gener-
alization capabilities across different dimensions: topologies, ar-
chitectures etc. Our DRL-PR algorithm consistently outperforms
other algorithms, with OB-TR consistently delivering superior
performance than other architectures. The CWKR experiences a
notable decrease with increasing failure rates. As the size of the
topology increases, the advantage of our DRL-PR algorithm com-
pared to PQNRA increases. Specifically, the advantage of DRL-
PR compared to PQNRA is up to 6.2%, 8.8%, 14,%, and 40.1%

for German-7, NSF-14, German-17, and US-NET-24, respectively.
These findings highlight the effectiveness and scalability of our
DRL-PR approach in network optimization tasks.

6. CONCLUSION

We investigated the PQNR problem under four network archi-
tectures (with or without optical bypass, and with or without
trusted nodes) using the ILP model and DRL-PR algorithm. Our
analysis included comparisons with the PQNRA algorithm pro-
posed in our previous paper [11] and two baseline algorithms.
We found that the DRL-PR algorithm demonstrates robust gen-
eralization capabilities across different request scenarios, fail-
ure rate scenarios, architectures, and topologies. Specifically,
DRL-PR results exhibited an optimality gap within 12.8% com-
pared to ILP, while significantly reducing execution time from
approximately 3 hours to 44 seconds over a 7-node topology.
Notably, the DRL-PR algorithm consistently outperformed the
other three algorithms considered in our study. Furthermore,
our investigation highlighted the superior CWKR achieved by
the OB-TR architecture compared to TR, OB, and No-OB-No-TR
architectures. Additionally, we examined how varying percent-
ages of failures impact performance, providing insights into
the resilience of the proposed algorithms under different failure
scenarios. Overall, our findings underscore the effectiveness
and efficiency of the DRL-PR approach in addressing PQNR,
offering promising avenues for future research and practical
implementation in quantum network restoration tasks.
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