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High Minimum Inter-execution Time Sigmoid
Event-triggered Control for Spacecraft Attitude

Tracking with Actuator Saturation
Hongyi Xie, Baolin Wu, and Franco Bernelli-Zazzera

Abstract—This paper investigates the attitude tracking prob-
lem for spacecraft with limited communication, network con-
gestion, unknown model parameters, actuator saturation, and
external disturbances. To alleviate communication load, a novel
sigmoid event-triggered mechanism is proposed with the special
ability to guarantee a high minimum inter-execution time to avoid
network congestion like package loss or time delay effectively. A
neural network-based adaptive control algorithm is designed to
deal with unknown model parameters. Besides, the problem of
actuator saturation is tackled by introducing a dynamic loop
gain function-based approach. System stability is proved by
Lyapunov stability analysis and the high minimum inter-event
time is substantiated by Zeno Behavior analysis with explanatory
remarks. Numerical simulation results also show that a high
minimum inter-event time and a high average inter-event time
can be realized on the premise of high attitude tracking accuracy.
Compared with all the previous studies, the ratio of the minimum
inter-execution time to the average minimum inter-execution
time has been improved by nearly 10 times with the proposed
approach.

Note to Practitioners—This paper was motivated by the prob-
lem of spacecraft attitude takeover control, but it also applies
to other aperiodic discrete-time control systems. Existing event-
triggered control methods have solved the problem of limited
communication for attitude takeover control of spacecraft by
reducing the number of times wireless communication is re-
quired. This paper proposes a new method for realizing quasi-
periodic control with a large time gap between any two consistent
control impulses using a hyperbolic tangent function or another
sigmoid function in an event-triggered mechanism. The proposed
sigmoid event-triggered mechanism (ETM) can magnify the
event-triggered threshold dozens of times in a short time to avoid
unnecessary frequent triggering without decreasing the precision
of control. It’s feasible to employ the proposed sigmoid ETM
to deal with limited communication and network congestion in
other network control systems that are constructed with similar
dynamic structures. Furthermore, it would be marvelous if we
could transform this sigmoid ETM into a high-efficiency decision-
making mechanism in some control systems without using a
wireless network. Now we are studying how to realize orbital-
attitude (maneuver) control with a relatively average time interval
and fewer times of orbit transfer by using the proposed sigmoid
ETM.

Index Terms—Attitude tracking, limited communication, net-
work congestion, sigmoid event-triggered mechanism, actuator
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I. INTRODUCTION

RECENTLY, the recycling of space debris and even the
reuse of failed spacecraft are getting more and more

attention. Up to February 2020, there were about 34,000
trackable objects in Earth’s orbit, which put space activities
in a risky situation. Nevertheless, even if the lifespan of a
spacecraft ends because of depleted fuel or a fatal malfunction
of any key subsystem, most high-valued devices fixed to a
so-called “disabled spacecraft” would still work effectively
[2], [3]. Now, with the invention of the cellular satellite
[4], it’s possible to extend the lifespan of some so-called
“disabled spacecraft” or extract some high-valued payloads
from disabled spacecraft by spacecraft takeover control [5]–
[7] based on cellular satellites.

Cellular satellites are lots of standardized functional mod-
ules in correspondence to various subsystems of a monolithic
spacecraft, and the abbreviation of a cellular satellite is “cell”
[4]. Similar to the cells that make up different organs in
one’s body, several cellular satellites with typical functions
can consolidate the subsystem of a spacecraft. Inversely,
decomposing the subsystems of a spacecraft can give a series
of cells. For example, the attitude control subsystem of a
monolithic spacecraft can split into sensor cells, controller
cells, and actuator cells. By contrast, all these cells can also
make up the attitude control subsystem.

Motivated by cellular satellites, DARPA proposed the
Phoenix program to dig up the residual value that remained
in those disabled spacecraft [8]. Taking over the attitude
control system of a disabled spacecraft to recover its proper
functioning is a typical scene of the Phoenix program. In this
circumstance, controller cells, sensor cells, and actuator cells
will attach to different positions on the solar panels or the
antenna of a disabled spacecraft to replace the disabled attitude
control subsystems. Therefore, there are no communication
wires between cells and disabled spacecraft, and also no
wire connections among cells, so wireless communication is
employed to transmit digital signals between different cells
[7]. Consider that these cells are low-cost, small-sized func-
tioning modules with limited wireless communication rates.
It’s necessary to consider the constraints of wireless network
communication when designing the attitude takeover control
system. Besides, it’s necessary to deal with the problem
of actuator saturation when designing the attitude takeover
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control system. Restricted by the limited size of a cell, it’s
difficult for actuator cells to generate high torque outputs.
Thus, the maximum value of control torques generated by
the appropriate number of actuator cells is lower than those
provided by large actuators.

Currently, several kinds of control algorithms have been
developed to deal with the problem of spacecraft attitude
tracking, including but not limited to adaptive control [9],
[10], sliding-mode control [11], optimal control [12], model-
predictive control [13], finite-time control [14], etc. Neverthe-
less, all these control schemes are periodic sampled control
with control signals updated periodically. Hence, they cannot
be employed to deal with limited communication directly.

In the field of control theory, there are two kinds of methods
that have the ability to ease the communication load in a
network control system: control with quantization [15], [16]
and event-triggered control [17], [18]. In quantization control,
a quantizer will convert continuous input signals to a finite
number of quantization levels, and the signal transmission will
occur if and only if the quantization level is changed [16],
which implies the number of network trips will decrease a lot.
Now the quantization method has been adopted to deal with
limited communication in spacecraft attitude stabilization [19]
and spacecraft attitude tracking [20], [21], which demonstrated
the effectiveness of the quantization method in decreasing
communication amounts by control system stability analysis
and numerical simulation.

In event-triggered control, an event-triggered mechanism
(ETM) based on the states of a network control system decides
the switch of the sender units [17]. The transmission of signals
only occurs when some system states (usually the system states
error) violate the ETM at the triggering instants [18], which
implies the signal transmissions only appear at the moments
when they are needed. Now the ETM has also been employed
to deal with limited communication in spacecraft attitude
control [22]–[24]. On the premise of high precision attitude
control, control stability analysis, Zeno behavior analysis, and
numerical simulation show that the event-triggered method can
decrease the amount of communication effectively.

However, although the previous studies [19] can reduce
the amount of communication by a large margin to cope
with the problem of limited communication, the risk of
network congestion like time delay or package loss doesn’t
decrease after the employment of the quantization method
or the event-triggered method, which is demonstrated by the
equivalence of the MIET (minimum inter-execution time) and
the corresponding step sizes of numerical simulation in [19].
In other words, all the previous studies can deal with the
problem of limited communication in attitude control, but
they cannot reduce the risk of network congestion, while the
insurgence of the latter problem is more harmful and fatal for
the network control system in many circumstances. Moreover,
if the theoretical MIET is high enough, then it’s possible
to adopt a lower cost wireless network system with a lower
frequency of communication in the network control system.

Now, in common spacecraft accurate attitude control sys-
tems, 8 Hz [25] are their normal frequency of signal transmis-
sion. If the network attitude control system proposed in [19]

is applied, the amount of communication would be reduced a
lot with enough precision of attitude control, while the MIET
would still be 0.125s, which means it’s still necessary to use
the previous wireless network system with an 8 Hz frequency
of communication to avoid any package loss or time delay.
By contrast, if a high minimum inter-execution time network
control system is invented with a 1 s minimum inter-execution
time under the same requirement of control precision, then it’s
possible to adopt a 1 Hz wireless network system with a much
lower cost in the attitude control system.

From the perspective of numerical simulation, in the field
of spacecraft attitude control with limited communication, a
model-based event-triggered control scheme [25] is effective
in increasing the MIET without any explanation or analysis in
theory. Besides, in [25], only the signal transmission between
the sensor module and the controller module is aperiodic,
while the signal transmission between the controller module
and the actuator module is consecutive with a fixed step size of
simulation, which seriously limits the application scope of this
model-based method. To the best of the authors’ knowledge,
in the field of spacecraft attitude control, no method that
can improve the MIET effectively with the corresponding
theoretical basis has been proposed until now.

In the field of control theory, event-triggered control with
a designable MIET is also a largely uncharted area, and a
method that can improve the MIET several times is unheard
of. In 2014, Antoine Girard established the lower bound
of the MIET with the different event-triggered mechanisms
that he proposed in [26]. He found that the so-called dy-
namic event-triggered mechanism is not clearly better than
the common static event-triggered mechanism in improving
the MIET. Nevertheless, Antoine still discussed and then gave
out the interval location of the best MIET. The progress for
higher MIET wasn’t seen until 2019, when James Berneburg
and Cameron Nowzari proposed a so-called ”robust dynamic
event-triggered” method with a designable minimum inter-
execution time. Their paper, published in 2021 [27], was the
first one to provide an event-triggered control scheme with a
designable MIET. It’s sure that the MIET can be improved by
using their method, but the adjustable area of the MIET is quite
limited. Because the aim of their method is to guarantee the
existence of a definite lower bound of MIET that can be chosen
by different agents in a distributed multi-agent system, the
increase of MIET is not their main objective. Similarly, Shi et
al. also gave a definite optimal theoretical lower bound for the
MIET in [28]. However, there is a distance between knowing
the exact optimal MIET or selecting the MIET for each agent
in a multi-agent system and improving the MIET several times.
The former two are concerning a problem of reliability with
a certain positive-designable MIET that existed definitely. By
contrast, the latter one is aimed at improving a concrete quality
called MIET directly, which was not effectively solved by
previous researchers, to the authors’ best knowledge.

Furthermore, the thought of improving the MIET to de-
crease the probability of network congestion also opens a new
door outside the TCP/IP model for network congestion avoid-
ance, which is quite different from all the previous research
in this domain. According to the authors’ literature survey
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about network congestion avoidance and control, the previous
network congestion avoidance (control) approaches aimed to
solve the problem within the TCP/IP model, especially on the
layer of host to host. Typical network congestion avoidance
and control schemes, such as TCP Tahoe, TCP Reno, and
TCP Westwood+ [29], or the hybrid start approach of CUBIC
[30], are designed to avoid network congestion by reducing the
cwnd (congestion window) after detecting packet loss. The
popular model-based approach called Bottleneck Bandwidth
and Round-Trip Propagation Time (BBR) [31] may be close
to the thought of the proposed method in this research since its
core idea is to adjust the transmission rate, while the difference
between BRR and the proposed high MIET event-triggered
method is still obvious. The transmission rate of the network
is directly adjusted by the BBR inside the TCP/IP model,
while the high-frequency signals have been filtered by the high
MIET ETM before they enter the wireless network. Recently,
event-triggered control has also been employed in the field
of network congestion control [29]. While similar to those
slow start, hybrid start, or BBR network congestion control
methods, the event-triggered congestion control method pro-
posed in [32] still analyzes and solves the problem within
the TCP/IP model. Besides, the minimum inter-execution time
demonstrated in [32] is still equal to the step size of its
numerical simulation. Thus, the quality of the event-triggered
control system proposed in [32] can be greatly improved by
introducing the sigmoid event-triggered mechanism with much
higher inter-execution time.

Except for limited communication and network conges-
tion, actuator saturation is also a core problem in spacecraft
takeover control resulting from the narrow space supplied by
a cell. However, actuator saturation is not considered in [19]–
[25]. Jiang et al. in [33] developed an event-triggered control
scheme for spacecraft attitude stabilization with actuator satu-
ration. Nevertheless, attitude stabilization is only an exception
to attitude tracking, with lower requirements for the design
of the control system. Some other problems, such as fault-
tolerant control [34] or the control allocation of actuators
[35] for the mission of spacecraft attitude takeover control or
attitude control with limited communication, have been studied
by other researchers, so they are not the aims of this research.

Motivated by the mission requirements of spacecraft atti-
tude takeover control, this paper proposes an adaptive event-
triggered control scheme to tackle the problem of spacecraft
attitude tracking with limited communication, unknown model
parameters, actuator saturation, and external disturbances. In
the designed control scheme, a sigmoid ETM is proposed to
determine the triggering instants with a reasonable distribution.
The control signals that the actuator received only changed at
the triggering instants. Besides, to handle the unknown model
parameters, an adaptive radial basis function neural network
(RBFNN)-based term and another independent adaptive term
are introduced to approximate the upper bound of the nonlin-
earity precisely, and then the virtual control torques without
considering actuator saturation are generated. The virtual
torques are tackled by a dynamic-loop gain function-based
method to avoid input saturation, resulting in the actual control
torques executed by the actuators. Moreover, the stability

of the attitude tracking system is proved by the Lyapunov
approach, and the high MIET effect of the sigmoid ETM
with the corresponding criteria for selecting parameters is
provided by Zeno behavior analysis. Finally, the validation
of the proposed control scheme is illustrated by the numerical
simulations.

Compared with all the existing attitude tracking schemes
and all the existing network control systems, the main contri-
bution of this paper is listed as follows:

1) The problem of spacecraft attitude tracking with limited
communication is solved by the proposed sigmoid high MIET
event-triggered control method. This method can reduce the
amount of communication effectively and meet the require-
ment for tracking precision at the same time.

2) The problem of network congestion in the problem of
spacecraft control with limited communication is discovered
and solved in this paper. A simple sigmoid high MIET event-
triggered control algorithm is proposed to increase the MIET
by a large margin effectively, which means the requirement for
communication frequency/costs of wireless network devices
decreases a lot for the same mission as with a previous
common event-triggered control system. Meanwhile, the pro-
posed sigmoid event-triggered mechanism also opens a new
direction of research outside of the TCP/IP model for network
congestion avoidance.

3) The proposed dynamic loop gain function method can
deal with input saturation, which is useful for dealing with
the control problem of insufficient torque outputs.

The remainder of this work is laid out as follows. Problem
formulation and related preliminaries are presented in section
II. The design of the control law is given in section III, while
the corresponding stability analysis and Zeno behavior analysis
are given in section IV. Numerical simulation demonstrates
the effectiveness of the proposed control scheme in section V.
Finally, section VI concludes this research.

Notation: Both the inter-execution time and the inter-
event time have the same meaning in this manuscript, which
means the time length between two consistent triggerings.
Furthermore, the average inter-execution time represents the
mean value of all the values of inter-execution time observed,
which also equals the ratio of the total time length to the
times of triggering. Besides, the minimum inter-execution time
denotes the shortest one picked from all the possible values
of inter-execution time.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Attitude tracking dynamics

It’s reasonable to see the combination of a failed spacecraft
and cellular satellites as a rigid spacecraft with the following
dynamics model [9]:

Jω̇e = − (ωe +Cωd)
×
J (ωe +Cωd)

+J
(
ω×e Cωd −Cω̇d

)
+ u+ d

(1)

q̇v,e =
1

2

(
q×v,e + q0,eI3

)
ωe (2)

q̇0,e = −1

2
qTv,eωe (3)
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TABLE I
NOMENCLATURE

Notations Definitions
ω(t) the body angular velocity of a spacecraft
ωe(t) the relative angular velocity errors
ωd(t) the expected angular velocity
C the rotation matrix
J the inertia matrix

qv,e(t) the error quaternion vector
q0,e(t) the error quaternion scalar

Jmin, Jmax the upper bound and the lower bound of J
d(t) the external disturbances
dmax the upper bound of d(t)
bω the upper bound of ωd

bωd the upper bound of ‖ω̇d‖
W the desired neural network weight matrix
φ (X) the basis function vector
l the number of the neural network codes
n the serial number of a neural network code
µn the receptive field center
H the width of φn
WM the upper bound of W
φM the upper bound of φ
l0 the Lipschitz constant
Ŵ the estimated neural network weight matrix
∼
W the approximation error between Ŵ and W

δ0 (X) the estimation error of any nonlinear function f (X)
ε0 the upper bound of |δ0 (X)|

−
umax the upper bound of the executed control torque
umin the lower bound of the executed control torque
k1 the sliding mode term parameter
k2 the control gain
s the sliding mode vector
L the nonlinear term in attitude dynamics functions
L1 the upper bound of one part of |L|
L2 the upper bound of the other part of |L|
k the serial number of the triggering instants
tk the documented moment of the kth triggering instant
η a design parameter about the estimation of L1

σ, β, c design parameters about the NN adaptive update
ρ a design parameter about the estimation of L2

b̂ an estimated adaptive parameter about L2

θ, θ1 design parameters about the estimation of L2

χ the dynamic loop vector
ϕ a constant about χ
e the event-triggered state errors

α, γ > 0 design parameters in the ETM
β1 the variable structure term in the ETM

c1, µ1 design parameters in β1

where ωe(t) = ω(t) − Cωd(t). ω(t) ∈ R3 represents
the body angular velocity of the spacecraft relative to the
inertial frame. ωd(t) ∈ R3 denotes the expected spacecraft
attitude angular velocity relative to the inertial frame. C is
the rotation matrix which describes the orientation of the body
frame with respect to the desired frame. So ωe(t) denotes the
relative angular velocity from the reference frame to the body
frame, also represents the spacecraft’s angular velocity error.
Besides, the relative orientation from the reference frame to
the body frame is described by the error quaternion, where
qv,e(t) ∈ R3 denotes the vector component of the error
quaternion while q0,e(t) ∈ R is scalar component of the error
quaternion, qv,e(t) ∈ R3 and q0,e(t) ∈ R meet the identity
qv,e

Tqv,e + q0,e
2 = 1. Furthermore, the disturbance torque

is denoted by d(t) ∈ R3. I3 represents the 3 × 3 identity
matrix, and the inertia matrix of the spacecraft is denoted by
J ∈ R3×3. What’s more, for a vector a =

[
a1 a2 a3

]T
,

the corresponding skew-symmetric matrix is defined as fol-
lows:

a× =

 0 −a3 a2
a3 0 −a1
−a2 a1 0

 (4)

The following property and assumptions regarding spacecraft
attitude dynamics are beneficial for the design of the controller
and control stability analysis.

Property 1: The inertia matrix of the spacecraft J is
symmetric and positive-definite. Moreover, it’s restricted by
the following inequation:

Jmin‖x‖2 ≤ xTJx ≤ Jmax‖x‖2,∀J ∈ R3 (5)

where Jmin and Jmax are constants regarding the size of the
spacecraft.

Assumption 1 [19]: Wherever possible, the external distur-
bances d(t) are assumed to be upper bounded with ‖d(t)‖ ≤
dmax, where dmax > 0.

Assumption 2 [19]: The desired spacecraft angular velocity
ωd is upper bounded by ‖ωd‖ ≤ bω .Similarly, ‖ω̇d‖ ≤ bωd ,
where bω ,bωd > 0.

B. Neural networks system

In the proposed control scheme, RBFNN is applied to
estimate the nonlinear term with the unknown model param-
eter J . The RBFNN can theoretically [36] approximate any
continuous function over a compact set as follows:

f∗ (X) = W ∗Tφ (X) + δ∗ (X) ,∀X ∈ Ωx (6)

where W ∈ Rl denotes the desired constant NN weight
matrix, l > 1 is the number of the neural network codes,
δ∗ (X) denotes the error of estimation with |δ∗ (X)| ≤
ε∗, ε∗ > 0, ε∗ → 0 . Besides, in this paper, φ (X) =
[φ1 (X) , φ2 (X) , . . . , φl (X)]

T is the basis function vector
with the following Gaussian function based subfunction:

φn (X) = exp

[
− (X + µn)

T
(X − µn)

H2

]
, n = 1, 2, . . . , l

(7)
where µn is the receptive field center, H is the width of
φn (X). There are two assumptions for the NN and the
Gaussian function as follows:

Assumption 3 [37]: W is bounded on the upper side by
‖W ‖ ≤ WM and φ (X) is bounded on the upper side by
‖φ (X)‖ ≤ φM , where WM > 0, φM > 0 are unknown but
existed.

Assumption 4 [37]: The Gaussian function φ (X) meets
‖φ (Xi)− φ (Xj)‖ ≤ l0 ‖Xi −Xj‖, where l0 > 0, is a
known Lipschitz constant.

Furthermore, consider that W ∈ Rl is unknown, it’s sen-
sible to define Ŵ as the estimated NN weight matrix, which
can be directly used by the controller. The approximation error
is defined as

∼
W = W − Ŵ . In the controller, a nonlinear

function f (X) can be approximated by

f̂ (X) = Ŵ
T
φ (X) (8)

86185
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Fig. 1. Structure of the attitude tracking control scheme with sigmoid ETM

where f̂ (X) = f (X) − δ0 (X) , δ0 (X) is the estimation
error with the upper bound |δ0 (X)| ≤ ε0, and ε0 > 0 is a
very small constant. Ŵ follows ˆ‖W ‖ ≤WM .

C. Problem Formulation

The aim of the research is to present an attitude tracking
law with an event-triggered mechanism to reduce the amount
of communication over the wireless communication channels
and to avoid the risk of network congestion wherever possible.
Besides, the proposed control scheme should have the ability
to deal with actuator saturation and cater to the mission
requirement of spacecraft attitude takeover control. Ultimately,
the attitude tracking error and angular velocity tracking error
must converge within a reasonable residual set in the presence
of external disturbances.

Fig. 1 illustrates the structure of the proposed control
scheme with ETM. The zero-order holds (ZOHs) in the ETM
can store the latest states received at the last triggering-instant
(also the moment that the latest wireless signal transmission
occurs). If the differences between the ZOHs-held states and
the sensor-measured states exceed the allowed range regulated
by the ETM, the ETM is violated. Meanwhile, the wireless
signal transmission via the sensor-controller channel or the
controller-actuator channel will occur if and only if the ETM
is violated. Therefore, the application of the ETM helps reduce
unnecessary signal transmission in attitude tracking control,
while the ETMs proposed in previous articles cannot avoid
consecutive triggered events when system states vary violently.
Thus, this paper aims to propose a kind of ETM that can
improve the MIET a lot by suppressing the risk of network
congestion like package loss or time delay as low as possible,
instead of only easing the extent of limited communication as
in previous research.

In practice, control signals that exceed the allowed range
cannot be executed by an actuator. This situation of actuator
saturation may influence the stability of the corresponding con-
trol system [38], and it’s reasonable to give out the constraints
of control torques as follows:

sat (u∗) =
[
sat (u∗1) sat (u∗2) sat (u∗3)

]T
(9)

where

sat (u∗i ) =


−
umax u∗i >

−
umax

u∗i umin < u∗i ≤
−
umax

umin u∗i ≤ umin

(10)

where
−
umax > 0 and umin < 0 are the upper bound and

the lower bound of the executed control torques, respectively.
Commonly,

−
umax + umin = 0. Besides, in this paper, the

dynamic loop gain method is applied to deal with actuator
saturation, and the following lemmas are employed in control
stability analysis for the introduction of the dynamic loop gain
method.

Lemma 1 [39]: If ι > 0,ζ > 0,
∼
ρ (t) > 0, $̂ (t) follows

.

$̂ (t) = −ι$̂ (t)+ζρ (t), then $̂ (0) > 0 will result in $̂ (t) ≥
0 as long as t ≥ 0.

Lemma 2 [40](Barbalats Lemma): If a differentiable func-
tion f (t) follows the following two conditions: (1) lim

t→∞
f (t)

is finite,
.

f (t) is uniformly continuous. Then there exists
lim
t→∞

.

f (t) = 0.
Besides, the following lemma is useful here since the

introduction of the hyperbolic tangent function in this paper:
Lemma 3 [24]: Given λ > 0, for any x ∈ R, hyperbolic

tangent function tanh
(
x
λ

)
follows 0 ≤ |x|−xtanh

(
x
λ

)
≤ κλ,

where κ = 0.2785 meets κ = exp (−κ− 1).
Lemma 4 [41]: Define smoothing functions V (t0, t) ≥

0, x (t) ≥ 0, $g (t) ≥ 0 in t ∈ [t0, tf ). Define
dynamic-loop gain function N(x(t)) = ex

2(t)x(t), bounded
function ¯̃s (t) and positive constant

∼
s . If V (t0, t) ≤

e−s̃t
∫ t
t0
$gN(x(τ))ẋ(τ)es̃τdτ + e−s̃t

∫ t
t0
ẋ(τ)es̃τdτ +¯̃s is

true for any t ∈ [t0, tf ), then it’s reasonable to de-
duce that x(t), V (t0, t), e−s̃t

∫ t
t0
$gN(x(τ))ẋ(τ)es̃τdτ and

e−s̃t
∫ t
t0
ẋ(τ)es̃τdτ are bounded in [t0, tf ).

III. SIGMOID EVENT-TRIGGERED CONTROL DESIGN

In this section, to realize attitude tracking control in
the presence of limited communication, actuator satura-
tion, unknown model parameters, and external disturbances,
an adaptive controller is proposed with a sigmoid event-
triggered mechanism to deal with limited communication and
a dynamic-loop gain process to deal with actuator saturation.
For designing the controller, it’s reasonable to give out the
definition of the sliding vector as follows:

s = ωe + k1qv,e (11)

where k1 > 0. In the proposed event-triggered spacecraft
attitude control scheme, s is consecutive varying on the sensor
side. By contrast, the attitude control module receives discrete
sliding mode vector signals s (tk), since the wireless network
only works at the triggering instants t = tk, k = 1, 2, . . .. At
the triggering instant, the ETM is violated, and the control law
is updated. Except for the triggering instants, the zero-order
hold (ZOH) holds the constant sliding-mode vector received
in the last triggering instant, and the error between the varying
sliding mode vector and the held constant is defined as

e = s− s (tk) , k = 1, 2, . . . (12)

Define the initial time of attitude tracking as t0 = 0, then
it’s reasonable to find that e = 0 at the triggering instants.
Substituting (11) into (1) results in

J
.
s = L+ u+ d (13)
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where L denotes the nonlinearity term in the dynamics model
of spacecraft attitude tracking [25] as below:

L =− (ωe +Cωd)
×
J (ωe +Cωd) + Jω×e Cωd

− JCω̇d + 0.5k1J
(
q×v,e + q0eI3

)
ωe

(14)

For the common task of event-triggered attitude tracking
without actuator saturation or unknown model parameters, it’s
sensible to develop a simple controller with high precision of
attitude tracking as follows:

uSPD = −k2s (tk)−L (tk) (15)

Note that the inertial matrix J is an unknown model
parameter that varies with the different attached positions of
the cellular satellites, which follows ‖J‖ ≤ Jmax. Substituting
‖J‖ ≤ Jmax into (14) leads to

‖L‖ ≤ Jmax ‖ω‖2 + Jmax
∥∥ω×e Cωd∥∥

+ Jmax
∥∥ .ωd∥∥+

k1
2
Jmax ‖ω −Cωd‖

≤ Jmax
(
‖ω‖2 +

∥∥ .ωd∥∥+
k1
2
‖ω‖+

k1
2
‖ωd‖

)
+ Jmax

∥∥∥∥2ω −Cωd −Cωd
2

× 2ω −Cωd +Cωd
2

∥∥∥∥
≤ Jmax ‖ω‖2 + Jmax

(
‖ωd‖+

k1
2

)
‖ω‖

+ Jmax

(
k1
2
‖ωd‖+

∥∥ .ωd∥∥+
1

2
‖ωd‖2

)
(16)

According to Assumption 2, it’s reasonable to transform
(16) into

‖L‖ ≤ Jmax
[
‖ω‖2 +

(
bω +

k1
2

)
‖ω‖

]
+ Jmax

(
k1
2
bω + bdω +

1

2
b2ω

) (17)

For simplicity in control stability analysis, it’s reasonable to
define {

L1 = Jmax

[
‖ω‖2 +

(
bω + k1

2

)
‖ω‖

]
L2 = Jmax

(
k1
2 bω + bdω + 1

2b
2
ω

) (18)

Substituting (18) into (17) results in

‖L‖ ≤ L1 + L2 (19)

Observed from (17), the upper limit of L is restricted by
a polynomial regarding ω. To compensate L accurately for
achieving high-precision estimation, it’s feasible to approx-
imate L1 = Jmax

[
‖ω‖2 +

(
bω + k1

2

)
‖ω‖

]
by an adaptive

neural network approach. Meanwhile, approximate L2 =
Jmax

(
k1
2 bω + bdω + 1

2b
2
ω

)
by an easy adaptive compensation

term. Thus, the structure of the controller without considering
tackling actuator saturation can be proposed as follows:

−
u =

−
ua +

−
ub +

−
uc (20)

where
−
ua is a PD sub-controller designed as follows:

−
ua = k2s (tk) , tk ≤ t < tk+1 (21)

where k2 > 0.
−
ub is proposed to approximate L1,

−
ub =

∣∣∣Ŵ T
φ (‖ω (tk)‖)

∣∣∣Tanh [ηs (tk) Ŵ
T
φ (‖ω ‖tk‖‖)

]
(22)

where η > 0 is a design parameter regarding
Jmax and bω + k1

2 . Tanh
(

[a1 a2 a3]
T
)

=

[tanh (a1) tanh (a2) tanh (a3)]
T . Besides, the adaptive

update algorithm of Ŵ is given as follows:

Ŵ
+

= −β (‖ω (t)‖ − ‖ω (tk−1)‖)φ (‖ω (t)‖)
c+ [‖ω (t)‖ − ‖ω (tk−1)‖]2

+ (1− σ) Ŵ , t = tk, k = 1, 2, . . .

(23)

.

Ŵ = 0, tk < t ≤ tk+1, k = 1, 2, . . . (24)

where σ ∈ (0, 1) , β > 0, c > 0 are design parameters.
Remark 1: In this paper, the neural networks only vary at

the triggering instants. For simplicity in the stability analysis,

it’s reasonable to conceive that
.

W =
.

Ŵ = 0, tk < t ≤
tk+1, k = 1, 2, . . .

To approximate L2 = Jmax
(
k1
2 bω + bdω + 1

2b
2
ω

)
, an ad-

ditional but effective adaptive compensation term
−
uc in the

controller is proposed as follows:

−
uc = b̂Tanh [ρs (tk)] (25)

where ρ > 0 is a design parameter regarding
Jmax

(
k1
2 bω + bdω + 1

2b
2
ω

)
. Besides, b̂ meets the following

“augmented precision” adaptive law:
.

b̂ = θ ‖s‖ − θ1b̂, b̂ (0) ≥ 0 (26)

where θ > 0, θ1 > 0, are design parameters. According to
Lemma 1, there exists b̂ > 0 for any t > 0. Substituting
(21)(22)(25) into (20) leads to

−
u =k2s (tk) + b̂Tanh [ρs (tk)] +

∣∣∣Ŵ T
φ (‖ω (tk)‖)

∣∣∣
× Tanh

[
ηs (tk) Ŵ

T
φ (‖ω (tk)‖)

] (27)

Remark 2: Related numerical simulation verifies that,
under the same simulation parameters, the steady-
state errors resulting from a controller u1 = −−u are
much smaller than the steady-state errors resulting
from a similar controller u2 = −k2s (tk) −∣∣∣Ŵ T

φ (‖s (tk)‖)
∣∣∣Tanh [ηs (tk) Ŵ

T
φ (‖s (tk)‖)

]
, which

shows the high precision of the controller designed as (27).
Although u1 = −−u can compensate for nonlinearity in

attitude tracking efficiently,
−
u can be infinite with an infinite s,

which means u1 = −−u cannot cope with actuator saturation
effectively. Hence, it’s viable to adopt a dynamic loop gain
method to process

−
u for dealing with actuator saturation.

Based on the dynamic loop gain method, the actual control
torques executed by the actuators are given as follows:

u = −G (χ)
D −
u (28)
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Fig. 2. Different kinds of Sigmoid Functiuons [42]

where G (χ)
D

= diag
[
G (χ1) G (χ2) G (χ3)

]
, χ =[

χ1 χ2 χ3

]T
, and χ follows:

.
χ = ϕsD

−
u (29)

where ϕ > 0, sD = diag [s1 s2 s3]. Besides, the dynamic
loop function χ follows:

G (χi (t)) = eχ
2
i (t)χi (t) , i = 1, 2, 3 (30)

Combining (28)-(30) yields

ui = − 1

ϕsi
G (χi)

dχi
dt

= − 1

2ϕsi
2χie

χ2
i (t)

dχi
dt

= − 1

2ϕsi
eχ

2
i (t)

dχ2
i (t)

dt
= − 1

2ϕsi

deχ
2
i (t)

dt

(31)

Substituting (27) into (29) leads to

dχi
dt

= ϕsi (t) si (tk) + b̂ϕsi (t) tanh [ρsi (tk)] + si (t)

·ϕ
∣∣∣Ŵ T

φ |‖ω (tk)‖|
∣∣∣ tanh [ηsi (tk) Ŵ

T
φ |‖ω (tk)‖|

] (32)

According to (31), u is upper bounded as long as χi is
upper bounded. From (32), χi is upper bounded as long
as si (t), and b̂ are upper bounded. Considering that the
boundedness of si (t) and b̂ is achieved by control stability
analysis, it’s reasonable to say the dynamic-loop control gain
method is capable of restricting the size of u to avoid actuator
saturation. For a controller which meets (23)(24), and (26-
29), it’s reasonable to realize high-reliability attitude takeover
control by proposing the sigmoid event-triggered mechanism
(SETM) as follows:

tk+1 = min {t ≥ tk : ‖e‖ ≥ β1 (α ‖s‖+ γ)} (33)

where k = 0, 1, 2, . . ., and α, γ > 0 are design parameters.
Furthermore, the variable structure term β1 follows:

β1 = 1 + c1 − c1tanh

(
µ1

k1
∥∥qv,e∥∥+ ‖ωe‖

)
(34)

where c1, µ1 > 0 are design parameters, and the following
remark explains how to select appropriate parameters in (33-
34).

Remark 3: According to the MIET analysis, any sigmoid
function in Fig. 2 can be used to replace the hyperbolic tangent

function in β1 = 1+c1−c1tanh
(

µ1

k1‖qv,e‖+‖ωe‖

)
. Because a

dutiful β1 only needs to satisfy the following two conditions:
(1) β1 is expected to be large enough when ‖s‖ → 0
(2) β1 is expected to be about 1 when ‖s‖ is very high

IV. STABILITY ANALYSIS AND ZENO BEHAVIOR ANALYSIS

In this section, the stability of the proposed closed-loop
high MIET event-triggered control system is analyzed based
on an impulsive system approach [37]. According to [37], it’s
reasonable to analyze the system stability by classification.
Define the dynamics during the flowing period tk ≤ t < tk+1,
as flowing dynamics, and define the dynamics at the triggering
instants (jumping instants) t = tk, k = 1, 2, . . . as jumping
dynamics, then it’s rational to carry out the stability analysis
for these two different situations separately.

Besides, Zeno behavior analysis based on control stability
analysis can prove the effectiveness of the event-triggered
mechanism without the existence of Zeno behavior. The Zeno
behavior analysis is also used to compute the shortest inter-
execution time and to reveal the inner logic of high MIET.

A. Stability analysis of the neural networks
The first step of stability analysis is to verify the ultimate

boundedness of the proposed neural network by the following
theorem.

Theorem 1: According to Assumption 3 and Assumption 4,
∼
‖W ‖ =

∥∥∥W − Ŵ
∥∥∥ is uniformly ultimately bounded with the

application of the controller (27) which follows the adaptive
updated laws (23-24).

Proof: Choose the following Lyapunov candidate function
for

∼
W :

V∼
W

=
∼
W

T

(t)
∼
W (t) (35)

Then it’s reasonable to demonstrate the ultimate bounded-
ness of

∼
‖W ‖ by the integrated flowing dynamics analysis and

jumping dynamics analysis as follows:
Case 1 (Flowing dynamics, tk < t ≤ tk+1, k = 1, 2, . . .):
Derivate (35) by time t leads to

.

V ∼
W

=

.
∼
W (t)

∼
W (t) = 0 (36)

(36) demonstrates that the ultimate boundedness of
∼
‖W ‖ is

not up to flowing dynamics, and it’s honest to claim that
∼
‖W ‖

is ultimately bounded as long as the ultimate boundedness of
∼
‖W ‖ is proved at the triggering instants.

Case 2 (Jumping dynamics, t = tk, k = 1, 2, . . .):
(35) is discrete at the triggering instants, and the first

derivative of (35) is

∆V∼
W

=
∼
W

T+ ∼
W

+

−
∼
W

T ∼
W (37)

Consider Ŵ = W −
∼
W , then substitute (23) into (37) to get

∆V∼
W
≤
[(

1 + σ +
√

1 + 4σ
) ∼
‖W ‖+ β1φM + σWM

]
×
[(

1 + σ −
√

1 + 4σ
) ∼
‖W ‖+ β1φM + σWM

]
(38)
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Note that
(
1 + σ +

√
1 + 4σ

) ∼
‖W ‖ + β1φM + σWM ≥ 0.

Thus, ∆V∼
W
≤ 0 is true when(

1 + σ −
√

1 + 4σ
) ∼
‖W ‖+ β1φM + σWM ≤ 0 (39)

Consider that β1φM +σWM ≥ 0, 1 +σ−
√

1 + 4σ ≥ 0, and
∼
‖W ‖ will decrease if

∼
‖W ‖ satisfies

∼
‖W ‖ ≥ (β1φM + σWM ) /

(√
1 + 4σ − 1− σ

)
(40)

Therefore,
∼
‖W ‖ is uniformly ultimately bounded. �

B. Stability analysis of the proposed control system
On the basis of Theorem 1, it’s reasonable to analyze the

system stability by proving the following theorem:
Theorem 2: Consider the attitude tracking model of space-

craft (1-3), lemmas 1-4, the inequation (17), the adap-
tive update algorithms of NN (23) and (24), the “aug-
mented precision” adaptive law (26), the dynamic-loop gain
adaptive law (29), the high MIET sigmoid event-triggered
mechanism (33) and (34), and the ultimate bound of NN
∼
‖W ‖ ≤ (β1φM + σWM ) /

(√
1 + 4σ − 1− σ

)
. If Assump-

tions 1-4 hold and the control law (27) is implemented,
then all the signals of the proposed control system, includ-
ing

∥∥qv,e∥∥ , ‖ωe‖ are ultimately uniformly bounded, which
means

∥∥qv,e∥∥ , ‖ωe‖ will converge within a small set.
Proof: The following proof is separated into two different

parts, including flowing dynamics analysis and jumping dy-
namics analysis.

Case 1 (Flowing dynamics, tk < t ≤ tk+1, k = 1, 2, . . .):
During the flowing period, consider the following Lyapunov

function candidate:

Vf =
∼
W

T

(t)
∼
W (t) +

1

2
sTJs+

1

2θ

∼
b
2

(41)

From (13)(26)(36), the time derivative of (41) is
.

V f = sTJ
.
s− 1

θ

∼
b
T .

b̂ = sT (L+ u+ d)− 1

θ

∼
b
(
θ ‖s‖ − θ1b̂

)
= sT (L+ u+ d)− 1

θ

∼
b
(
θ ‖s‖ − θ1b̂

)
(42)

Substituting (19)(20)(28) into (42) leads to
.

V f ≤ dmax ‖s‖ − sTG (χ)
D −
ua +

[
L1 ‖s‖ − sTG (χ)

D −
ub

]
+
[
L2 ‖s‖ − sTG (χ)

D −
uc

]
+

(
θ1
θ

∼
b b̂−

∼
b ‖s‖

)
(43)

Apply Lemma 3 to
(
θ1
θ

∼
b b̂−

∼
b ‖s‖

)
in (43) to acquire the

following inequation

θ1
θ

∼
b b̂−

∼
b ‖s‖ ≤ θ1

θ

(
b2 −

∼
b
2
)
−
∼
b ‖s‖ − b̂ ‖s (tk)‖

+ b̂ ‖s (tk)‖+ s (tk)
T−
uc − sT (tk) b̂Tanh [ρs (tk)]

≤ θ1
θ

(
b2 −

∼
b
2
)

+
(
αb̂β1 − b

)
‖s‖

+ b̂β1γ + sT (tk)
−
uc +

3κb̂

ρ

(44)

From the characteristics of the neural network (6), L1 ‖s‖
meets the following inequation:

L1 ‖s‖ ≤
[
W Tφ (‖ω‖) + δ (‖ω‖)

]
‖s‖

≤W Tφ (‖ω‖) ‖s‖+ ε0 ‖s‖
(45)

where ε0 > 0 is a small constant. According to (22), Lemma
3 and Assumption 4, it’s plausible to transform (45) into the
inequation shown below:

L1 ‖s‖ ≤
[
∼
W

T

φ (‖ω‖) + ε0 + lŴ
T
φ (‖ω − ω (tk)‖)

]
‖s‖

+sT (tk)
−
ub + Ŵ

T
φ (‖ω (tk)‖)β1 (α ‖s‖+ γ) + 3κ/η

(46)

Substituting (44)(46) into (43) leads to
.

V f ≤ − [s− s (tk)]
T
(−
ua +

−
ub +

−
uc

)
+ sT

(−
ua +

−
ub +

−
uc

)
− sTG (χ)

D
(−
ua +

−
ub +

−
uc

)
− sT (tk)

−
ua + dmax ‖s‖

+ L2 ‖s‖+
θ1
θ

(
b2 −

∼
b
2
)
− b ‖s‖+ b̂β1 (α ‖s‖+ γ)

+
3κb̂

ρ
+

3κ

η
+ ε0 ‖s‖+ Ŵ

T
φ (‖ω (tk)‖)β1 (α ‖s‖+ γ)

+
∼
W

T

φ (‖ω‖) ‖s‖+ lŴ
T
φ (‖ω − ω (tk)‖) ‖s‖

(47)

where

sT
[
I −G (χ)

D
] −
u =

1

ϕ

3∑
i=1

.
χi −

1

ϕ

3∑
i=1

G (χi)
.
χi (48)

Substituting (48) into (47) leads to

.

V f ≤ −eT
−
u+

1

ϕ

3∑
i=1

.
χi −

1

ϕ

3∑
i=1

G (χi)
.
χi − k2 (‖s− e‖)2

+ dmax ‖s‖+ L2 ‖s‖+
θ1
θ

(
b2 −

∼
b
2
)

+ b̂β1 (α ‖s‖+ γ)

− b ‖s‖+
3κb̂

ρ
+

3κ

η
+

∼
‖W ‖φM ‖s‖+ ε0 ‖s‖

+

(
WM +

∼
‖W ‖

)
φM [(l + αβ1) ‖s‖+ β1γ]

(49)

where

−k2 (‖s− e‖)2 ≤ −k2 (‖s‖ − ‖e‖)2

≤ − (1− 2αβ1) k2 ‖s‖2 + 2k2β1γ ‖s‖
(50)

−eT−u ≤ β1 (α ‖s‖+ γ)

[
k2 ‖s‖+

(
WM +

∼
‖W ‖

)
φM + b̂

]
(51)

From (50)(51), (49) can be rewritten as

.

V f ≤
1

ϕ

3∑
i=1

.
χi −

1

ϕ

3∑
i=1

G (χi)
.
χi −

Vf
2θ

−A ‖s‖2 +B ‖s‖+ C − B2

4A
+
B2

4A

(52)
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where

A = k2 (1− 3αβ1)− θ1Jmax
B = 2αβ1b̂+ dmax + ε0 − b+

∼
‖W ‖φM

+ (2αβ1 + l)

(
WM +

∼
‖W ‖

)
φM + L2

C = 2θ1
∼
‖W ‖

2

+ θ1
θ b

2 + 3κb̂
ρ + 3κ

η

+2β1γ

[(
WM +

∼
‖W ‖

)
φM + b̂

]
(53)

(52) can be rewritten as

.

V f ≤
1

ϕ

3∑
i=1

.
χi −

1

ϕ

3∑
i=1

G (χi)
.
χi −

Vf
2θ

+
B2

4A
+ C (54)

Solve the differential inequation (54) and acquire

Vf (t) ≤ −e− t
2θ

1

ϕ

∫ t

0

3∑
i=1

[G (χi)− 1]
.
χie

τ
2θ dτ

+e−
t
2θ

[
Vf (0)− 2θ

(
B2

4A
+ C

)]
+ 2θ

(
B2

4A
+ C

) (55)

where scalar 2θ
(
B2

4A + C
)

> 0, and

e−
t
2θ

[
Vf (0)− 2θ

(
B2

4A + C
)]

is a bounded time-

varying function. Thus, e−
t
2θ

[
Vf (0)− 2θ

(
B2

4A + C
)]

+

2θ
(
B2

4A + C
)

is a bounded function that satisfies
the applying situation of Lemma 4. From Lemma 4,

χ1 (t) , χ2 (t) , χ3 (t) , Vf (t)e−
t
2θ

∫ t
0

1
ϕ

3∑
i=1

G (χi)
.
χie

τ
2θ dτ ,

and e−
t
2θ

∫ t
0

1
ϕ

3∑
i=1

.
χie

τ
2θ dτ are all bounded on [0 , +∞).

Consequently, Vf (t) is upper bounded on [0 , +∞) and
Vf (t) always follows Vf (t) ≤ VM , where VM > 0 is a
constant. Correspondingly, χ1 (t) , χ2 (t) , χ3 (t) also follow
χi (t) ≤ χM , i = 1, 2, 3 for any t > 0, where χM > 0 is
a constant. Thus, during the flowing period, the Lyapunov
function candidate follows

Vf =
∼
W

T

(t)
∼
W (t) +

1

2
sTJs+

1

2θ

∼
b
2

≤ VM (56)

(56) implies

‖s (t)‖ ≤
√

2VM/Jmin,

∥∥∥∥∼b (t)

∥∥∥∥ ≤√2VMθ, t > 0 (57)

Thus, both the adaptive parameter b̂ and the sliding mode
vector s (t) are ultimately bounded during the flowing period.
From [25], the ultimate boundedness of s (t) decides the
ultimate boundedness of ωe, qv,e,ω, qv during the flowing
period. Considering that Theorem 1 has substantiated the
ultimate boundedness of

∼
W (t). It’s plausible to draw the

conclusion that all the system signals are ultimately bound
during the flowing period.

Furthermore, it’s reasonable to substantiate that all the
system signals will converge to zero during the flowing period
by the following proof. From (27)(29),

.
χi = ϕsi

−
ui ≥ ϕks2i (58)

Integrating (58) leads to

ϕk

∫ t

0

sT (τ) s (τ) dτ ≤ χi (t)− χi (0) ≤ χM (59)

(59) implies that
∫ t
0
sT (τ) s (τ) dτ is bounded on τ ∈ [0, t).

Moreover, (13) shows that sT (τ)
.
s (τ) exists on τ ∈ [0, t),

implying that sT (τ) s (τ) is uniformly continuous. According
to Lemma 2 Barbalats lemma, consider that lim

t→∞
sT (t) s (t) =

χM/ϕk is finite and 2sT (τ)
·
s (τ) is uniformly continuous,

it’s logical to draw the conclusion that

lim
t→∞

‖s (t)‖ = 0 (60)

This part of the proof augments the effectiveness of Theorem
2 during the flowing period.

Case 2 (Jumping dynamics,t = tk, k = 1, 2, . . .):
It’s reasonable to select the following Lyapunov candidate

function for stability analysis at the triggering instants:

VJ = Vs(tk) + V∼
W

+ V∼
b

+ Vχ

= sT (tk) s (tk) +
∼
W

T ∼
W +

∼
b
T∼
b + χTχ

(61)

The first derivative of (61) is

∆VJ =
∥∥s+∥∥2 − ‖s (tk−1)‖2 +

∼
b
+2

−
∼
b
2

+

∥∥∥∥ ∼
W

+
∥∥∥∥2

−
∼
‖W ‖

2

+
∥∥χ+

∥∥2 − ‖χ‖2 ≤ − ∼
‖W ‖

2

− ‖s− e‖2 −
∼
b
2

(tk−1) +D
(62)

where D represents the maximum value of
∼
‖W ‖

2

+

‖s‖2 +
∼
b
2

+ χ2
M during the flowing period, considering that

∼
‖W ‖, ‖s‖ ,

∼
b, ‖χ‖ are all upper bounded during the flowing

period, it’s reasonable to make sure that all the system signals
are bounded at the triggering instants.

Summarize the analysis in case 1 and case 2. It’s reasonable
to conclude that all the signals in the proposed control system
are ultimately bounded. �

C. Zeno analysis

Zeno behavior denotes the situation where the event-
triggered mechanism is triggered infinite times in a finite
amount of time [25]. It’s necessary to carry out Zeno anal-
ysis to thoroughly exclude Zeno behavior. Furthermore, Zeno
analysis is also an approach to estimating the MIET, which
could reveal the inner logic of the proposed sigmoid event-
triggered mechanism. The following theorem will expose the
secret of high MIET.

Theorem 3: Consider the attitude tracking model of a
spacecraft (1-3), with Lemma 1-4, inequation(17), the adaptive
update algorithm of NN (23)(24), the “augmented precision”
adaptive law (26), the dynamic-loop gain adaptive law (29),
the high MIET event-triggered mechanism (33)(34), Theorem
1 and Theorem 2. If Assumptions 1-4 hold and the control
law (27)(28) is implemented, then it’s reasonable to delude
the MIET follows:

Tmin ≥
ln
{
Y
Z β1 [α (s ‖tk+1‖) + γ]

}
+ 1

Y
(63)
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where

Y = 1
Jmin

k2 ∥∥∥G (χ)
D
∥∥∥+ 2

(
WM+

∼
‖W ‖

)
φM

‖s‖


Z = 1

Jmin

[(
WM +

∼
‖W ‖

)
φM + k2

∥∥∥G (χ)
D
∥∥∥ ‖s‖

+
∥∥∥G (χ)

D
∥∥∥(WM +

∼
‖W ‖

)
φM + ε0 +

∥∥∥G (χ)
D
∥∥∥ b̂

+dmax +
∼
‖W ‖φM + l

(
WM +

∥∥∥∥ ∼
W

∥∥∥∥)φM + 3κ
η‖s‖

]
(64)

Proof: Consider the following inequation:

d

dt
‖e‖ =

d

dt

√
eTe =

eT
.
e

‖e‖
≤
∥∥ .e∥∥ =

∥∥ .s∥∥ ≤ ∥∥J .
s
∥∥

Jmin
(65)

where
∥∥J .
s
∥∥ follows∥∥J .

s
∥∥ ≤ ∥∥∥−ub∥∥∥+

∥∥∥G (χ)
D
(−
ua +

−
ub +

−
uc

)∥∥∥+ dmax

+ ε0 +

∣∣∣∣ ∼W T

φ (‖ω‖)
∣∣∣∣+
∣∣∣lŴ T

φ (‖ω − ω (tk)‖)
∣∣∣+

3κ

η ‖s‖

+
eT
−
ub + Ŵ

T
φ (‖ω (tk)‖) ‖e‖
‖s‖

≤ Jmin (Y ‖e‖+ Z)

(66)

Substituting (64)(66) into (65) leads to

d

dt
‖e‖ ≤ Y ‖e‖+ Z (67)

At the triggering instants, ‖e‖t=tk = 0. Consider that and then
solve the inequation (67) results in

‖e‖ ≤ Z

Y
exp [Y (t− tk)− 1] (68)

At the triggering instants, there exists ‖e (tk+1)‖ =
β1 [α ‖s (tk+1)‖+ γ]. It’s rational to rewrite (68) as follows:

β1 (α ‖s (tk+1)‖+ γ) ≤ Z

Y
exp [Y (tk+1 − tk)− 1] (69)

Then it’s reasonable to transform (69) into the following
inequation:

tk+1 − tk ≥
ln
[
Y
Z β1 (α ‖s (tk+1)‖+ γ)

]
+ 1

Y
(70)

Hence,

Tmin ≥
ln
[
Y
Z β1 (α ‖s (tk+1)‖+ γ)

]
+ 1

Y
(71)

where Y > 0, Z > 0 are finite constants since all the system
signals are ultimately bounded due to Theorem 2. Besides,

β1 = 1 + c1 − c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)
and ‖s (tk+1)‖

are also upper bounded since ‖s‖ ,
∥∥qv,e∥∥ , ‖ωe‖ are all

upper-bounded. Thus, the proposed high MIET event-triggered
mechanism can avoid any Zeno behavior, and the following
analysis can reveal the core logic of high MIET:

D. The core logic of high inter-execution time

Substituting (34) into (71) leads to

Tmin ≥
1

Y

{
ln

[
Y [α (s) + γ]

Z

]
+ 1

}
+

1

Y
ln

[
1 + c1 − c1tanh

(
µ1

k1
∥∥qv,e∥∥+ ‖ωe‖

)] (72)

where β1 = 1 + c1 − c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)
improves

the lower bound of MIET significantly. According to the
theory of control and experience of numerical simulation, the
overshoot ‖s‖ varies sharply at the initial stage of attitude
tracking, which means the event-triggered mechanism with the
following MIET:

T
′

min ≥
ln
[
Y
Z (α ‖s‖+ γ)

]
+1

Y
(73)

will be frequently triggered. Because α > 0, γ > 0 are minor
constants, and the decrease of ‖s‖ will also result in the
decrease of 1

Y , which will further minimize the lower bound
of MIET.

In comparison to the traditional event-triggered mecha-
nism whose MIET is shown as (73), the proposed sigmoid
event-triggered mechanism can hamper the rapid variation of
α ‖s‖ + γ at the initial stage of attitude tracking effectively.
This is due to the introduction of the term β1 = 1 + c1 −
c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)
in (33).

At the initial stage of attitude tracking, the overshoot ‖s‖
may be very high. A decrease in ‖s‖ results in a decrease in
k1
∥∥qv,e∥∥+‖ωe‖, and a decrease in k1

∥∥qv,e∥∥+‖ωe‖ leads to

a booming increase in β1 = 1+c1−c1tanh
(

µ1

k1‖qv,e‖+‖ωe‖

)
.

Consequently, unlike the term α ‖s‖ + γ, the term[
1 + c1 − c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)]
(α ‖s‖+ γ) can stabi-

lize over a much higher lower bound, reducing the possibility
of frequent, consistent triggering events in a short time.

Besides, rather than ‖s‖, the denominator in the hyper-
bolic tangent function must be set as k1

∥∥qv,e∥∥ + ‖ωe‖.
Because the three components of qv,e and those of ωe al-
ways present the opposite character of plus-minus. Therefore,
‖s‖ =

∥∥k1qv,e + ωe
∥∥ is always close to zero. ‖s‖ ≈ 0

means β1 ≈ 0, so ‖s‖ ≈ 0 may bring the event-triggered
mechanism with β1 = 1 + c1 − c1tanh

(
µ1

‖s‖

)
to high risk of

frequent, consistent triggering events again. By contrast, both
the control theory and the numerical simulation demonstrate
that k1

∥∥qv,e∥∥+‖ωe‖ decreases smoothly without sharply in-
creasing, which means k1

∥∥qv,e∥∥+‖ωe‖ is an ideal candidate
for the denominator.

Furthermore, ‖s‖ = 0 means α ‖s‖+γ = γ. Thus, ‖s‖ = 0
implies the maximum possibility of network congestion for
any event-triggered control system with its minimum inter-
execution time expressed like that in (73), which is given as
follows:

T
′

MIET ≈
ln
(
Y
Z γ
)
+1

Y
(74)
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In contrast, at the beginning of tracking or when the states∥∥qv,e∥∥ or ‖ωe‖ are high, the application of the term β1 to the
proposed event-triggered mechanism (33) can result in a much
higher theoretical minimum inter-execution time expressed as
follows:

TMIET ≈
ln
[(

1 + c
′

1

)
Y
Z γ
]
+1

Y
(75)

where c
′

1 > 0 can be very high as long as suitable
c1µ1 have been selected. Note that β1 = 1 + c1 −
c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)
. If c1 and µ1 have been chosen,

then higher
∥∥qv,e∥∥ and higher ‖ωe‖, also can be seen as

higher ‖s‖ =
∥∥ωe + k1qv,e

∥∥, will inevitably lead to higher c
′

1.
According to a traditional event-triggered mechanism without
the term β1 as follows:

tk+1 = min {t ≥ tk : ‖e‖ ≥ α ‖s‖+ γ} , k = 0, 1, . . . (76)

Higher ‖s‖ always implies a higher possibility of triggering,
which also always implies a higher risk of network congestion.
Because ‖e‖ = ‖s‖−‖s (tk)‖ and the ETM will be triggered
when

‖s‖ ≥ ‖s (tk)‖+ γ

1− α
(77)

Thus, it’s reasonable to claim that the proposed sigmoid ETM
can improve the theoretical minimum inter-execution time
the most at the instants with the highest risk of network
congestion. Besides, the time difference between (74) and (75)
is

TADD = TMIET − T
′

MIET

≈
ln
[(

1 + c
′

1

)
Y
Z γ
]
−ln

(
Y
Z γ
)

Y
=
ln
(

1 + c
′

1

)
Y

(78)

(78) can demonstrate that the proposed event-triggered control
scheme is much better than any previous network control
system in improving the MIET.

Moreover, the proposed event-triggered mechanism with
the term β1 not only improves the MIET efficiently but also
improves the mean inter-execution time. Compared with the
previous event-triggered mechanisms without the term β1, the
ratio of the maximum inter-execution time to the minimum
inter-execution time is much smaller in this paper. A much
lower maximum-to-minimum ratio is beneficial for making
full use of limited resources for communication.It is also
much better in decreasing the cost of wireless networks on
the premise of the same requirement for attitude tracking
precision.

Remark 4: Different from all kinds of known event-triggered
mechanisms, the variable structure term β1 is added in the sig-
moid ETM, which endows the sigmoid ETM with the ability
to avoid highly uneven distribution of the triggering instants
on the timeline. Thanks to the mapping function of sigmoid
functions like the hyperbolic tangent function, by increasing
the variable structure term β1 to almost 1 + c1 promptly,
it’s viable to relax the sigmoid event-triggered condition to
avoid frequent triggering events when the control overshot
is very high. Correspondingly, µ1 should be much smaller

than the theoretical maximum value of k1
∥∥qv,e∥∥+ ‖ωe‖. For

simplicity, µ1 should not exceed 1/5 of k1
∥∥qv,e∥∥+‖ωe‖ at the

initial moment. By contrast, to ensure precise attitude tracking
at the steady-state, it’s necessary to tighten the event-triggered
condition by decreasing β1 to about 1. Thus, parameter µ1

should be higher than the expected k1
∥∥qv,e∥∥+‖ωe‖ at steady-

state. As for parameter c1, a parameter c1 that much larger
than 1 is acceptable on the premise of not lowering the
accuracy of attitude tracking or resulting in control divergence.
Similar to traditional event-triggered control, α, γ > 0 decide
the frequency of wireless data transmission when the control
system is in a steady-state situation. The higher α or γ > 0
will result in a looser sigmoid ETM which is much easier to
be triggered, so it’s reasonable to select minor α, γ > 0 no
more than 0.01 to avoid frequent wireless communication.

V. NUMERICAL SIMULATION

In this section, numerical simulations are implemented
to verify the proposed high MIET event-triggered control
scheme. It’s reasonable to choose a spacecraft with the fol-
lowing inertia matrix [24]:

J =

132 6 5
6 126 7
5 7 141

 kg ·m2 (79)

Consider the influence of gravitation, solar radiation pres-
sure, aerodynamic drag, and magnetic forces. It’s rational to
set the external disturbance as follows:

d =

 1 + 2sin 0.5t
−1− 5sin 0.5t
2 + 4 cos 0.5t

× 10−4N ·m (80)

Besides, it’s rational to assume that the torque distribution
system can allocate no more than 0.5Nm to each axis of the
body frame of a spacecraft. The initial attitude tracking errors
are assumed as qv, e0 =

[
sin
(
3
◦) −sin

(
2.5
◦)

sin
(
4
◦)]T

,
and the initial attitude angular velocity errors are assumed
as ωe0 =

[
0.01 −0.01 −0.01

]T
deg/s. In addition, the

desired attitude tracking errors are set to qv,d =
[
0 0 0

]T
,

and the desired attitude angular velocity errors are as-
sumed to be ωd =

[
0.375sin (πt/100) 0.125sin (πt/100)

0.175cos (πt/100)]
T
deg/s.

What’s more, the control gain is chosen as k2 = 23.62,
and the sliding-mode parameter is selected as k1 = 0.451.
As for the neural networks, the basis functions are selected
as Gaussian functions with 11 nodes. The centers of these 11
nodes are evenly distributed in [−0.5, 0.5], and their widths are
all 1. The neural networks’ adaptive parameters are chosen
as σ = 0.0018, β = 2, c = 2. The reflective parameter in
the neural networks is selected as η = 200. When t = 0,
Ŵ (0) = 0, where Ŵ is a 11 × 1 vector. Correspondingly,
the basis function φ is also a 11 × 1 vector. Similar to
the neural networks, in the “augmented precision” adaptive
law, b̂ (0) = 0, the adaptive parameters are selected as
θ = 143, θ1 = 0.00205, and the reflective parameter is chosen
as ρ = 22. In addition, the dynamic-loop gain parameters are
chosen as χ1 (0) = 0.675, χ2 (0) = 0.67, χ3 (0) = 0.665, ϕ =
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Fig. 3. Attitude tracking errors (Deg)

Fig. 4. Angular Velocity Tracking Errors (Deg/Sec)

Fig. 5. Control Torques (Nm)

162.35. Last and also the most important, the event-triggered
parameters are selected as α = 0.01181, γ = 4.8×10−5, c1 =
77, µ1 = 0.0024.

The time length of the numerical simulation is 500 sec-
onds, and the step size is 0.125 s. Fig. 3 demonstrates the
attitude tracking errors. Fig. 4 illustrates the angular velocity
tracking errors. Fig. 3 and Fig. 4 verify that errors converge
within small bounds and that the proposed control system can
cope with the mission of attitude takeover control with high
precision.

Furthermore, Fig. 5 demonstrates the variation of con-
trol torques. Numerical simulation verifies that the proposed
dynamic-loop gain approach can deal with the problem of
input saturation effectively. Fig. 6 shows the variation of
the dynamic-loop gain parameters, χ1, χ2, χ3 converge to

Fig. 6. Dynamic loop gain parameters χ1, χ2, and χ3

Fig. 7. The estimation of the NN ‖Ŵ ‖

Fig. 8. Adaptive parameter b̂

Fig. 9. ‖ωe‖+ k1
∥∥qv,e∥∥

constants. Fig. 7 and Fig. 8 depict the variation of ˆ‖W ‖
and b̂, respectively. Both the estimation of the NN and the
“augmented precision” adaptive parameter b̂ are ultimately
bounded. The variation of k1

∥∥qv,e∥∥ + ‖ωe‖ is depicted
in Fig. 9. By contrast, Fig. 10 illustrates the variation of
‖s‖. In spite of frequent ‖s‖, the three components of
k1
∥∥qv,e∥∥ + ‖ωe‖ decrease relatively monotonically, which

confirms that k1
∥∥qv,e∥∥+‖ωe‖ is an appropriate denominator

in β1 = 1 + c1 − c1tanh

(
µ1

k1‖qv,e‖+‖ωe‖

)
. In contrast to

k1
∥∥qv,e∥∥+‖ωe‖, ‖s‖ always passes ‖s‖ = 0, resulting in the

frequent unexpected variation of β
′

1 = 1+c1−c1tanh
(
µ1

‖s‖

)
.

Therefore, ‖s‖ is not an ideal variable to play the role of
dominator in the proposed event-triggered mechanism.

Fig. 11 depicts the variation of the event-triggered condition.
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Fig. 10. ‖s‖ = ‖ωe + k1qv,e‖

Fig. 11. Event-triggered condition

The event-triggered condition β1 (α ‖s‖+ γ) decreases rela-
tively monotonously, which is beneficial for reducing the ratio
of minimum inter-execution time to mean inter-execution time.
The inter-execution times and the distribution of triggering
instants are presented in Fig. 12 and Fig. 13, respectively.
The proposed sigmoid event-triggered mechanism has been
triggered 228 times in 500 s. That’s to say, the average inter-
execution time is 2.193 s. Consider that the control frequency
of a traditional attitude control system with equivalent control
accuracy is required to be 8 Hz or even higher. The size of
wireless communication is reduced by 94.3% with the help of
the proposed high minimum IET event-triggered mechanism.

In contrast to the average inter-execution time, the minimum
inter-execution time is 0.875 s, which means the ratio of the
minimum inter-execution time to the average inter-execution
time stands at 39.9%. By contrast, to realize attitude track-
ing, other event-triggered control schemes with the structure
illustrated in Fig. 1 can only stand no more than 5% [24],
[40], [43]. Consider that the direct comparison between the
proposed sigmoid event-triggered method and other kinds of
methods in the minimum inter-execution time may be unfair
as a result of different controllers and many other factors.
It’s much fairer to hold a competition between the proposed
sigmoid event-triggered mechanism and its own static version
with c1 = 0. Fig. 14 demonstrates the result of this fair duel
between the sigmoid event-triggered control and the static
event-triggered control. On the premise of the same ultimate
attitude tracking errors and the same ultimate angular velocity
tracking errors, the minimum inter-execution time resulted
from the sigmoid one is 0.875 s, while this index led by the
static one is 0.125 s. Obviously, the sigmoid one wins with
an overwhelming advantage. Therefore, the proposed method
can improve the minimum inter-execution time significantly.
Meanwhile, the proposed scheme can reduce the possibility of

Fig. 12. Accumulated times of triggering

Fig. 13. Distribution of the inter-execution time with sigmoid ETM

Fig. 14. Distribution of the inter-execution time with static ETM

network congestion, like time delay or package loss, a lot.
Remark 5: There is a c1 = 0 that invalidates the variable

structure term (34) and translates the sigmoid ETM into a
common static ETM in order to generate Fig. 14. Furthermore,
the design parameter µ1 is reset as µ1 = 0.00004, and
the dynamic-loop gain parameters are reset as χ1 (0) =
0.475, χ2 (0) = 0.47, χ3 (0) = 0.465, ϕ = 5.3, µ1 = 0.00004.
Except for the change in c1, µ1 and the dynamic-loop gain
parameters, all the parameters are set the same in both the
sigmoid event-triggered control scheme and its static version,
which verifies the persuasion of the competition.

Besides, Fig. 15 and Fig. 16 demonstrate the attitude
tracking errors and the angular velocity tracking errors
obtained by replacing original

−
u in (27) with

−
u = k2s (tk) +∣∣∣Ŵ T

φ (‖s (tk)‖)
∣∣∣Tanh [ηs (tk) Ŵ

T
φ (‖s (tk)‖)

]
. These

two figures have shown the most ideal ultimate attitude
tracking errors and angular velocity errors by trying the best
to tuning the parameters of control and event-triggering in the
premise of keeping the original states of most of the simulation
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Fig. 15. Attitude tracking errors (Deg) without the additional adaptive
algorithm (25) and (26)

Fig. 16. Angular velocity tracking errors (Deg/Sec) without the additional
adaptive algorithm (25) and (26)

parameters like the inertia matrix or the disturbances, and
also persuing the results with high-performance in improving
the MIET as Figs. 3 to 13 show.

On the premise of keeping the original states of most
of the simulation parameters, like the inertia matrix or the
disturbances, these two figures have shown the most ideal
ultimate attitude tracking errors and angular velocity errors
by selecting almost the perfect control parameters and event-
triggered parameters to meet the target of improving the MIET
as high as possible. As Figs. 15 and 16 illustrate, the ultimate
bounds of errors are much bigger than those shown by Figs.
3 and 4. Even so, the MIET acquired after altering the control
algorithm is just around 0.5 seconds, and any extra efforts to
improve the MIET to 0.875 seconds as shown in Fig. 13 will
only lead to greater ultimate errors in attitude tracking and
angular velocity tracking. Thus, as Remark 2 said, it is much
better to add an additional adaptive approximation term (25).

VI. CONCLUSIONS

This paper researches the problem of attitude tracking for
spacecraft with limited communication, network congestion,
unknown model parameters, actuator saturation, and external
disturbances. To alleviate the communication load, a novel
sigmoid event-triggered mechanism is proposed with its spe-
cial ability to guarantee a high minimum inter-event time to
decrease the possibility of network congestion like package
loss or time delay effectively. A neural network-based adaptive

control algorithm is designed to deal with unknown model pa-
rameters. Besides, the problem of actuator saturation is tackled
by introducing a dynamic loop gain function-based approach.
System stability is proved by Lyapunov stability analysis,
and the high minimum inter-event time is substantiated by
Zeno Behavior analysis with explanatory remarks. Numerical
simulation results also show that a high minimum inter-event
time and a high average inter-event time can be realized on the
premise of high attitude tracking accuracy. The size of wireless
communication is reduced by 94.3%. The minimum inter-
execution time is 0.875 s, which is 7 times the step size of the
numerical simulation. Furthermore, the ratio of the minimum
inter-execution time to the average inter-execution time stands
at 39.9%. By contrast, the previous studies could not increase
the MIET effectively, and the corresponding ratio always stood
at 5% or less, which demonstrates the huge progress brought
by the proposed sigmoid event-triggered method.
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