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Abstract: The primary objective of a depalletizing system is to automate the process of detecting and
locating specific variable-shaped objects on a pallet, allowing a robotic system to accurately unstack
them. Although many solutions exist for the problem in industrial and manufacturing settings,
the application to small-scale scenarios such as retail vending machines and small warehouses has
not received much attention so far. This paper presents a comparative analysis of four different
computer vision algorithms for the depalletizing task, implemented on a Raspberry Pi 4, a very
popular single-board computer with low computer power suitable for the IoT and edge computing.
The algorithms evaluated include the following: pattern matching, scale-invariant feature transform,
Oriented FAST and Rotated BRIEF, and Haar cascade classifier. Each technique is described and
their implementations are outlined. Their evaluation is performed on the task of box detection and
localization in the test images to assess their suitability in a depalletizing system. The performance of
the algorithms is given in terms of accuracy, robustness to variability, computational speed, detection
sensitivity, and resource consumption. The results reveal the strengths and limitations of each
algorithm, providing valuable insights for selecting the most appropriate technique based on the
specific requirements of a depalletizing system.

Keywords: depalletizing systems; single-board computer; Raspberry Pi 4; computer vision; object
detection; pattern matching; scale-invariant feature transform (SIFT); Oriented FAST and Rotated
BRIEF (ORB); Haar cascade classifier; industrial automation; robotic manipulators

1. Introduction

In modern factory settings, depalletizing, which involves the ordered removal of
specific objects from a pallet, is a crucial task for maintaining efficient material handling
and inventory management. Traditional depalletizing methods are labor-intensive, time-
consuming, and prone to errors, leading to potential safety risks and productivity losses.
Consequently, there is a growing demand for automated depalletizing systems that can
streamline this process, reduce human intervention, and enhance overall operational
efficiency. Automated depalletizing systems equipped with robotic arms can operate
continuously without fatigue, significantly increasing the throughput compared to manual
depalletizing. Robots can handle repetitive tasks with consistent speed and precision,
leading to higher productivity and reduced cycle times. For industrial use cases, several
solutions have been available for quite a long time. Many of them rely heavily on computer
vision algorithms for accurate object detection and localization. They leverage image
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processing algorithms to identify and locate the desired objects on the pallet, enabling
a robotic system to pick and move them precisely.

With technical, economical, and societal changes, however, automation is becoming
more and more pervasive. Robotics has entered small productive contexts and even every-
day life, and machine learning-based artificial intelligence is being adopted in almost every
aspect of productivity. In this scenario, the need has arisen for solving the depalletizing
problem in a cost-effective way so as to make the technology available, for instance, to
retailers of goods such as wood pellet bags or to small warehouses, just to mention two
use cases.

Out of a complete depalletizing system, involving mechanical parts, power, and other
components, this paper studies the sub-problem of identifying and locating objects on
a pallet. These are assumed to have mildly irregular shapes and to be featuring possibly
complex textures and patterns. The focus is on small-scale, cost-effective computers suitable
for implementing edge-computing systems, i.e., systems not relying on either the cloud or
a central server. The reference architecture here is a Raspberry PI 4, a single-board computer
built around a custom Broadcom SoC particularly suitable for Internet of Things (IoT) and
edge-computing applications due to its low cost, low power consumption, and ease of
interfacing with cameras and other sensors, even if these advantages are counterbalanced
by its small memory size and low computing power.

It should be noted, however, that working under the hypothesis of computing lim-
itations constitutes a specific design requirement. These limitations rule out the use of
more sophisticated, but computationally demanding, solutions. The focus is therefore on
some classic object detection algorithms that, while lacking the flexibility of recent deep
learning-based models, can be easily implemented in this kind of hardware architecture.

This paper presents a comprehensive comparative analysis of four computer vision
algorithms for implementing a depalletizing system as follows: pattern matching, scale-
invariant feature transform (SIFT), Oriented FAST and Rotated BRIEF (ORB), and Haar
cascade classifier [1–8]. Each of these algorithms offers unique strengths and limitations,
and their performance is evaluated based on several key factors, including accuracy, ro-
bustness to variability, computer speed, detection sensitivity, and resource consumption.
Although in the literature, the four chosen algorithms have already been implemented
on various Raspberry architectures [9–14], in this work, we developed them on a specific
Raspberry PI 4 platform and evaluated their performance on the same test images specific to
the depalletizing application so that we could compare them and choose the most suitable
ones for a specific system, considering their accuracy and recognition latency.

The experimental setup is based on a Raspberry PI 4, a camera, and a simulated
physical environment. In the following sections, the implementation of each technique is
described in detail, and the results are thoroughly analyzed and discussed.

The paper organization is as follows: in Section 2, we provide a foundation for under-
standing the current state of the art. Section 3 details the experimental setup and the specific
computer vision algorithms employed, including SIFT, ORB, and others, along with the
criteria for their selection. Section 4 presents the findings from the experiments, comparing
the performance of different algorithms based on indices such as accuracy, processing time,
and resource consumption. This is followed by a discussion that interprets the results,
highlighting the strengths and limitations of each algorithm and their implications for
practical deployment in industrial settings. The paper ends with Section 5 summarizing
the key insights and suggesting directions for future research.

2. Background and Motivation
2.1. Depalletizing Systems in Industrial Environments

A pallet is a structural element used to provide stability to a set of items when they
are moved as a unit by mechanical means, such as a forklift. Typical pallets are wooden
frames, but other materials are also used. There exist dimensional standards to facilitate
handling at different locations (source, transportation, destination).
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Depalletizing systems play a crucial role in modern industrial environments, where
efficient material handling and inventory management are vital for streamlining operations
and minimizing downtime [15–17]. These systems are designed to automate the process of
either moving entire pallets or removing specific objects from a pallet, reducing the need
for manual labour and mitigating potential safety risks associated with repetitive tasks.

Manual depalletizing can be labour-intensive, time-consuming, and prone to errors.
Additionally, it may expose workers to potential hazards, such as repetitive strain injuries
and accidents caused by the improper handling or lifting of heavy objects. Automated
methods can employ single-purpose depalletizer machines, working on regular arrange-
ments (see e.g., [18] for a description), or robotic arms. The latter, in turn, can be either
programmed (e.g., [19]) or semi-autonomous, based on machine vision (e.g., [20]).

Focusing on machine vision-guided robotic arms, they have been one of the first
pioneering experiments in AI-based robotics [21,22] and are currently widely available for
traditional applications, as well as being the object of much current research [23–28].

However, when targeting resource- and cost-constrained computing as required in
such environments as retail delivery automation or small-scale production, the options
become more limited.

2.2. Computer Vision Techniques for Object Detection and Localization

Although the palletizing process aims at providing a regular arrangement of items, not
all use cases for unpalletizing systems can rely on strict geometric assumptions. Figure 1
shows some examples of more complex cases.

(a) (b)

(c) (d)

Figure 1. Some use cases: (a) pellet fuel bags, (b) stones, (c) leather (image credit: Ted McGrath on
Flickr, CC BY-NC-SA 2.0), (d) coffee bags.
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Computer vision techniques have revolutionized the field of object detection and
localization, with numerous algorithms and approaches being developed and applied
across various domains [29,30]. These techniques leverage sophisticated image processing
algorithms and machine learning models to identify and locate specific objects within
complex visual scenes [31].

2.3. Previous Work on Comparing Methods

Numerous studies have been conducted in the field of computer vision for object
detection and localization, exploring various techniques and their applications in different
domains. However, research specifically focused on the comparative analyses of these
algorithms for depalletizing system implementation under resource constraints is relatively
limited. The applications related to vision-based depalletizing reveal an abundance of sci-
entific literature; however, the number of methods covered by each study may be restricted
and is sometimes out of date. For instance, pioneering work was conducted in object
detection with SIFT-based clustering [2] to pick and place objects; while this is presented as
a single technique, it is highly flexible for different objects. In another work, Ahaitouf and
Mansouri [3] propose two feature selection algorithms Haar-like feature selection and Local
Binary Patterns (LPB) for the detection of a single object and multiple objects in the same
scene and for both standard platforms and embedded systems. Bansal and Kumar [32]
presented the performance of various object recognition approaches in a comparative
analysis of SIFT, SURF, and ORB feature descriptors and multiple combinations of these
feature descriptors. This experimental work was conducted using a public dataset, namely
Caltech-101.

In other research [5], the development and comparison of two distinct approaches,
a machine learning strategy based on Support Vector Machines (SVMs) [33] and a deep
learning approach employing the YOLO (You Only Look Once) [34] network, for small
target detection is analysed. Due to the restrictions in the region of interest (ROI) selec-
tion, the SVM-based method performs better in terms of computing resources and time
consumption but suffers from accuracy and robustness problems in some cases, such as
occlusion, illumination fluctuations, and tilting. Conversely, the YOLO network-based deep
learning approach has better accuracy but has trouble in reaching real-time performance,
particularly on onboard computers that have weight and power limitations.

Recent changes in the YOLO network architecture made it possible to run the system
on low computing power edge devices, although the issue of detection latency may not
be suitable for real-time operation. Furthermore, the training of deep learning algorithms
requires a large amount of data, and the process of creating a dataset and manually labelling
it takes a long time. As a result, object detection techniques should be properly chosen
based on the application and design requirements, and adjustments must be made as
needed. For these reasons, deep learning approaches are not considered in this work.

3. Methodology
3.1. Problem Specifications

The motivating application was the design of an automatic vending machine for
bulk goods packaged into plastic bags to be used by a retailer. As noted in the intro-
duction, large-scale industrial applications, warehouse management, and manufacturing
scenarios are not of interest since there are already available solutions. The targeted use
case also imposes the requirement for inexpensive computing architecture, with cost and
computing-power limitations.

The problem addressed is depalletizing, which consists of removing goods from
a pallet using a robotic arm. Of all the phases of the task, we focus on object identification
to provide the location of the next best object to be removed. There is no assumption about
the mechanical part (robotic arm and gripper). The robotic arm will be positioned according
to the output of the algorithm, while the gripper will be tailored to the specific use case.
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We assume the palletized items are roughly convex, but not of regular shape, although
we expect them to be similar to each other (we refer to the previous Figure 1 for examples).
Likewise, we assume that the items are organized into mostly horizontal layers, although
not necessarily regular. This allows us to employ methods that do not rely on 3D vision,
but simply require assessing the z-order of items. A rangefinder can then provide the actual
z coordinate.

We also assume that the pallet is axis-aligned, which is a realistic assumption since it
is a trivial task to axis-align a mostly rectangular target with image processing techniques.
As for the items, when their geometric aspect ratio is not 1, we assume that they are mostly
oriented along two directions. This is typically true for pallets containing items that do not
have the same aspect ratio as the pallet itself and are organized so as to optimize their fit
on the pallet’s surface.

Since we do not target manufacturing scenarios, which may have to deal with complex
shapes and possibly random orientations, we consider the exact orientation of the items to
be irrelevant. This will make it sufficient to locate items by their bounding box.

3.2. The Object Detection Methods

Pattern Matching is a classic algorithm in image processing that involves comparing
a predefined template against different regions of the target image. This technique is partic-
ularly effective when the appearance of the object is well defined and can be represented
by a template. However, its performance may be influenced by factors such as variations in
scale, rotation, illumination, and background.

The scale-invariant feature transform (SIFT) is a robust algorithm that operates by
identifying distinctive local features, or key points, within an image that is invariant
to changes in scale, rotation, and illumination [4]. The SIFT generates descriptors that
encapsulate the local image information around each key point, enabling efficient matching
between key points in different images.

The Oriented FAST and Rotated BRIEF (ORB) algorithm is an efficient method for
feature detection in image processing [6]. ORB starts by identifying key points using
the FAST algorithm, assigns an orientation to each key point for rotation invariance, and
extracts binary descriptors using BRIEF to represent local intensity patterns. This algorithm
enables efficient matching between key points in different images.

Finally, the Haar cascade classifier is a machine learning-based object detection method
widely used in image processing [35]. This classifier is trained on positive and negative
samples of a target object, creating a model that can efficiently identify instances of that
object in new images. The Haar cascade model excels in detecting objects with specific
structural patterns, making them particularly suitable for tasks like face detection. Each
of these computer vision algorithms offers unique strengths and limitations, and their
suitability for depalletizing system implementation depends on the already mentioned
indices, specifically tuned to take into account the time constant of edge computing tasks.

3.3. Experimental Setup

The experimental setup for this research involved the utilization of a low computing
power edge solution, i.e., one that does not rely on remote resources (a centralized server,
cloud computing) to provide computing power. The device was equipped with a camera
and operated in a controlled environment. The Raspberry PI 4 acted as the primary com-
puting platform, responsible for running the computer vision algorithms and processing
the captured images. The camera was mounted in a fixed position, vertically placed above
the pallet and roughly centered, ensuring consistent image capture and analysis.

The Raspberry PI 4 serves also as the central controller of our setup, orchestrating the
various components. Images are captured at a resolution of 1280 × 720, RGB 24 bpp, using
the PI camera model HBV-1708 with autofocus and a 2592 × 1944 maximum resolution (see
Figure 2). The software was developed in Python 3.8 using OpenCV and other libraries
under the Raspberry Pi operating system.
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Figure 2. Raspberry PI 4 and camera.

Pallet items are detected on the Raspberry Pi 4, and non-maximum suppression [36] is
applied to remove multiple overlapping observations. Then, the position of their center is
estimated and in the final system can be transmitted to the robot to remove the identified
item from the stack and place it onto the target position (which can be a conveyor belt or
another pallet, depending on the task). Ideally, at each new iteration, the algorithm must
guarantee that the topmost layer is emptied before moving to the next one. This can be
achieved using a depth sensor (for instance, a rgb+d camera or a laser rangefinder). Since
the setup did not involve a depth sensor, and since this function is implemented almost
trivially by always targeting the object with the maximum z-order, the present work does
not cover this aspect.

The experiments cover several feature extraction methods. The foreseen setup of the
final equipment is illustrated in Figure 3.

PC 
(Raspberry 

Pi)

RobotCamera

Pallet 1 (Pick) Pallet 2 (Place)

Detecting

Object

Figure 3. Reference setup.
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In the rest of this paper, we will evaluate the performance of the four selected algo-
rithms (pattern matching, Haar cascade, SIFT and ORB), comparing them based on their
accuracy, speed, robustness to image variability, computer efficiency, detection sensitivity,
and resource consumption. The methodology is outlined in Figure 4.

• Collecting the image data.
• Preprocessing and generating feature vectors using four feature descriptors, pattern

matching, Haar cascade, SIFT, and ORB, individually.
• Comparing outcome algorithms.
• Selecting the most suitable algorithm for a specific depalletizing system.

Figure 4. Experimental methodology.

3.4. Pattern Matching

Pattern matching is a common image-processing operation which detects and locates
predetermined templates inside an image. With a special emphasis on the integration of
template matching with non-maximum suppression, a widely used technique in this field,
this Section provides some technical detail.

Pattern matching involves comparing a predefined template against different regions
of the target image. In this research, the implementation of pattern matching followed
these key steps:

1. Template Generation:Templates images are selected and augmented by applying
rotations at various angles.

2. Image Processing: The system captured a grayscale image to simplify subsequent
computations and facilitate robust feature extraction.

3. Template Matching: Image patches are compared to templates by using an appropri-
ate similarity metric, discussed in the following.

4. Non-maximum suppression: Of a set of overlapping candidate regions, only the top
scoring is retained.

5. Result Visualization

Image-template similarity is computed by normalized cross-correlation (NCC). This is
the Pearson correlation coefficient [37], used in its 2D form and computed as follows:

R(x, y) =
∑i,j(T(i, j)− T̄)(I(x + i, y + j)− Īx,y)√

∑i,j(T(i, j)− T̄)2 ∑i,j(I(x + i, y + j)− Īx,y)2

where T is the template, I is the image, (x, y) is the origin of the image patch being
compared, T̄ and Īx,y denote mean pixel value in the template and in the image patch,
respectively.
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The matchTemplate function from OpenCV [30] was employed, and a threshold was
applied to filter out false positives.

Non-maximum suppression (NMS) removes redundant bounding boxes, ensuring
only the most relevant boxes are retained. Given a similarity score matrix R obtained after
template matching, NMS retains the score at any pixel location that is a local maximum in
its 3 × 3 neighborhood; otherwise, it suppresses it by setting it to 0.

As a final step, the end result is then displayed, indicating the detected objects’ centers
and their corresponding identification numbers (Figure 5).

Figure 5. Pattern matching object detection technique tested on the matchboxes image.

3.5. Scale-Invariant Feature Transform (SIFT)

The scale-invariant feature transform (SIFT) is a robust algorithm for keypoint detec-
tion and feature matching in image processing [4]. This algorithm extracts the features of an
object considering different scales, rotations, illumination, and geometric transformations.
SIFT has been proven to be the most widely used algorithm in object recognition. It works
in four phases as follows:

• Scale-space Extrema Detection;
• Keypoint Localization;
• Orientation Assignment;
• Keypoint Descriptor.

SIFT builds a multi-resolution pyramid over the input image and has proven to be
very robust to noise and invariant to scaling, rotation, translation, and (to some extent)
illumination changes.

In the code developed for this application, there are a few preprocessing steps applied
to the images before performing object detection. The implementation of SIFT in this
research followed these steps:

1. SIFT Feature Extraction: SIFT key points are detected and descriptors are extracted
from key points in both the template and target images as histograms of local intensity
gradients at multiple scales using differences of Gaussians.

2. Looping Over Image Regions: The code iterates over different regions.
3. Matching and selection: Matches between descriptors are selected, with a minimum

match count.
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4. Filtering Matches: A ratio test is applied to filter out good matches from the initial set
of matches comparing the distances between the nearest descriptor and the second
one in each descriptor.

5. Homography Estimation: a perspective transformation matrix M is estimated based
the best-matched key points to align the template with the current region of interest.

6. Perspective Transformation: Transformation M is applied.
7. Bounding Box Computation
8. Drawing and Visualization: The bounding box and center of each detected object are

visualized on the target image.

The result of detection is shown in Figure 6.

Figure 6. SIFT object detection technique tested on the matchboxes image.

3.6. Oriented FAST and Rotated BRIEF (ORB)

The Oriented FAST and Rotated BRIEF (ORB) algorithm is an efficient method for
feature detection and matching in image processing, presented by Rublee and colleagues [6].
Compared to the SIFT and SURF, ORB is substantially faster in the usual situation.

ORB is a robust and efficient method for feature detection in image processing. It
starts by identifying key points using the FAST algorithm, which efficiently locates areas
with significant intensity changes. Unlike traditional FAST, ORB assigns an orientation to
each key point, ensuring rotation invariance. The algorithm then extracts binary descrip-
tors using BRIEF, representing the local intensity patterns around each key point. These
descriptors enable efficient matching between key points in different images.

As in the SIFT, the matching process involves comparing the binary descriptors
of key points in the target image with those in a reference template, then filtering out
unreliable matches, and finally applying non-maximum suppression. The final result is a
representation of detected objects with bounding boxes.

The ORB implementation in this research

1. implements the ORB detector for feature extraction in both the template and target image;
2. applies a sliding window approach with a defined step size for efficient detection;
3. employs a Brute-Force Matcher with Hamming distance for descriptor matching;
4. filters matches based on a predefined threshold;
5. performs non-maximum suppression to merge nearby bounding boxes;
6. marks the center of each bounding box and assigns a unique identifier.

The result of detection is shown in Figure 7.
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Figure 7. ORB object detection technique tested on the matchboxes image.

3.7. Haar Cascade Classifier

Haar cascade is a machine learning-based object detection method widely used in
image processing. It is a classifier trained on positive and negative samples of a target
object. Classification is based on features provided by rectangular filters.

Once trained, a Haar cascade classifier is applied to an image through a sliding window
approach. Features are efficiently compared at different scales and positions. If a region of
the image matches the learned pattern for the object, the classifier identifies it as a positive
detection. The method is computationally efficient, but may have limitations in handling
complex backgrounds or objects with varying orientations, as the training data need to
encompass diverse instances of the target object for optimal performance.

The Python code used trains a Haar cascade classifier with OpenCV, creates a positive
picture and various negative examples, and generates positive examples [35]. The primary
steps are listed as follows:

1. Prepare Negative Images: A folder for negative images was created by copying
images from a source directory. A background file (bg.txt) listed the negative images.

2. Resize and Edit Images: Positive and negative images were resized to consistent
dimensions (the size 93 × 142 pixels was used for positive images).

3. Create Positive Samples: The opencv_createsamples tool generated positive samples
and related information for each positive image in a separate directory for each
image’s data. The default configuration includes parameters like angles, number of
samples, width, and height.

4. Merge Vector Files: Positive sample vector files were merged into a single file for
training input.

5. Train Cascade Classifier: The opencv_traincascade tool trained the classifier.
6. Completion: After training, object detection is performed.

The resulting output is shown in Figure 8.
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Figure 8. Haar classifier object detection technique tested on the matchboxes image.

4. Results and Discussion

In this section, we will present the performance evaluation of each computer vision
technique based on several key factors as follows: accuracy, robustness to variability,
computer speed, detection sensitivity, and resource consumption. We refer to Table 1 for
quantitative results; this Section discusses them in the light of the problem requirements.

4.1. Accuracy

• Pattern Matching: This achieved high accuracy in object detection, with straightfor-
ward configuration by adjusting a single threshold and angle.

• SIFT: This demonstrated efficiency in finding key points, especially effective in rotation
scenarios, contributing to its versatility across various applications.

• ORB: This maintained reliable detection accuracy for the front side of objects under
certain conditions but showed limitations in recognizing the back part of matchboxes.

• Haar cascade: Despite a time-intensive training process, this exhibited only acceptable
accuracy.

4.2. Robustness to Variability

• Pattern Matching: This demonstrated robustness to variability, showcasing resilience
to changes in object appearance, lighting, and orientation.

• SIFT: This proved robust against scale, rotation, and illumination changes, contributing
to its adaptability in diverse conditions.

• ORB: This displayed limitations in recognizing specific object orientations, impacting
its robustness to variability. However, it remained reliable under certain conditions.

• Haar Cascade: This showed resilience to variations in object appearance and lighting
conditions, contributing to its effectiveness in real-world scenarios.

4.3. Computing Speed

• Pattern Matching: This achieved fast detection speed, taking only a few seconds for
implementation.

• SIFT: This boasted a fast implementation with efficient key point detection, contribut-
ing to its real-time applicability.

• ORB: This exhibited slower execution speed, contrary to expectations for a binary
method, suggesting potential performance optimizations.
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• Haar Cascade: This demonstrated quick detection post-training, with the inevitable
and initial time investment required during the training phase.

4.4. Detection Sensitivity

• Pattern Matching: This exhibited sensitivity to changes in the detection threshold,
offering flexibility in configuration.

• SIFT: This showed sensitivity to parameter adjustments, with a relatively quick tuning
process.

• ORB: This displayed sensitivity to object orientation, requiring careful parameter
tuning for optimal performance.

• Haar Cascade: This required attention to parameters such as setting variation and
rotation angle, contributing to the time-consuming tuning process.

4.5. Resource Consumption

• Pattern Matching, SIFT, and ORB: These demonstrated efficient resource consumption,
making them suitable for practical applications.

• Haar Cascade: This required significant computer resources during the training phase,
with efficient resource consumption during detection.

The comparative analysis of the four algorithms—pattern matching, Haar cascade clas-
sifier, SIFT, and ORB—reveals distinct strengths and limitations across various performance
indices and computational aspects. The results are summarized in Table 1.

Table 1. Performance indices of the implemented algorithms

Training Time (h) Latency (s) Total Matches Precision Recall F1 Score

Pattern Matching – 0.13 7 1.00 1.00 1.00

Haar Classifier 3.55 0.09 7 1.00 1.00 1.00

SIFT – 0.39 6 1.00 0.86 0.92

ORB – 12.06 4 1.00 0.57 0.73

Training Time

• Pattern Matching, SIFT, and ORB: These algorithms do not require training, making
them advantageous in scenarios where rapid deployment is needed.

• Haar Classifier: This requires a substantial training time of 3.55 h, indicating an initial
setup cost. However, this investment pays off with excellent detection performance.

Detection Latency

• Haar Classifier: The fastest detection time (0.09 s) highlights its efficiency post-training.
• Pattern Matching: The quick detection time (0.13 s) without the need for training

makes it a strong candidate for real-time applications.
• SIFT: The moderate detection time (0.39 s) reflects its computer complexity due to the

detailed feature extraction process.
• ORB: Surprisingly, ORB takes the longest detection time (12.06 s), which is unexpected

for a binary feature descriptor. This may be attributed to implementation details or
the specific test conditions.

Total Matches

• Pattern Matching and Haar Classifier: Both achieve the highest number of matches
(7), indicating high effectiveness in object detection.

• SIFT: Slightly lower total matches (6), reflecting its robustness but also its selective nature.
• ORB: The lowest total matches (4), highlighting potential limitations in detecting all

relevant objects, especially in more complex scenarios.

Precision, Recall, and F1 Score



Algorithms 2024, 17, 363 13 of 15

• Precision: All four algorithms exhibit perfect precision (1.00), indicating that when
they do make detections, they are consistently accurate.

• Recall: pattern matching and the Haar classifier achieve perfect recall (1.00), showing
their ability to detect all relevant objects. SIFT has a slightly lower recall (0.86), while
ORB has the lowest (0.57), indicating it misses more objects.

• F1 Score: The F1 Score combines precision and recall into a single index. Pattern
matching and the Haar classifier both achieve the highest possible F1 score (1.00). SIFT
has a respectable F1 score (0.92), while ORB lags behind at 0.73.

4.6. Additional Remarks

As it can be observed from Figure 7, ORB, while reliable for the front side of objects,
shows limitations in recognizing the back part of boxes. However, it maintains acceptable
detection accuracy under certain conditions. It displays limitations in recognizing specific
object orientations, impacting its robustness to variability. However, it remains reliable
under certain conditions as well. ORB exhibits the slowest execution speed in implemen-
tation, contrary to expectations for a binary method, suggesting potential performance
optimizations, requiring careful parameter tuning for optimal performance. This technique
is able to work with restricted resources.

The Haar cascade exhibits moderately effective detection performance, resulting
in acceptable accuracy. However, it shows resilience to variations in expressions and
lighting conditions, contributing to its effectiveness in real-world scenarios. Concerning its
computer speed, it demonstrates quick detection post-training, with inevitable and initial
time investments required during the training phase. It requires attention to parameters
such as setting variation, rotation angle, and different thresholds contributing to the time-
consuming tuning process. In this approach, significant computer resources are required
during the training phase, with efficient resource consumption during detection in a large
number of negative images and a few positive images.

5. Conclusions

This article presented the implementation of four computer vision algorithms, namely
pattern matching, scale-invariant feature transform (SIFT), Oriented FAST and Rotated
BRIEF (ORB), and Haar cascade classifier [1–8], on a single hardware platform with low
computing power, consisting of a Raspberry Pi 4, and evaluates their performance on
the task of box recognition and localization to assess their suitability in a depalletizing
system. Each technique has been described in detail and the respective implementations
have been outlined. The experimental results were analyzed, evaluating the performance
of the algorithms in terms of accuracy, robustness to variability, computer speed, sensitivity
of detection, and resource consumption.

The results showed that pattern matching achieved high accuracy in object detection
with a simple configuration process. SIFT demonstrated robustness to variations in scale,
rotation, and illumination, contributing to its versatility in various applications. ORB
showed limitations in detecting certain object orientations, but remained reliable under
certain conditions. Despite a long training process, the Haar cascade classifier showed
effective detection performance and acceptable accuracy.

The choice of the most appropriate technique depends on the specific requirements of
the particular depalletizing system, considering factors such as accuracy, robustness, com-
puter speed, and resource constraints. Each method has shown strengths and limitations,
and the optimal choice may vary based on the unique characteristics of the application.

Future research in this area could significantly benefit from exploring the integration
of multiple computer vision techniques. By leveraging their respective strengths and
mitigating their limitations, we can create more robust and efficient systems. “Accuracy”
and “diversity” are two relevant keywords in this context [38]. For example, an integration
of the pattern matching, SIFT, and Haar classifier models studied in this paper could be
promising, each having low latency, good detection capability, and being very different
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from each other. It is also worth noting that the detection latency of the combined model
would be no more than 1 s, which is entirely compatible with the time constants of the
application at hand.

Additionally, as already discussed in Section 2.3, investigating advanced deep learning-
based object detection methods and their applicability to depalletizing systems could further
enhance the system’s performance and robustness even when not running on a Raspberry.

Overall, this research contributes to the advancement of automated object detection
and localization in industrial environments, paving the way for more efficient and reliable
depalletizing processes, ultimately enhancing productivity and operational excellence in
factory settings.
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