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A B S T R A C T

Multiple uncertainties still exist about the state of the debris in Fukushima Daiichi Nuclear Power Station (1F).
In the past, the attention of the nuclear safety community was focused on the heat transfer characteristics in
the case of an homogeneous pool, but little attention was given to address the melting and heat transfer in
the presence of a debris bed constituted of materials with different melting points. This condition represents
a challenge for CFD analyses, because it includes multi-physics conditions, such as a low melting point fluid
convecting into a debris bed surrounded by a crust on the vessel wall which has received little attention
compared to classical CFD analyses. Even though a comprehensive analysis of a related experiment (i.e. LIVE-
J2) has been performed recently by Madokoro et al. (2023) little attention on the results has been paid to the
effect of debris bed porosity and the existence of a gap between the vessel wall and the crust. In the paper we
have modified the porosity resistance based on the Ergun equation and proposed a simple model for the gap
conductance in the lower part of the crust. The results show an improvement in the prediction of the thermal
stratification and the vessel temperature in the lower locations. In addition, highlight that such phenomena
constitute key parameters to keep into consideration in the simulation of prototypical cases both for CFD and
lumped parameter codes (e.g. MELCOR, MAAP).
1. Introduction

The knowledge of distribution of fuel debris represents one of the
most important information to achieve a successful decommissioning
at the Fukushima Daiichi NPP. To do so, it is fundamental to be able to
capture the thermal load of the lower head, which is influenced by the
debris state inside the vessel at the time of failure. The thermal load in
the case of the presence of a homogeneous pool was the subject of ex-
tensive research in the past, as experiment like BALI (Bonnet, 1999) or
COPRA (Zhang et al., 2016) which focused on natural convection heat
transfer in pools with internal heating. The results from these exper-
iments were used to validate CFD codes, and different methodologies
with different level of complexity were used, such as RANS (Sharma
et al., 2022; Shams et al., 2020; Le Guennic et al., 2017; Sharma
et al., 2022) and LES (Zhang et al., 2018). In the case of Fukushima
Daiichi NPP, muon measurement (Yamashita et al., 2020) seem to
indicate that a large part of the fuel debris still remains inside the
lower head, indicating that the vessel failure may have occurred when
the temperature of the corium pool was low enough so that the high
melting oxides were still in a solid state (Sato et al., 2023). If the failure
has occurred at such low temperatures, it is important to consider

∗ Corresponding author.
E-mail address: antonellonappi@g.ecc.u-tokyo.ac.jp (A. Nappi).

the oxidic and metallic phases separately, as a liquid metallic phase
moving inside an oxidic porous bed. The issue of the thermal-hydraulics
behaviour within particulate debris is also considered to be a topic of
interest from the general nuclear safety community, with the SARNET
network (W. Klein-Heßling et al., 2014) assigning it a high priority. In
this scenario, the Late In-Vessel Phase Experiments (LIVE) (Madokoro
et al., 2022, 2023) were conducted with the objective of reproducing
such conditions. In the LIVE-J experiments, this was done by using
two different simulant materials: an eutectic mixture of nitrate salts
and ceramic beads (RIMAX) representing the low melting metallic
phase and the oxidic phase respectively. Two subsequent experiments
were conducted, under a cooperative agreement between the Karlsruhe
Institute of Technology (KIT) and the Japan Atomic Energy Agency:

• LIVE-J1, focusing on the melting process of the solid nitrate salts
• LIVE-J2, exploring the formation and evolution of the molten pool

in both steady state and transient conditions.

In this paper, the first two phases of the second experiment was
the main focus of attention. Madokoro et al. (2023), performed CFD
simulations for these same phases, using the software ANSYS FLUENT,
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Table 1
Experimental phases characteristics.
Phase Start/Stop [s] Pool height [m] Heating power [kW] Cooling

1 0.0/20087 0.28 7 Yes
2 20087/28057 0.28 10 Yes

obtaining a good agreement with experimental data, although with sev-
eral limitations: the results show a stronger thermal stratification then
what could be seen in the experimental data, and a temperature peak is
predicted for the lower elevations again not present in the experiment.
Furthermore, Madokoro et al. perform a steady state simulation for
these two phases, while later it will be demonstrated that this is not
correct. In this paper, the authors aim to perform a fully unsteady
simulation for both phases, while focusing on two aspects:

• effect of porous resistance on the convective motion inside the
porous media,

• effect of gap conductance in the lower part of the pool,

spects which were not analysed by the previous investigators. The
esults show an improvement with respect to the base case, highlighting
he importance of both parameters when simulating convection inside
orous media.

. Experimental setup

Here a brief description only of the first two phases of the experi-
ent is given, for a more detailed account, the interested reader may

efer to Madokoro et al. (2023).
A summary of the conditions of phase 1 and 2 are given below:

• Phase 1: the initial solid mass of nitrate and RIMAX is heated with
a constant power of 7 kW, while external cooling is supplied,

• Phase 2: the heating power is increased up to 10 kW.

he durations of each phase, as well as the other characteristics are
ummerized in Table 1.

. Numerical methodology

Numerical simulation of the case was conducted using the commer-
ial software STAR-CCM+ version 18.02.010. A similar setup to the one
roposed by Madokoro et al. (2023) is used also in this case, meaning
hat only the vessel and pool are simulated, considering the rest of the
tructures as boundary conditions to the problem. Making use of the
xisymmetric nature of the problem, all the simulations were performed
sing a 2D axisymmetric approximation, to reduce the computational
oad. This results in a mesh having one cell in the normal direction,
ith the difference in size between the cells near the axis and the one

urther being accounted in the solver. The mesh was generated using
he automatic polyhedral mesh generator of STAR-CCM+. The mesh
enerated is shown in Fig. 1, and its main properties are discussed in
able 2. The characteristics of each mesh are reported in Table 2. The
oundary condition for the temperature for the case are specified in
able 3 for each boundary and phase of the experiment. Convective
eat transfer is considered for the external wall of the facility, the
nner vessel-gas interface and the melt surface, where also radiative
eat transfer is considered. The top part of the vessel is considered to
e adiabatic. Since the simulations performed are unsteady, the convec-
ive BC use time varying reference temperatures, which are extracted
rom experimental values measured with thermocouples positioned in
ifferent parts of the experimental facility. For all gas-vessel interfaces
n HTC of 10 W/m2/K is used, while for water-vessel interface the
alue of 500 W/m2/K is used. While the heat transfer coefficient along
he external surface cannot be strictly considered as constant, its use
s justified by the good agreement with experimental data obtained
 a

2 
by Madokoro et al. (2023). Furthermore, the absence of geometrical
information on the cooling system would introduce further uncertain-
ties if the authors were to try to include it in the simulation. For the
external wall of the vessel additionally, the temperature is considered to
vary linearly from the bottom to the top of the vessel, with the bottom
temperature corresponding to the inlet cooling water temperature, and
the top corresponding to the outlet value, reflecting the experimental
cooling loop configuration. For the interested reader, all the values
of the reference temperatures, as well as the heat fluxes used for the
simulation are reported in Appendix. The velocity boundary conditions
were set to no slip for all the surfaces except the melt surface, where a
slip boundary condition is set. The heat flux due to the heaters is fixed
for each row of heaters depending on the experimental power draw.
The thermal properties for the different materials are summarized in
Table 4. Where indicated, in the Table 4, temperature dependent values
are used. For the RIMAX and Nitrate properties, refer to Madokoro et al.
(2022) and Bauer et al. (2011) respectively. For RIMAX, the conductiv-
ity used is not its physical value, as will be explained later. Since the
range of temperatures considered is large, it is important to consider
the change in thermophysical properties of the materials: in particular,
for the nitrate, a polynomial expression is used for the density, and
a variable heat capacity is considered, while for the RIMAX only a
variation in the heat capacity is considered. The latent heat of fusion
is considered as having a constant value of 100700 J/Kg. In STAR-
CCM+, two different models are available to deal with the presence
of porous media, which are denominated as superficial velocity and
physical velocity formulations. In both approaches, the effect of the
porous media on the flow is modelled by introducing sink terms into
the momentum equation, which approximate the pressure losses due
to the presence of the media itself. The two approaches differ as the
physical velocity formulation takes into account the acceleration of the
flow due to the restriction in the available area for the flow. In this
case, the first approach was used, as the effect of this acceleration was
considered to be negligible. For porous media, some relevant quantities
must be defined before the discussion of the equations themselves: the
porosity 𝜒 and tortuosity 𝜏. The porosity of the media is defined as the
ratio of the volume occupied by the fluid 𝑉𝑓 and the overall cell volume
𝑉 :

𝜒 =
𝑉𝑓
𝑉

, (1)

while the tortuosity is defined as the ratio of the actual path length
through the porous media to the straight-line distance between the
same two points. The definition of the latter is not relevant for this
case, as it only affects the species transport. The continuity equation
for a porous medium takes a different form.

𝛿
𝛿𝑡 ∫𝑉

𝜌𝜒 𝑑𝑉 + ∮𝐴
𝜌𝑣𝑠 ⋅ 𝑑𝐴 = ∫𝑉

𝑆𝑢 𝑑𝑉 (2)

Where 𝜌 is the density, and 𝑆𝑢 represents explicit source terms. The
velocity 𝑣𝑠 appearing in Eq. (2) is the superficial velocity, defined as:

𝑣𝑠 = 𝜒 ⋅ 𝑣 (3)

where 𝑣 is the physical velocity of the fluid. Using the superficial
velocity takes into account the reduced cross-sectional area available
for the fluid to pass through in the porous media. The term on the right
hand side of the equal represents a user defined mass sink or source.
The momentum equation again uses the surface velocity 𝑣𝑠 instead of
v, and takes the form:
𝛿
𝛿𝑡 ∫𝑉

𝜌𝑣𝑠 𝑑𝑉 + ∮𝐴
𝜌𝑣𝑠 × 𝑣𝑠𝑑𝐴 = ∮𝐴

𝑝𝐼 ⋅ 𝑑𝐴 + ∮𝐴
𝑇 ⋅ 𝑑𝑎 + ∫𝑉

𝑓𝑏𝑑𝑉

+ ∫𝑉
𝑓𝑝𝑑𝑉 + ∫𝑉

𝑆𝑢 𝑑𝑉 (4)

here 𝑝 is the pressure, 𝑇 is the stress tensor and 𝑓𝑏 are the body forces.
n Eq. (4), the term 𝑓𝑝 represents the flow resistance, and it is calculated

s the product of the porous resistance tensor P and the superficial
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Fig. 1. Mesh used for the simulations performed.

Table 2
Grid properties.
Cell number Max/Min cell dimension [m] BL total thickness [m]

6.6k 0.05/1.25e−3 0.0125

Table 3
Boundary conditions for each phase. For all phases time dependent values are used

for the reference temperatures.
Phase Melt surface Heaters Lower head Gas-Vessel

1 𝑇𝑟𝑎𝑑 (t), 𝑇𝑐𝑜𝑛𝑣,𝑔𝑎𝑠(t) �̇�𝑝ℎ1 𝑇𝑐𝑜𝑛𝑣,𝐻2𝑂(x,t) 𝑇𝑐𝑜𝑛𝑣,𝑔𝑎𝑠(t)

2 𝑇𝑟𝑎𝑑 (t), 𝑇𝑐𝑜𝑛𝑣,𝑔𝑎𝑠(t) �̇�𝑝ℎ2 𝑇𝑐𝑜𝑛𝑣,𝐻2𝑂(x,t) 𝑇𝑐𝑜𝑛𝑣,𝑔𝑎𝑠(t)

velocity 𝑣𝑠. The porous resistance tensor itself is further calculated as
the sum of two components, a viscous term (𝑃𝑣) which is linear and a
quadratic inertial term (𝑃𝑖):

𝑃 = 𝑃𝑣 + 𝑃𝑖|𝑣𝑠| (5)

The evaluation of the two components of the this tensor was done using
the Ergun equation (Ergun, 1952), which is widely applied for flow
through porous media (Pang et al., 2021; Rankin et al., 1985). This
leads to the evaluation of the two terms as:

𝑃𝑣 = 𝐴
(1 − 𝜒)2

𝜒3𝑑2𝑝
𝜇, (6)

for the viscous term, and

𝑃𝑖 = 𝐵
(1 − 𝜒)
𝜒3𝑑𝑝

𝜒𝜌, (7)

for the inertial one. In Eq. (6), A is a constant (equal to 150), and 𝜒 , 𝑑𝑝
and 𝜇 represent the porosity, particle diameter and dynamic viscosity of
the fluid, respectively. The same quantities are used in Eq. (7), where B
is again an experimental constant (equal to 1.75). Since the diameter of
the ceramic beads ranged between 2.5 and 2.8 mm, the average value
of 2.65 mm was used for this case.

The relative importance of the two terms can be evaluated by
calculating the porous Reynolds number, defined as:

𝑅𝑒𝑝 =
𝜌|�⃗� |𝑑𝑝

𝜇
(8)

where 𝑑𝑝 is the diameter of the particles making up the debris bed, in
this case 0.00265 m. If 𝑅𝑒 is below 25 (Wood et al., 2020), in the Darcy
𝑝

3 
Table 4
Material properties.
Material Density [kg/m3] 𝐶𝑝 [J/kg/K] k [W/m/K] 𝑇𝑚𝑒𝑙𝑡 [C]

RIMAX 4018 𝐶𝑝(T) 𝑘𝑅𝐼𝑀𝐴𝑋 –
Nitrate 𝜌(T) 𝐶𝑝(T) 0.46 220
Stainless 8055 480 15.1 –

regime, the flow can be well approximated by Stokes flow, meaning
that the main contribution term is due to the viscous forces. As for
all cases this is true, the viscous term will be the one which will be
later reduced more to investigate its effect on the convective motion
inside the debris pool. As for the energy equation, its form for a porous
medium is again modified as:

𝛿
𝛿𝑡 ∫𝑉

(

𝜒(𝜌𝐸)𝑓 + (1 − 𝜒)(𝜌𝑐𝑝)𝑠𝑇
)

𝑑𝑉 + ∮𝐴
𝜌𝐻𝑣𝑠 ⋅ 𝑑𝑎 = −∮𝐴

𝑝𝐼 ⋅ 𝑑𝑎

+ ∮𝐴
𝑇 ⋅ 𝑣𝑠𝑑𝑎 + ∫𝑉

𝑓𝑏 ⋅ 𝑣𝑠𝑑𝑉 + ∫𝑉
𝑆𝑢 𝑑𝑉

(9)

Where H is the enthalpy of the fluid. In Eq. (9), the porosity modifies
both the time-dependent and transport term. Since one equation is used
to describe the evolution of the temperature of both the solid and fluid
phases, there is a necessity to introduce equivalent properties, which
can represent the combined behaviour of the solid bed and of the fluid.
This is done using an average on the porosity. For the conductivity, this
leads to the definition of an equivalent conductivity (𝑘𝑒𝑞) as:

𝑘𝑒𝑞 = 𝜒𝑘𝑓 + (1 − 𝜒)𝑘𝑠, (10)

where, as for Eq. (9), the quantities with subscript f refer to fluid prop-
erties and s refer to solid properties. As Madokoro et al. noticed, the use
of this average technique leads to non-physical values for the equivalent
conductivity, and proposed the use of a lower value of the RIMAX
conductivity, such that the averaged equivalent conductivity calculated
with Eq. (10) returns a physically representative value. This leads to
the use of a 𝑘𝑟𝑖𝑚𝑎𝑥 = 3.09, lower than the physical value of 7.02. It is
important to notice that sensitivity analysis performed by Villanueva
et al. (2011) showed that the main parameter in determining the time
of vessel failure is the material conductivity, therefore the modelling of
this parameter is of primary importance.

For the modelling of the melting process of the nitrate salts, STAR-
CCM+ tracks the solid fraction of each cell explicitly from the temper-
ature:

𝛼∗𝑠 =

⎧

⎪

⎨

⎪

⎩

1, if 𝑇 ∗ < 0
𝑓 (𝑇 ∗), if 0 < 𝑇 ∗ < 1
0, if 1 < 𝑇 ∗

(11)

where 𝑇 ∗ is the normalized temperature, defined as:

𝑇 ∗ =
𝑇 − 𝑇𝑠𝑜𝑙𝑖𝑑𝑢𝑠

𝑇𝑙𝑖𝑞𝑢𝑖𝑑𝑢𝑠 − 𝑇𝑠𝑜𝑙𝑖𝑑𝑢𝑠
. (12)

As the nitrate salt mixture is eutectic, the liquidus and solidus tem-
peratures coincide but the code assumes a small solidification interval
equal to 0.002 K. This is done by STAR-CCM+ to improve the stability
of the solution during the melting phase, and cannot be modified by
the authors. In the case of a linear dependence between solid fraction
and normalized temperature (as was for this case):

𝑓 (𝑇 ∗) = 1 − 𝑇 ∗ . (13)

Depending on the solid fraction, STAR-CCM+ allows the user to specify
a flow stop condition, in the case that the solid fraction in a cell is over a
certain value. In this case, the value of 0.5 was used, meaning that until
the solid fraction drops below 0.5, no flow is allowed in a cell. Since
in our case the solidification interval is very small, this parameter will
not have a large effect on the simulation.

Regarding the discretization of the different operators, second order
approximations for the convection of all quantities is used, and a
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Fig. 2. Calculated cooling power, from experimental data. The red line corresponds to the start of phase 2. The calculated power through the crust from CFD is also reported in
reen.
enkatakrishnan limited gradient discretization is used. As only the
low in the debris bed is analysed in the paper, and the diameter of
he debris is small (2.65 mm), the flow is assumed to be approximated
s Stokes flow, meaning that a laminar approximation can be used. The
imulations were ran on a 16 cores machine (Ryzen 9 3950X), with a
otal CPU time of around 120k s each.

. Results with preliminary model

As previously discussed, Madokoro et al. (2023) performed simula-
ions for the first two phases using a steady state approximation. The
ooling power extracted from the facility can be calculated employing
he experimental data of the inlet and outlet temperatures and its flow
ate. This analysis shows that the steady state approximation is not
trictly valid, as it is presented in Fig. 2, where the cooling power
s indeed increasing through both phases. Therefore, in this article
nsteady simulations were performed, which allowed the authors to ob-
ain the thermal transitory data. The thermocouples have been grouped
epending on their location, to compare them with the experimental
ata. The groups are presented in Fig. 3. Before discussing the results,
he expected behaviour of the pool under internal heating conditions
s discussed. As the initially completely solid debris melts, a larger
nd larger molten pool will form, starting from the centre and moving
owards the boundaries, where heat is extracted. As the pool grows
arger, the molten nitrate is pushed upward by buoyancy, where it then
oses heat to the atmosphere and descends along the vessel walls, to
e reheated again and give rise to a large scale convective motion,
hich is expected to lead to a more uniform temperature field inside

he debris bed. At the cooled vessel boundary also a thick crust remains,
hich provides an additional thermal isolation for the internal pool. As

n this case the ceramic RIMAX material does not melt, the nitrate in
he pool has to flow through this porous debris, which will hinder his
otion, meaning that the transport due to large scale convection will

e reduced in this case. This could lead to some thermal stratification,
f the motion is reduced to the point where the mixing action of the
arge scale convection is reduced too much.

Now the time history data for the central thermocouples are pre-
ented in Fig. 4(a). The results show that the thermocouples high in
he pool such as MT9 and MT21 show temperatures higher then the
xperimental values, while MT1 shows a better agreement. Keeping in
ind the expected behaviour of the pool, it can be seen that the nu-
erical simulations seem to predict an excess of thermal stratification,
hich could be due to a reduced convective mixing.

This thermal stratification can be seen also by looking at the temper-
ture distributions at the end of phase 1 and 2 for the radial coordinates
4 
Fig. 3. Thermocouple groups considered for the analysis. Thermocouples sharing the
same symbol or colour belong to the same group. The groups are: internal (diamond),
vessel (cross), top surface (red) and bottom (blue). The red line represents the surface
of the pool for phase 1 and 2.

R = 74 mm and R = 274 mm, shown respectively in Figs. 5(a) and
5(b). Thermal stratification is more pronounced for phase 2 than phase
1, due to the higher heating power in the second phase. Notice that
this stratification is present in both the experiment and the simulations,
meaning that even in the experiment the suppressive action of the
RIMAX debris bed leads to a reduction in the overall flow motion which
can lead to the experimentally seen peak in temperature in the upper
pool.

The convective motion inside the pool does not only promote a
better uniformity along the depth, but also in the radial direction (from
the centre towards the vessel). As the motion is inhibited, this would
lead to conditions where the dominant heat transfer mechanism near
the boundaries is conduction, leading to a reduced heat transfer to the
vessel. Now let us look at the vessel temperature profiles at the end of
phase 1 and 2, shown in Figs. 6(a) and 6(b) respectively. At the end
of phase 1, the simulation underestimates the heat flux to the vessel,
leading to a reduced vessel temperature, while in phase 2, the vessel
temperatures have a good agreement with the experiment.
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Fig. 4. Thermal transient data for the central group (a) and top group (b) thermocouples. Crosses refer to experimental data, while line refers to CFD results.
Fig. 5. Temperature results for end of phase 1 and phase 2. Elevation coordinate from the bottom of the pool. R = 74 mm (a) and R = 274 mm (b).
Fig. 6. Vessel wall temperature at the end of phase 1 (a) and 2 (b). Crosses refer to experimental data, while line refers to CFD results.
Considering that the heat flux through the crust is only conductive,
it can be written:

�̇�𝑐𝑟𝑢𝑠𝑡 =
𝑘𝑐
𝑡𝑐
𝛥𝑇𝑐𝑣 . (14)

where 𝑘𝑐 , 𝑡𝑐 are crust conductivity and thickness, while 𝛥𝑇𝑐𝑣 is the
difference in temperature between the crust interface and the vessel. If
5 
the hypothesis that the temperature mismatch is due to the inhibition of
the convective motion, the only way to obtain a similar heat flux to the
experimental one is for the thickness of the crust to be smaller than the
experimental value. Indeed, looking at the values of the crust thickness
for both the end of phase 1 and 2, shown in Fig. 7, it can be seen how
this is exactly the case, while for phase 1 where the crust thickness
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Fig. 7. Crust thickness for end of phase 1 and 2. The red dashed line corresponds to the surface of the pool.
is pretty similar to the experiment the heat flux is underestimated,
leading to the underestimation of the vessel temperature. Another hint
to the greater temperature disuniformity that exists in the simulation
with respect to the experiment comes from Fig. 4(b). In particular,
notice how experimentally MT33 at around 12500 s shows a change
in temperature gradient while still below the melting point of nitrate.
This change in gradient cannot be justified by an additional heat flux
due to convective motion, as the nitrate is not molten. But it can
be justified looking again at Eq. (14). As in the experimental case
convection transports hotter nitrate towards the vessel, the crust near
the thermocouple melts, causing the change in temperature gradient
seen experimentally. Indeed in Fig. 7 it can be seen how at the end of
phase 1 this thermocouple still lies inside the crust.

Considering again at the vessel temperatures for the end of phase 1
and 2 shown in Figs. 6(a) and 6(b), another important difference with
the experimental results is the presence of a second peak at low eleva-
tions. In addition the temperature time data for the lower thermocouple
group, shown in Fig. 8(a) shows how for MT5, which is located in the
crust at the end of both phase 1 and phase 2, as it can be seen in Fig. 7,
the temperature is underestimated with respect to experimental data.
This is noticeable also when looking at the temperature distributions,
as it is shown for H = 70 mm in Fig. 8(b), where for both phases
he temperature appears underestimated, in contrast to what was seen
reviously for the other height coordinates.

In this region, the excessive heat transfer from the pool to the
essel explains the lower pool temperatures near the bottom and the
verestimation of the vessel temperature. The cause of the excessive
eat transfer might be the consequence of an overestimation of the
hermal conductivity of the material in the lower part of the pool. The
IVE-J2 experiment indeed started from the solidified configuration
chieved at the end of the LIVE-J1. As Madokoro et al. (2022) noticed,
n the lower part of the vessel (2̃0 mm from the bottom) at the end
f the LIVE-J1 experiment the temperature is still below the melting
oint of the nitrate, meaning that when the experiment is started for
hase 1 of LIVE-J2, in this region the solid nitrate beads are mixed
ith the RIMAX and possibly still air pockets may be present. This is in

ontrast with the rest of the bed, where nitrate melted and re-solidified,
esulting in a direct contact between the two different materials. The
xpected effective conductivity in this region will be therefore lower,
s it includes the presence of a mixture of RIMAX, nitrate salts and air

hat is trapped in the solid bed.

6 
Table 5
Coefficients for the Ergun equations used in these simulations.
Simulation A B

Standard 150 1.75
Case 1 3 0.35
Case 2 10 1.17

5. Porosity model effects

As it was discussed previously, the excessive inhibition of the con-
vective motion inside the pool could be the reason for the excessive
thermal stratification seen in the CFD, as well as the slower than
experimental radial spread of the pool. This could be due to two factors:
an underestimation of the buoyancy force, which could be justified by
the uncertainties in the constitutional relationship for nitrate or by an
overestimation of the resistance. A sensitivity analysis was therefore
performed modifying the coefficients of the Ergun equations for the
inertial and viscous resistance component which influence the pressure
drop in the debris bed. This way was pursued as various authors (Amiri
et al., 2019; Jiang et al., 2002) also report that the constants of the
Ergun equation need to be calculated empirically for different packed
beds, depending on diameter distribution and packing. The modified
values of the Ergun equation are reported in Table 5, where A is the
coefficient for the viscous component and B for the inertial one. As
previously discussed in the methodology section, the porous Reynolds
number for these simulations fall into the Darcy regime, meaning that
the viscous term will be the dominant one, and will be therefore
reduced more in the two simulations performed.

Looking at Fig. 9(a), which shows the temperatures profile for the
height of 220 mm at the end of phase 1, it can be seen how both
models predict a faster lateral spreading of the pool, as the resistance
of the flow is reduced. Case 1, with the lowest resistance, shows the
largest spread, while Case 2 has a reduced spread, which is still higher
than the Standard case, as its porous resistance is still higher. The
enhanced mixing also means that the temperature profiles at radius
74 mm, shown in Fig. 9(b) for both Case 1 and 2 at the end of phase
1, show a lower temperature than the experimental one. This is to be

expected, as more heat is being transferred due to convective motion
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Fig. 8. Thermal transient for the lower thermocouples (a) and temperature results for end of phase 1 and phase 2 (b). For (a), line refer to CFD, crosses to experimental data.
For (b), the radius coordinate starts from the centre of the pool. Height from the bottom is 70 mm.
Fig. 9. Temperature results for end of phase 1. H = 220 mm (a) and R = 74 mm (b).
owards the walls and the upper surface of the pool, meaning that the
verall heat losses will increase.

The lower convective motion inhibition leads to a better matching
f the temperature profile for MT33, as shown in Fig. 10, where the
emperature history data are shown. The change in gradient at 12500 s
s captured, showing that it is indeed correlated to the lateral spreading
f the pool. Notice that both Case 1 and 2 show similar results. Increase
n lateral spreading of the pool has also an important effect on the
essel temperatures. In Fig. 11, the temperature for the three different
ases are shown, and the effect of the higher lateral spreading is very
oticeable as even for phase 1 now a temperature peak can be observed
t around 55 deg, which gets more and more pronounced as the porous
esistance is reduced.

The difference in the overall temperature field can be seen when
omparing the temperature contours for the standard case and Case 1,
s shown in Fig. 12, where also the velocity glyphs are reported. The
tandard case shows a much stronger thermal stratification, as previ-
usly discussed, while in Case 1 the temperatures are more uniform. In
oth cases convective motion is still present, but the magnitudes of the
elocities due to buoyancy are one order of magnitude higher for Case
due to the lower porous resistance.

. Lower pool thermal conductivity

As previously discussed, numerically a peak in the vessel tem-

erature at low polar coordinates was associated with an excess of

7 
Table 6
Material properties used for the calculation of the equivalent

conductivity.
Material Conductivity [W/mK]

RIMAX Nitrate mix 2.22
Air 39.51e−03

conductive heat flux from the last row of the heaters to the vessel. To
test the hypothesis that a this is due to a higher thermal conductivity
of the materials in the lower part of the pool, a final simulation was
performed. This case, called Case 3, is a further evolution of Case 2,
where a reduced material conductivity was applied in the lower part
of the pool (∼20 mm from the bottom), to reproduce the effects of the
presence of air due to the incomplete melting of nitrate during the LIVE-
J1 experiment. As for this case just verifying the effects of the model
was necessary, a steady state simulation was performed, starting from
the final state of the Case 2 simulation.

To calculate the conductivity of the material in the lower part of
the pool, the same method used to evaluate the equivalent conductivity
of the nitrate and RIMAX mixture was used. In particular, one of the
correlations summarized by Aichlmayr and Kulacki (2006) is used:

𝜂 =
2𝜒 + 𝜅(3 − 2𝜒) (15)

3 − 𝜒 + 𝜅𝜒
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Fig. 10. Temperature profile for MT33 as a function of time. The crosses refer to experimental data, while the lines refer to CFD.

Fig. 11. Vessel temperature profile at the end of phase 1. The crosses refer to experimental data, while the lines refer to CFD.

Fig. 12. Temperature contours and velocity glyphs for the end of phase 2. The glyph are scaled by the velocity magnitude.
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Fig. 13. Vessel wall temperature at the end of phase 2. Red colour refers to internal wall temperatures, blue to external ones. Both the standard and the Case 3 results are shown.
Crosses refer to experimental data, while lines refer to CFD.
Fig. A.14. Gas/radiation BC temperature. Corresponding to thermocouple HT0i.
here 𝜂 is the ratio of the effective to the fluid conductivity, 𝜒 is the
orosity of the nitrate and RIMAX mixture which was experimentally
valuated being 0.423, 𝜅 is the ratio of the solid to the fluid conduc-
ivity. All the material properties used are listed in Table 6. For air,
he conductivity at 220 ◦C and atmospheric pressure is used. For the
IMAX nitrate mixture, the equivalent conductivity calculated before

s used. From 𝜂, the equivalent conductivity can be calculated, which
s then used to assign a solid conductivity such that the value obtained
rom applying the mixing rule employed in the CFD simulation returns
he same value. The equation for the solid conductivity to be used in
he CFD becomes:

𝑠,𝐶𝐹𝐷 =
𝑘𝑒𝑓𝑓 − 𝜒𝑘𝑓

1 − 𝑘𝑠
(16)

Using the conductivity of air reported in Table 6, leads to a value
of the solid conductivity 𝑘𝑠,𝐶𝐹𝐷 of 0.2878 W/mK. As in this case the
transitory is not of interest, a steady state simulation for phase 2
was performed. The wall temperature results are reported in Fig. 13,
where it can be seen that the peak at the bottom of the vessel has
changed into a temperature drop. The results in this region do not
agree completely with the measured temperature due to the simplified
analysis. A more detailed investigation of the problem is out of scope,
but this analysis confirms the possibility of void gaps to be considered
also in prototypical scenarios.
9 
7. Conclusions

In this article, the first two phases of the LIVEJ-2 experiment
(Madokoro et al., 2023) have been simulated using CFD. The use of
an unsteady methodology allowed the authors to analyse both the
initial thermal transient, when the nitrate is completely solid and
the formation and enlargement of the convective pool. This phase is
considered important as in the accident scenario early failure of the
CRGT welds (Villanueva et al., 2011) could occur during the thermal
transitory. At first an analysis is performed using a setup similar to the
one proposed by Madokoro et al. (2023). The results show two main
shortcomings:

• An excess of thermal stratification inside the pool.
• The presence of a peak in the vessel temperature at low eleva-

tions.

For the first point, the cause of this excess stratification was considered
to be an excessive porous resistance inside the debris bed, leading to
a reduced mixing inside the pool. This hypothesis was also supported
by looking at the behaviour of one of the thermocouples (MT33) in
the upper part of the pool, which experimentally showed a change
in the thermal gradient attributed to the progressive thinning of the
crust in the upper pool. To verify this, two simulations were performed
with lower values of the porous resistance, which were obtained by
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Fig. A.15. Heaters surface heat flux. HE 2 corresponds to the top row, HE 6 to the bottom row.
Fig. A.16. Cooling water temperature. Inlet is at the bottom of the vessel, outlet at the top.
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reducing the constants in the Ergun equation. In both simulations,
enhanced mixing led to a more uniform temperature inside the pool,
which leads to a better agreement with the experimental data for the
internal pool temperatures. The greater pool mobility also means that
a quicker radial expansion of the pool during phase 1 is predicted,
which enables to reproduce the experimental behaviour of the MT33
thermocouple. The faster radial expansion also led to a higher heat
flux towards the vessel, meaning that for both simulations the tem-
peratures in the upper part of the vessel at the end of the first phase
increase with respect to the base case. To tackle the second point, the
prediction of the higher temperature at low elevation is associated with
conduction from the lowest row of heaters to the vessel. However,
as hypothesized by Madokoro et al. (2022) the lower region might
contain air trapped between the crust and the vessel resulting in a
lower thermal conductivity. The results of the analysis confirm this
assumption. This work confirms the ability for the employed CFD model
to predict correctly the temperature evolution in a debris bed of a
given porosity. Hence it could be used to extrapolate more prototypical
conditions such as oxidic and metallic debris accumulated in the lower
head during the Fukushima Daiichi accident. In addition it identifies
key uncertain parameters to take into account for uncertainty analysis,
such as the effect of porosity as well as the possibility of gaps between

the crust and the vessel. f
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Appendix. BC

In this section, the temperatures as well as other data used as
BC for the simulations are presented for the interested reader (see
Figs. A.14–A.16).
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