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Abstract 9 

Road infrastructures and bridge networks are becoming increasingly complex 10 

systems due to the development of technology in transportation engineering and 11 

the continual growth of urban communities. Infrastructure disservice due to seismic 12 

events may lead to unacceptable discomfort for commuters. Moreover, network 13 

downtime results into economic losses for the affected community, to be quantified 14 

in monetary terms by user costs. Seismically vulnerable bridges are also affected 15 

by environmental agents that can reduce their structural performance over time. 16 

This paper presents a comprehensive life-cycle cost-based probabilistic framework 17 

for seismic risk assessment of spatially distributed aging bridge networks. The 18 

seismic risk measure is formulated in terms of annual exceedance rate of a target 19 

threshold of user costs. The methodology is applied to a road system in Lombardy 20 

region, Italy, reproducing network connectivity and daily travel demands among 21 

four major cities and smaller neighbouring municipalities. Despite the fact that the 22 

area of interest is characterized by low seismicity, the results allow to quantify the 23 

impact of environmental deterioration in exacerbating the network seismic risk, 24 

highlighting the need for a life-cycle-informed approach to optimal management 25 

of infrastructure systems. 26 

 27 
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Introduction 32 

In consequence of technology development processes in transportation engineering and 33 

continual growth of urban communities, road infrastructure systems and bridge networks 34 

are becoming increasingly complex. Transportation systems are essential lifelines for the 35 

operability of small to large businesses, as well as for the mobility of daily commuters and 36 

travelers. Therefore, connectivity of transportation networks plays a key role in social 37 

communities’ daily life and sustainable growth (Sierra et al. 2018). In road networks, 38 

bridges usually represent the most vulnerable components to seismic action (Hwang et al. 39 

2000, Banerjee and Shinozuka 2008, Carturan et al. 2013), built to overcome physical or 40 

manmade obstacles with lack of fast detouring when they undergo operational disruption. 41 

Their construction, adequate maintenance and prompt repair in the aftermath of eventual 42 

damage have considerable social impacts (Navarro et al. 2018).  Out-of-service bridges 43 

may severely compromise the connectivity of complex networks, jeopardizing both the 44 

short-term fast deployment of emergency aids and the long-term ordinary life and growth 45 

of the social community. Reductions of functionality persisting over time may lead to 46 

unacceptable discomfort for the users. The infrastructure disservice can be quantified in 47 

monetary terms and user costs are associated with delay and detouring from the most 48 

convenient route due to the impossibility of transit over a bridge (Son and Sinha 1997, De 49 

Brito and Branco 1998, Thoft-Christensen 2009, Bai et al. 2013, Gervasio and da Silva 50 

2013a, Twumasi-Boakye and Sobanjo 2017).  51 

Transport authorities need appropriate criteria, methodologies and tools to 52 

quantitatively assist resource allocation and decision-making processes accounting for the 53 

uncertainties involved in the rate of occurrence of catastrophic events and in the large-54 

scale consequences. Management strategies must face them with limited economical 55 

resources and without charging excessive expenditures on the users of the network. Cost 56 

models must be combined with suitable methods to assess the network performance. In 57 

turn, network performance must be linked to the seismic performance of individual bridges 58 

and related to the actual occurrence of disruptive seismic events in the area of the 59 

transportation system. In this context, risk-informed analysis tools consider many of the 60 

aforementioned aspects.  Integrated frameworks for seismic risk assessment began to be 61 

developed in the late 90s, when casualties and economic losses related to several seismic 62 

events such as the 1994 Northridge earthquake and the 1995 Kobe earthquake emphasized 63 

the need for a performance-based approach (Günay and Mosalam 2013). The Pacific 64 

Earthquake Engineering Research (PEER) Center developed in 2003 a robust probabilistic 65 
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framework for performance-based design (Porter 2003, Moehle and Dierlein 2004). In 66 

recent years, several research groups formalized seismic risk assessment methodologies to 67 

provide analytical frameworks aimed at evaluating probabilistic-based optimal planning 68 

strategies, such as seismic retrofit of bridges and road networks (Shiraki et al. 2007, 69 

Stergiou et al. 2010, Zhou et al. 2010, Dong et al. 2014a, Dong et al. 2014b, Mirzaei and 70 

Adey 2015). 71 

Bridges are also particularly vulnerable to aging and structural deterioration due to 72 

environmental agents that can reduce over time their structural performance (Stein et al. 73 

1999, Val and Stewart 2003, Biondini et al. 2004). Significant research advances have been 74 

accomplished for life-cycle design, assessment, and maintenance of structures and 75 

infrastructure systems (Biondini and Frangopol 2016, 2019). However, although the 76 

effects of degradation on structural performance have been extensively studied (Val and 77 

Melchers 1997, Enright and Frangopol 1998, Kassir and Ghosn 2002, Biondini et al. 2004, 78 

Biondini and Vergani 2015), their integration in life-cycle probabilistic seismic assessment 79 

and fragility frameworks has been deeply investigated only in recent years (Biondini et al. 80 

2010, Ghosh and Padgett 2010, Akiyama et al. 2011, Biondini et al. 2011, Decò and 81 

Frangopol 2013, Biondini et al. 2014, Titi and Biondini 2015, Rao et al. 2017, Banerjee et 82 

al. 2019, Argyroudis et al. 2019, 2020, Capacci et al. 2020). The definition of an adequate 83 

trade-off between the inclusion of key aspects in an aggregated framework and the 84 

feasibility of simulation-based risk assessment for large road networks is not a trivial task. 85 

In fact, the complexity of models involved in describing different processes, such as bridge 86 

aging, seismic damage and its recovery as well as the consequences at the network scale, 87 

collides with the necessity of simulating a sufficient number of detrimental scenarios, 88 

without compromising the accuracy of the risk estimate (Yang and Frangopol 2020). 89 

The use of resilience as an effective system performance indicator for life-cycle 90 

assessment of road networks has been discussed in Capacci and Biondini (2020). Further 91 

developments along these research lines are proposed in this paper to investigate the life-92 

cycle seismic risk of bridges and road networks. To this aim, a comprehensive cost-based 93 

probabilistic framework for seismic risk assessment of spatially distributed bridge 94 

networks subjected to environmental aging is proposed. The seismic risk measure is 95 

formulated in terms of annual exceedance rate of a target threshold of user costs and the 96 

key factors having an influence on consequences for the users are taken into account along 97 

with the associated uncertainties. 98 
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In particular, Probabilistic Seismic Hazard Analysis (PSHA) and Monte Carlo 99 

simulation (MCS) based on Importance Sampling are exploited to reproduce the 100 

earthquake scenario in the region of interest in terms of seismic intensities at each bridge 101 

location. Damage scenarios and related traffic restrictions are obtained based on fragility 102 

curves associated with different limit states. Uncertainties on structural capacity 103 

deterioration due to aging is taken into account by time-variant parametric fragility curves 104 

and the restoration process of damaged individual bridges is considered based on 105 

probabilistic recovery curves. Finally, free-flow fastest-path traffic analysis is adopted to 106 

assess the loss of performance at network level and to quantify the user expenditures by 107 

suitable cost models. 108 

The proposed approach is characterized by separate yet subsequent simulation 109 

steps: damage and recovery of individual bridges are obtained aggregating the information 110 

on seismic hazard and time-variant fragility curves, leading to network exposure 111 

assessment in terms of monetary losses based on traffic distribution analysis. The proposed 112 

framework relies on a free-flow traffic analysis based on the shortest-path assumption, 113 

neglecting traffic flow congestion in the process. This simplifying assumption aids the 114 

feasibility of the simulation process for real road networks, modeled by graphs with 115 

numerous nodes and road arcs and subjected to several damage scenarios of spatially 116 

distributed bridges. The methodology is applied to a real road network in the south of 117 

Lombardy region, Italy, reproducing the connectivity among four major cities, namely 118 

Lodi, Cremona, Crema, and Pavia, and the smaller neighboring municipalities. Despite the 119 

fact that the area of interest is characterized by low seismicity, the results allow to quantify 120 

the impact of environmental deterioration in increasing the seismic risk of the benchmark 121 

network. These results highlight the effectiveness of the proposed approach and emphasize 122 

the need for a life-cycle-oriented and risk-informed cost-based approach to support the 123 

decision making process of public authorities and bridge owners for optimal management, 124 

maintenance, repair, and upgrading of aging bridges and infrastructure transportation 125 

systems. 126 

 127 

Impact analysis of roads networks 128 

Road networks and graph theory 129 

The performance of road networks can be evaluated based on traffic flows associated with 130 

different users of the transportation network. According to graph theory, a road network 131 
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can be represented by a graph G=(V;E) defined in terms of the set of vertices V connected 132 

in pairs by road arcs collected in the set of edges E. In order to properly account for one-133 

way roads, it is possible to make use of oriented graphs, in which any arc with origin vertex 134 

i and destination vertex j allows the transit from i to j but not from j to i. Consequently, 135 

two-way roads can be represented by a pair of edges connecting the same vertices with 136 

mutually opposite orientations. If N is the number of nodes in the network, the adjacency 137 

matrix A of G is defined as the N-dimension square matrix of the Boolean weights aij, such 138 

that aij=1 if node i and j are connected, 0 otherwise.  139 

Vertices or nodes represent road intersections and all the points of the network that 140 

originate and attract trips, such as cities or other areas of interest (see for example Bocchini 141 

and Frangopol 2013). Origins and destinations of trips are associated with a subset of the 142 

vertices 𝑍𝑍 ⊆ 𝑉𝑉 and the traffic flows fod can be suitably collected in the OD matrix, where 143 

each entry represents the trips generated from node o and attracted by node d. 144 

 145 

Traffic assignment problem and demand properties 146 

Traffic analysis consists in evaluating the distribution of the trips and travels within the 147 

transportation network given travel demand and network topology (LeBlanc et al. 1975). 148 

Typical mathematical models for traffic assignment can rely on free-flow analysis and 149 

congestion-based methods. In free-flow analysis, the traffic assignment problem is reduced 150 

to the definition of the shortest path between each OD pair. Along with the connectivity 151 

between every node pair in the graph provided by the adjacency matrix, each edge is 152 

characterized by a strictly positive weighting coefficient we. This analysis allows 153 

computing the optimal route from origin to destination that minimizes the sum of the 154 

weighting coefficients among any possible path across the road arcs. The weighting 155 

coefficients we can represent different edge parameters, such as their length or the travel 156 

time at free flow needed to cover the road arc. Traffic assignment is generally referred to 157 

shortest-path analysis in the former case and fastest-path analysis in the latter case. 158 

Mathematical techniques such as Dijkstra’s algorithm (Dijkstra 1959) allow to efficiently 159 

compute the shortest path from a single node to all the other nodes in the network. On the 160 

other hand, congestion-based traffic assignment accounts for the actual traffic capacity of 161 

road segments. Most traffic analyses methods rely on the user-equilibrium assumption 162 

enforced by the Wardrop’s gravitational model (Wardrop 1952), which is based on the 163 

principle that traffic flows are distributed in the network such that travel times on all routes 164 
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are minimized. Additional insight can be found in Shinozuka et al. (2003), Dong et al. 165 

(2003), Bocchini and Frangopol (2011), Capacci et al. (2020). In the present work, free-166 

flow analysis techniques have been preferred due to their lower computational cost and 167 

implementation effort. Users are assumed to travel along the fastest path to reach their 168 

destination and the selected route between each OD pair is computed based on the 169 

Dijkstra’s algorithm. However, the theoretical definition of the framework is independent 170 

of the traffic assignment procedure. 171 

Under operational conditions, traffic flows tend to be stationary and the definition 172 

of the OD matrix is obtained, for example, by surveys or traffic monitoring relying on 173 

sociological patterns and economical activities in the community. Such assumption of 174 

traffic demand inelasticity may be questioned in the aftermath of disastrous events, since 175 

disruptions in the transportation service prevent drivers to perform economically valuable 176 

activities such as working or shopping, changing trends and needs of road users (Shinozuka 177 

et al. 2003). In general, travellers can react to transport infrastructure failure in different 178 

ways, not only detouring failed links using the portion of the network in service, but also 179 

changing the travel modes and the destination of their planned activity, or even eliminating 180 

such activity suppressing the trips in the process (Erath et al. 2009). Drivers’ reactions to 181 

infrastructure disservice would lead to a modification of the behaviour of the network users 182 

and, in turn, jeopardize system performance. Therefore, refined traffic analysis models 183 

should also take into account sociological aspects under emergency conditions that may 184 

lead not only to abrupt changes in users’ planned trips, but also to irrational behaviour of 185 

drivers eventually exacerbated by the unavailability of traffic information (Feng et al. 186 

2020). Nevertheless, there is also evidence that the prevailing behaviour of road users in 187 

emergency conditions is to modify routes and departing times, whilst the cancellation of 188 

the trip is a limited reaction (Giuliano and Golob 1998, Zhu and Levinson 2015, Jenelius 189 

and Mattsson 2015). In the present work, traffic demand is assumed to be inelastic, i.e. the 190 

occurrence of a seismic event does not lead to any variation of scheduled trips. Traffic 191 

demand is also assumed to be static, i.e. no daily or seasonal variations are taken into 192 

account. 193 

 194 

Traffic limitations on damaged bridges 195 

In the aftermath of extreme events such as earthquakes, bridges may undergo structural 196 

damage and managing agencies may need to apply suitable traffic restrictions proportional 197 

to the degree of damage. This would limit the traffic flows along damaged network 198 
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components and may dramatically reduce the network performance. Traffic limitations on 199 

the 𝑏𝑏-th bridge are represented by a decision variable db. In the proposed framework, three 200 

progressively severe decision variables are taken into account, affecting two types of 201 

considered road users, namely light and heavy vehicles: 202 

• No restrictions (db=0): both light and heavy vehicles are allowed to transit. 203 

• Weight restriction (db=1): transit is forbidden to heavy vehicles. 204 

• Closure (db=2): transit is forbidden to both road users. 205 

The state of the network is represented by the vector of decision variables 206 

d=[d1,d2,…, 𝑑𝑑𝑛𝑛𝑏𝑏], where nb is the total number of bridges in the network. 207 

In the representative graph of a road network, bridges may be modelled in two 208 

different ways: 209 

1. They may be represented by two additional nodes corresponding to the extremes of the 210 

bridge and an additional edge included between the nodes.  211 

2. They may be considered as properties of existing edges, i.e. their reduction of 212 

functionality affects the whole edge they are located on.  213 

Whilst the first modelling technique is more accurate, the second approach is simpler and 214 

introduces some approximation depending on the possible functionality states of the 215 

bridges. Given the nature of the considered decision variables, the second modeling 216 

technique can be applied in the proposed framework without introducing any 217 

approximation. Therefore, bridges are assigned to their reference road arc that is eventually 218 

removed from the graph when traffic limitations prevent the transit of specific road users. 219 

In the proposed applications of the paper, the fastest path for each OD pair is computed 220 

given the traffic restriction combination d. Different modelling strategies could also be 221 

accommodated when considering other limitations of bridge traffic capacity with 222 

alternative flow analysis methods, such as speed limitation and lane restrictions along the 223 

damaged components.  224 

 225 

Life-cycle costs 226 

The occurrence of a seismic event may provoke economic losses related to physical 227 

damage of vulnerable facilities, to casualties and to functionality downtime.  Cost 228 

components have been extensively studied in the context of life-cycle cost analysis (Chang 229 

and Shinozuka 1996, Frangopol 1999, Ozbay et al. 2004). They are generally distinguished 230 

in agency costs, user costs and third party costs (Ehlen 1999). Agency costs include all the 231 
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expenditures incurred by the management body, such as repair, inspection and 232 

maintenance and have been widely examined (Frangopol et al. 2009, Kumar et al. 2009, 233 

Frangopol et al. 2017). Third party costs include all the costs that reflect on the whole 234 

social community and include cultural and environmental costs. User costs account for the 235 

discomforts to the users when the serviceability of the transportation system is temporarily 236 

impaired by bridge network restrictions (Chang and Shinozuka 1996). In particular, user 237 

costs may be equal or even greater than agency costs associated with ordinary maintenance 238 

(Koch et al. 2001, Kendall et al. 2008). Thus, user costs should be properly considered 239 

when dealing with loss quantification and risk assessment for road transportation networks. 240 

In the proposed framework, agency and third party costs are neglected, and user costs only 241 

are taken into account. User costs can be classified into three different components: driver 242 

delay cost (DDC), vehicle operating cost (VOC) and accident cost (AC) (see for example 243 

Gervásio and Da Silva 2013b, Zhang et al. 2013, Yavuz et al. 2017, Lemma et al. 2020). 244 

Each component can be related to the Total Travel Time (TTT) or to the Total Travel 245 

Distance (TTD) in the network, respectively defined as: 246 

𝑇𝑇𝑇𝑇𝑇𝑇(𝐝𝐝) =  ∑ ∑ 𝑇𝑇𝑜𝑜𝑜𝑜(𝐝𝐝) ⋅ 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜∈𝑍𝑍𝑜𝑜∈𝑍𝑍   (1) 247 

𝑇𝑇𝑇𝑇𝑇𝑇(𝐝𝐝) =  ∑ ∑ 𝐿𝐿𝑜𝑜𝑜𝑜(𝐝𝐝) ⋅ 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜∈𝑍𝑍𝑜𝑜∈𝑍𝑍  (2) 248 

where 𝑇𝑇𝑜𝑜𝑜𝑜 is the travel time associated with the fastest route from origin o to destination 249 

d,  𝐿𝐿𝑜𝑜𝑜𝑜 is the travel distance associated with the fastest route from o to d, and fod is the 250 

traffic flow from o to d in terms of vehicles per unit time.  251 

DDC quantifies in monetary terms the value of time lost by the users due to 252 

detouring. With reference to the previously introduced notation, DDC is expressed as cost 253 

per unit time as follows: 254 

𝑇𝑇𝑇𝑇𝐷𝐷(𝐝𝐝) = (𝑇𝑇𝑇𝑇𝑇𝑇(𝐝𝐝) − 𝑇𝑇𝑇𝑇𝑇𝑇0) ⋅ 𝑞𝑞𝐷𝐷𝐷𝐷𝐷𝐷                     (3) 255 

where 𝑇𝑇𝑇𝑇𝑇𝑇0 is the total travel time associated with a full functionality state (i.e. 𝑑𝑑𝑏𝑏 =256 

0 ∀ 𝑏𝑏 = 1, … ,𝑛𝑛𝐵𝐵) and 𝑞𝑞𝐷𝐷𝐷𝐷𝐷𝐷 is the estimated cost of time lost by each vehicle in the time 257 

unit. The traditional method for the evaluation of 𝑞𝑞𝐷𝐷𝐷𝐷𝐷𝐷 is the so-called wage-rate method 258 

(Thoft-Christensen 2012), according to which 𝑞𝑞𝐷𝐷𝐷𝐷𝐷𝐷 is based on a percentage of the mean 259 

hourly wage rate. Corotis (2007) points out that during long-term interruptions drivers tend 260 

to modify their behaviour and to relieve the discomfort. As a consequence, DDC does not 261 

derive directly from the productivity model. Despite of this drawback, data based on the 262 

wage rate method is exploited in the present study, due to the fact that only work travels 263 

are considered and that comparison among different scenarios is still reliable. 264 
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VOC represents the additional operational expenses associated with longer travel 265 

distances of vehicles. Consistently with DDC, it can be defined as follows: 266 

𝑉𝑉𝑉𝑉𝐷𝐷(𝐝𝐝) = (𝑇𝑇𝑇𝑇𝑇𝑇(𝐝𝐝) − 𝑇𝑇𝑇𝑇𝑇𝑇0) ⋅ 𝑞𝑞𝑉𝑉𝑉𝑉𝐷𝐷          (4) 267 

where  𝑇𝑇𝑇𝑇𝑇𝑇0 is the total travel distance associated with a full functionality state and 𝑞𝑞𝑉𝑉𝑉𝑉𝐷𝐷 268 

is the unitary operating cost per vehicle in the road length unit.  The cost parameter 𝑞𝑞𝑉𝑉𝑉𝑉𝐷𝐷 269 

includes all the costs related to the vehicle operations, mainly (Gervásio and da Silva 270 

2013a): fuel and engine oil consumption, tyres consumption, maintenance and 271 

deterioration (represented by the depreciation of the vehicle). The value of 𝑞𝑞𝑉𝑉𝑉𝑉𝐷𝐷 is strictly 272 

dependant on the type and on the category of the vehicle.  It is generally obtained from 273 

technical data about vehicles and market surveys and an average regional value is finally 274 

adopted. 275 

AC is associated with the increased estimated risk of vehicle accidents due to 276 

congestion. Due to the absence of congestion in the proposed traffic analysis method, the 277 

AC cost component is not considered in this study and only DDC and VOC are evaluated. 278 

In general, DDC is the dominant component of user costs (Kendall et al. 2008, Thoft-279 

Christensen 2009). 280 

The final cost per unit duration of the restriction scenario d is computed as: 281 

                                              𝑢𝑢�(𝐝𝐝) = 𝑇𝑇𝑇𝑇𝐷𝐷(𝐝𝐝) + 𝑉𝑉𝑉𝑉𝐷𝐷(𝐝𝐝)           (5) 282 

Finally, the comparison among different times requires the time-variant value of money to 283 

be taken into account. Thus, costs must be discounted to the same (initial) time: 284 

𝑢𝑢(𝐝𝐝) = 𝑢𝑢�(𝐝𝐝)
(1+𝛾𝛾)𝑡𝑡0                                  (6) 285 

where 𝛾𝛾 is the monetary discount rate and t0 is the occurrence time of the reference 286 

disruptive event. It is important to anticipate that the likelihood of occurrence of a specific 287 

bridge restriction scenario d depends on the time of occurrence t0, since the reduction of 288 

structural capacity induced by environmental deterioration may affect the probability of 289 

occurrence of extensive damage and, in turn, of severe and prolonged traffic limitations. 290 

 291 

Life-cycle seismic risk analysis of aging bridge networks 292 

Probabilistic seismic hazard assessment of spatially distributed bridges 293 

As first step in the risk assessment procedure, physical hazards capable of compromising 294 

the functionality of network must be identified. The occurrence rate of intense seismic 295 

events is represented by means of Probabilistic Seismic Hazard Analysis (PSHA) and the 296 

characteristics of relevant active tectonic faults are taken into account (McGuire 2007).  297 
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Due to the spatial distribution of the bridge sites with respect to the seismic source, both 298 

inter- and intra-event variability of seismic intensity must be taken into account by means 299 

of a suitable ground motion prediction equation (GMPE). The nh random variables 300 

influencing the rate of occurrence and intensity of seismic events (e.g. moment magnitude, 301 

epicentre location, etc.) are collected in the vector of seismic hazard parameters Hh and 302 

seismic intensity is assumed to be a lognormal random variable conditioned on Hh. 303 

Therefore, the seismic intensity scenario I is a multivariate random variable representing 304 

the seismic intensity at the site of the nb vulnerable bridges within the network.  The total 305 

probability theorem (Ang and Tang 2007) allows to define its probability density function 306 

(PDF) fI(i): 307 

𝑓𝑓𝐈𝐈(𝐢𝐢) =  ∫ 𝑓𝑓𝐈𝐈|𝛈𝛈h(𝐢𝐢|𝛈𝛈h)𝕽𝕽𝑛𝑛ℎ ⋅ 𝑓𝑓𝐇𝐇ℎ(𝛈𝛈h) ⋅ 𝑑𝑑𝛈𝛈h            (7) 308 

where i and 𝛈𝛈h are the vectors collecting the outcomes of I and Hh, respectively.  309 

 The differential annual rate of exceedance of a given seismic intensity scenario is 310 

defined as follows: 311 

                                 |𝑑𝑑𝑑𝑑(𝐢𝐢)| = �∑ 𝜈𝜈𝑘𝑘
𝑛𝑛𝑓𝑓
𝑘𝑘 � ⋅ 𝑓𝑓𝐈𝐈(𝐢𝐢) ⋅ 𝑑𝑑𝐢𝐢                        (8) 312 

Where νk is the annual rate of earthquake occurrence for each of the k-th seismogenic 313 

sources in the region. It is worth noting that Eq. (8) holds if seismic events  of given 314 

intensity are assumed to occur independently of each other, i.e. if they follow a Poisson 315 

process. 316 

 317 

Time-variant fragility assessment of deteriorating RC bridges 318 

Given the spatial distribution of seismic intensity, system vulnerability must be quantified 319 

to evaluate the damage state probability distribution following a hazardous event. In the 320 

present paper, bridge seismic capacity Is,b with respect to damage state sb decreases during 321 

the bridge lifetime due to the effects aging and structural deterioration. However, it is 322 

worth noting that other sources of damage may induce an increase of seismic vulnerability 323 

over time, such as cumulative earthquake damage under successive earthquake shocks 324 

(Kumar et al. 2009, Gardoni and Kumar 2012, Ghosh et al. 2015, Ghosh and Panchireddi 325 

2019) or different natural hazards, such as tsunamis (Akiyama et al. 2020). In reverse, the 326 

beneficial effects of maintenance and retrofit interventions improve bridge seismic 327 

capacity (Marì and Bairán 2008).  328 
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The marginal cumulative distribution function (CDF) of Is,b, i.e. the fragility curve 329 

representing the probability of exceedance of sb given the seismic intensity at the site of 330 

the b-th bridge ib, can be expressed as a time-variant function:  331 

                                𝑃𝑃[𝑆𝑆𝑏𝑏(𝑡𝑡) ≥ 𝑠𝑠𝑏𝑏|𝑖𝑖𝑏𝑏] = 𝐹𝐹𝐼𝐼𝑠𝑠,𝑏𝑏(𝑡𝑡)(𝑖𝑖𝑏𝑏)                                   (9) 332 

where Sb is a discrete univariate time-variant random variable representing the damage 333 

state of the b-th bridge in the network.  334 

At single-bridge level, the difference between fragility curves associated with subsequent 335 

damages states provides the occurrence probability of damage state sb: 336 

                      𝑃𝑃[𝑆𝑆𝑏𝑏(𝑡𝑡) = 𝑠𝑠𝑏𝑏|𝑖𝑖𝑏𝑏] = 𝐹𝐹𝐼𝐼𝑠𝑠,𝑏𝑏(𝑡𝑡)(𝑖𝑖𝑏𝑏) − 𝐹𝐹𝐼𝐼𝑠𝑠+1,𝑏𝑏(𝑡𝑡)(𝑖𝑖𝑏𝑏)       (10) 337 

At system level, given the seismic intensity scenario i, the probability of intersection of the 338 

damage events related to the single bridges provides the probability of occurrence of a 339 

specific bridge damage combination s: 340 

                              {𝐒𝐒(𝑡𝑡) = 𝐬𝐬|𝐢𝐢} = {⋂ [𝑆𝑆𝑏𝑏(𝑡𝑡) = 𝑠𝑠𝑏𝑏|𝑖𝑖𝑏𝑏]}𝑛𝑛𝑏𝑏
𝑏𝑏=1                               (11) 341 

where S is a discrete multivariate time-variant random variable representing the 342 

combination of bridge damage states. It is important to highlight that, together with the 343 

seismic intensity scenario i, the degree of correlation between seismic capacities of each 344 

pair of bridges in the network may have a relevant influence on the occurrence probability 345 

of the damage combination s (Capacci and Biondini 2018, 2019). Moreover, the effect of 346 

joint variations in time of seismic hazard, seismic fragility, and network exposure, may 347 

have a significant impact on the risk estimate (Zanini et al. 2017). 348 

 349 

Life-cycle seismic risk of bridge networks 350 

In the end of the risk assessment procedure, suitable performance indicators must be 351 

defined to quantify the operational disruption following the damage state combination s 352 

and evaluate the system exposure to the seismic event. If the occurrence of the earthquake  353 

at time t0 had induced damage on the network components, infrastructure managers should 354 

apply specific limitations to the traffic flow. In addition, seismic damage to the b-th bridge 355 

requires repair interventions to be carried out and bridge downtime is related to the 356 

duration of the repair process (Padgett and DesRoches 2007, Mackie et al. 2009, Mackie 357 

2010, Decò et al. 2013). The intervention starts at time ti,b and continues until full recovery 358 

time tr,b, at which the pre-event condition is restored. The following recovery model 𝑟𝑟𝑏𝑏 =359 

𝑟𝑟𝑏𝑏(𝜏𝜏) ∈ [0,1] is adopted over the bridge recovery time interval Δ𝑡𝑡𝑟𝑟,𝑏𝑏 = 𝑡𝑡𝑟𝑟,𝑏𝑏 − 𝑡𝑡𝑟𝑟,𝑖𝑖 (Titi et 360 

al. 2015): 361 
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                 𝑟𝑟𝑏𝑏(𝜏𝜏) = �

0                                   , 𝜏𝜏 ≤ 0
𝜔𝜔1−𝜌𝜌𝜏𝜏𝜌𝜌                                , 0 < 𝜏𝜏 ≤ 𝜔𝜔

1 − (1 − 𝜔𝜔)1−𝜌𝜌(1 − 𝜏𝜏)𝜌𝜌  ,𝜔𝜔 < 𝜏𝜏 ≤ 1 
1                                    , 𝜏𝜏 > 1

        (12) 362 

where 𝜏𝜏 = �𝑡𝑡 − 𝑡𝑡𝑖𝑖,𝑏𝑏�/Δ𝑡𝑡𝑟𝑟,𝑏𝑏 ∈ [0,1] is a normalized time variable. The shape of the 363 

recovery profile is defined by the parameters 𝜔𝜔 ∈ [0,1] and 𝜌𝜌 ≥ 0. The initial traffic 364 

limitations db=k with k>0 are partially released through a progressively decreasing 365 

sequence of less severe restrictions db=h with h<k, until db=0 at time 𝑡𝑡𝑟𝑟,𝑏𝑏. 366 

 The user cost per unit duration of the restriction scenario over the time interval 367 

∆th=th-t0 takes on the appearance of the following stepwise form:  368 

                   𝑢𝑢(𝑡𝑡) = 𝑢𝑢𝑗𝑗 = 𝑢𝑢�𝐝𝐝𝑗𝑗�,    𝑡𝑡𝑗𝑗 ≤ 𝑡𝑡 ≤ 𝑡𝑡𝑗𝑗+1 ∀𝑗𝑗 ∈ [0,𝑁𝑁𝑗𝑗]        (13) 369 

where th is the horizon time, tj is the time instant associated with a partial or total recovery 370 

time of a bridge in the network, Nj is the total number of time steps in the network recovery 371 

process. In other words, the user cost uj at the j-th recovery step is associated to the traffic 372 

restriction combination dj. The cumulative user cost associated with event occurrence at 373 

time 𝑡𝑡0 is given by the integral of the profile itself, that is: 374 

  𝐷𝐷(𝑡𝑡0) = ∫ 𝑢𝑢(𝑡𝑡0, 𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡ℎ
𝑡𝑡0

= ∑ 𝑢𝑢𝑗𝑗 ⋅ Δ𝑡𝑡𝑗𝑗
𝑁𝑁𝑗𝑗
𝑗𝑗=1                                 (14) 375 

where Δ𝑡𝑡𝑗𝑗 = 𝑡𝑡𝑗𝑗+1 − 𝑡𝑡𝑗𝑗 is the duration of the j-th recovery step of the network, as shown in 376 

Figure 1.  377 

Due to the uncertainty in the recovery parameters 𝜔𝜔 and 𝜌𝜌, the user cost profile and 378 

the cumulative user cost are probabilistic components. Based on the total probability 379 

theorem, the time-variant CDF of the user cost measure conditional on a given seismic 380 

intensity scenario i can be defined as the weighted sum of the marginal user cost measure 381 

CDFs associated with a prescribed bridge damage combination s weighted by its 382 

probability of occurrence under given i (Capacci and Biondini 2020): 383 

𝐹𝐹𝐷𝐷(𝑡𝑡0)|𝐢𝐢 = ∑ 𝐹𝐹𝐷𝐷|𝐬𝐬 ⋅ 𝑃𝑃[𝐒𝐒(𝑡𝑡) = 𝐬𝐬|𝐢𝐢]𝑛𝑛𝑓𝑓
𝑘𝑘=1                                      (15) 384 

Given the Poissonian nature of the seismic hazard scenario, seismic risk can be quantified 385 

based on the annual rate of exceedance of a prescribed target of cumulative user cost as 386 

follows: 387 

𝜈𝜈𝐷𝐷≥𝑐𝑐(𝑡𝑡0) = ∫ 𝐹𝐹𝐷𝐷(𝑡𝑡0)|𝐢𝐢(𝑐𝑐|𝐢𝐢) ⋅ |𝑑𝑑𝑑𝑑(𝐢𝐢)| ℜ+
𝑛𝑛𝑏𝑏                                   (16) 388 

The flow chart shown in Figure 2 illustrates the basic steps of the proposed life-cycle 389 

approach. 390 

 391 
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Exposure analysis of a case-study road network 392 

Subnetwork in Lombardy Region (Italy) 393 

The proposed methodology has been applied to a real road network in the north of Italy 394 

illustrated in Figure 3. The benchmark network is composed by 21 major bridges that 395 

connect four cities in the southern part of Lombardy region, namely Crema, Cremona, 396 

Lodi, and Pavia. The Italian road system classifies each road arc into highways, state roads, 397 

regional roads, provincial roads and municipal roads. Highways are generally managed by 398 

private agencies and have not been considered in this study. In order to focus the proposed 399 

study towards an application involving short-distance travels and commuting, the road 400 

network has been built considering all the other road categories, administrated by public 401 

agencies. Geographic data associated with roads has been manipulated by the software 402 

QGIS (QGIS  2016). Road arcs are available as line elements in different shapefiles 403 

associated with each road class (Open Data Portal Regione Lombardia, 2016). The network 404 

consists of 4331 nodes, 2043 primary roads (collecting state, regional and provincial roads) 405 

and 3500 secondary or municipal roads. The arc travel times have been computed based 406 

on the ratio between road category free-flow speed and arc length. Speed has been set equal 407 

to 110 km/h for primary roads and to 60 km/h for secondary roads. It is worth noting that 408 

the graph representative of the road network has been built by splitting out line elements 409 

at their intersection points. Based on available data for graph generation, it is not possible 410 

to identify overpasses or underpasses that have been taken into account as fictitious road 411 

intersections. Consequently, this lack of data may involve overestimation of network 412 

connectivity and approximation of user costs. For example, when bridges are in pristine 413 

conditions, the computed fastest route may be faster than the actual fastest route. Thus, 414 

travel time may be underestimated and DDC may be overestimated. Contrary, when 415 

bridges are damaged, the computed fastest path may be faster than the actual fastest route. 416 

Thus, both additional travel time and DDC may be underestimated. 417 

The inelastic traffic demand adopted in this study has been retrieved from the OD 418 

matrices available from the Open Data Portal, Regione Lombardia (2016). These were 419 

obtained by interpolating the results of transport models, online or physical surveys and 420 

previous studies on the traffic demand. The OD matrix for light traffic of the entire 421 

Lombardy region is referred to 1450 zones mostly coinciding with the individual 422 

municipalities, with the exception of few wider cities that are further divided in subzones. 423 

OD matrices for heavy traffic are referred to 437 zones, mostly obtained by merging the 424 
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light traffic ones. In particular, the selected subnetwork of interest is characterized by 93 425 

and 32 zones for light and heavy vehicles, respectively. 426 

OD data are available for different time slots and they have been aggregated to 427 

obtain daily traffic flows. Heavy traffic data is available for three vehicle categories 428 

(distinguished by their mass). For light vehicles, traffic flows are available for five travel 429 

types (work, study, occasional, business, home return) and eight modes (car-driver, car-430 

passenger, public transport-road, public transport-railways, motorbike, bike, on foot, 431 

other). In this study, all heavy vehicles have been taken into account, whilst only work 432 

travels by car (both driver and passenger) and by motorbike have been considered. Traffic 433 

zones and daily trip densities from Origin municipalities are shown in Figure 4, 434 

summarized in terms of travel types for light traffic and vehicle categories for heavy traffic. 435 

In order to generate the OD pairs within the road graph, travel demands have been assigned 436 

to the closest node to the zone centroid. The dimensions of circles representing trip 437 

densities are scaled with respect to the largest density in the region for each traffic category. 438 

In particular, heavy traffic demand tends to be much smaller compared to light traffic, 439 

mostly because of the tendency of heavy vehicles to cover longer distances and, in turn, 440 

use highways to reach their destination. 441 

Twenty-one vulnerable bridges have been considered in the proposed application. 442 

These are located along the routes of regional interest according to the Regional Mobility 443 

and Transportation Program (Regione Lombardia 2016) approved by the regional council 444 

in 2016. Locations and labelling of each bridge are illustrated in Figure 5, where the thick  445 

lines represent the routes of regional interest. This is only a fraction of the total number of 446 

bridges in the area of interest, for which data in terms of geographical location and 447 

structural typology is available. Bridge #13 results to be particularly critical, since it 448 

belongs to the only road segment connecting the south-west zone with the rest of the 449 

network. Actually, detours are available on the roads of the adjacent Emilia-Romagna 450 

region, that have not been modelled in the proposed application due to unavailability of 451 

data. Both slight or extensive damage to bridge #13 would lead to theoretically infinite 452 

travel times and user costs due to the fictitious isolation of few traffic zones. To avoid this 453 

modelling issue, costs related to the isolated traffic zones due to the closure of bridge #13 454 

have been fixed to a predetermined value. VOC has been assumed to be zero and DDC has 455 

been computed according to a fictitious delay of 8 hours, corresponding to a typical 456 

workday. Further details on the so-called cut links may be found in Jenelius et al. (2006), 457 

Jenelius (2010), Rupi et al. (2015). 458 
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 459 

User cost analysis 460 

Cost parameters have been obtained from different technical reports. In particular, the 461 

value of unit time for light vehicles has been set to 25.78 €/(vehicle ⋅ hour) and has been 462 

adapted from the results of the Harmonizing European Approaches for Transport Costing 463 

(HEATCO) report (Odgaard et al. 2005), which are based on the wage rate method. The 464 

same source has been exploited for the unit operating cost of light vehicles, equal to 0.22 465 

€/(vehicle ⋅ km). The value of unit time for heavy vehicles has been retrieved from the 466 

Comité National Routier report about road freight transport in Italy (Comité National 467 

Routier 2017) and is equal to 29.76 €/(vehicle ⋅ hour). Unit operating cost for heavy 468 

vehicles has been obtained from the COMPETE final report (Maibach et al. 2006) by 469 

averaging the value for light and heavy duty freight vehicles and is equal to 0.85 €/(vehicle 470 

⋅ km). For the discount factor, the range 2-8% is usually considered for industrialized 471 

countries like Italy (Santander and Sanchez-Silva 2008). Based on data provided by the 472 

Italian Ministry of Economy and Finance (MEF 2018), a value γ=2% has been adopted in 473 

this paper. Additional information about the calibration of the discount factor can be found 474 

in Rackwitz et al. (2005) and Rackwitz (2006), among others. 475 

In order to quantify the relative importance of the bridges in the network in terms 476 

of user losses, network exposure in terms of user costs has been examined by closing one 477 

bridge at a time and computing TTT, TTD, DDC and VOC according to Eqs. (1) to (4). 478 

Since no congestion is considered in the framework, it is possible to assume that one travel 479 

equals one vehicle in the computation of DDC. The same cannot be done for VOC and car 480 

passengers have been excluded from its evaluation. A total number of nb=21 scenarios has 481 

been studied. The i-th scenario is such that db=2 for b=i and db=0 otherwise. Results are 482 

shown in Figure 6, where daily DDC and VOC due to the isolated closure of each bridge 483 

are shown. Bridge #13 is the most critical one, whilst the isolated closure of some others, 484 

such as bridges #17 or #18, has a slightly perceivable impact on the traffic distribution. 485 

Results also highlight that daily user costs are much higher for light vehicles than heavy 486 

ones. Concerning with cost items, DDC is confirmed to be the dominant one, whilst VOC 487 

was proved to surely an impactful cost element in one case, even higher than DDC for 488 

Bridge #7. In fact, on the one hand, distance increase rate due to detour tends to be about 489 

two orders of magnitude greater than the travel time increase rate. On the other hand, unit 490 

cost parameters for VOC are about two orders of magnitude lower than DDC ones. In 491 
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particular, DDC tends to be predominant when fastest paths cover short road arcs at low 492 

free-flow speed and, conversely, large VOC derives from paths over high-speed long roads. 493 

A similar approach has been adopted to assess the relative importance of three 494 

routes of regional interest. Three network states were defined such that db=2 if the b-th 495 

bridge belongs to the examined route and db = 0 otherwise. Note that 8 bridges belong to 496 

route 1, 3 to route 2 and 5 to route 3, whilst the other 5 bridges do not belong to any route 497 

in particular and have been therefore assumed to work at full functionality (see Figure 5). 498 

Results are reported in Table 1 and represented in Figure 7. The highest user costs are 499 

obtained along Route 3, connecting the cities of Pavia and Cremona. These are one order 500 

of magnitude greater than the ones associated with Route 1 (Pavia-Crema), and no 501 

significant loss is associated with the bridges on Route 2 (Cremona-Crema). In terms of 502 

light/heavy vehicles and DDC/VOC cost items, Figure 7 confirms the same trends 503 

highlighted for the case of isolated bridge closure. Under the constitutive assumption in 504 

the proposed approach that users follow the fastest available path, traffic restrictions may 505 

force them to follow a more time-consuming route along secondary roads yet covering 506 

shorter travel distances. In this case, negative yet relatively small values of VOC may arise 507 

in the cost cumulation process.  508 

 509 

Seismic risk assessment of the case-study road network 510 

Seismic hazard of the investigated area 511 

The proposed seismic risk assessment framework has been applied to the investigated 512 

bridge network. The area is characterized by a low level of seismic hazard. According to 513 

the seismic hazard maps provided by the Italian Institute of Geophysics and Volcanology 514 

(INGV), the area falls into the medium-low seismicity category (Zone 3 out of 4). As a 515 

general reference, the values of peak ground acceleration expected to occur with 10% 516 

probability in 50 years range between 0.05g and 0.10g. 517 

The complex distribution of epicenters of historical earthquakes has moved the 518 

common practice towards the use of area seismic sources (Barani et al. 2009). The 519 

seismogenic zonation ZS9 for Italy (Meletti et al. 2008) has been adopted in this study and 520 

Figure 8 shows the considered area sources in proximity of the bridge network (namely 521 

Zones 906, 907, 911 and 913), whose centroids are less than 50 km from the closest bridge. 522 

The probabilistic model for moment magnitude occurrence is characterized by truncated 523 

Gutenberg-Richter distribution (Gutenberg and Richter 1944) and the values of shape 524 
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parameter b, minimum and maximum magnitudes mmin and mmax and annual recurrence 525 

rate 𝜈𝜈𝑚𝑚≥𝑚𝑚min  for the areas of interest are reported in Table 2. 526 

The ground motion prediction model derived from the Italian strong motion 527 

database has been adopted (Bindi et al. 2011), which can account for different predominant 528 

faulting mechanisms and provides information on within- and between-event variability of 529 

the ground motion. In accordance with Eqs. (7) and (8), seismic intensities at the bridge 530 

sites i in terms of spectral accelerations at 1 second Sa(T=1s) have been simulated based 531 

on the adopted attenuation model by generating 105 samples of epicenter locations (see 532 

small dots in Figure 8), moment magnitudes and residuals. The computational effort was 533 

reduced by the adoption of a simulation framework based on Importance Sampling 534 

(Jayaram and Baker 2010). In order to increase the likelihood of simulating moment 535 

magnitudes leading to a sufficient number of seismic intensity maps that may induce bridge 536 

damage, a truncated Gutenberg-Richter distribution with shape parameter b=−1.0 has been 537 

selected. In this way, the number of samples leading to severe damage combinations is 538 

increased without compromising the accuracy of the risk estimate. Figure 9 shows the 539 

original truncated Gutenberg-Richter cumulative distributions for each seismogenic zone 540 

and the one adopted for the simulation. 541 

 542 

Seismic vulnerability of aging bridges 543 

At the system level, seismic vulnerability of individual bridges can be expressed in 544 

probabilistic terms by means of fragility curves, which represent the exceedance 545 

probability of a prescribed limit state sb for a given seismic intensity ib. Due to the 546 

considerable number of bridges in real road networks, transport agencies must face with 547 

the many economic and logistic difficulties in acquiring detailed data and calibrate refined 548 

models for each bridge in the network. Therefore, parametric and taxonomic fragility 549 

assessment methods are often adopted for risk assessment of systems of structures, such 550 

as infrastructure networks (Karim and Yamazaki 2003, Mackie and Stojadinovic 2007, 551 

Tsionis and Fardis 2014, Shekhar and Ghosh 2020). Fragility curves for pristine bridges 552 

have been retrieved from the FEMA Multi-Hazard Loss Estimation Methodology HAZUS 553 

– MH 2.1 (Mander 1999, HAZUS 2012). HAZUS fragility curves rely on lognormal 554 

models in terms of spectral accelerations at reference period of 1 second Sa(T=1s). Fragility 555 

curves due to ground shaking were available for 28 classes of bridges and 4 limit states 556 

(slight, moderate, extensive and collapse). No restriction (db=0) has been applied on 557 
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undamaged (sb=0) bridges. Slight (sb=1) and extensive (sb=2) damage states have been 558 

associated with the closure to heavy (db=1) and both light and heavy traffic (db=2), 559 

respectively. Each bridge has been classified according to HAZUS taxonomy and assigned 560 

to one of HAZUS structural categories based on available information, as reported in Table 561 

3. The HAZUS framework may also accommodate via multiplicative coefficients 562 

information on geometry and mechanical parameters such as natural periods, deck 563 

skewness and tri-dimensional arch-effect. 564 

With reference to Eq. (9), time-variant lognormal fragility curves are assumed and 565 

expressed in analytical terms as follows: 566 

𝑃𝑃[𝑆𝑆𝑏𝑏(𝑡𝑡) ≥ 𝑠𝑠𝑏𝑏|𝑖𝑖𝑏𝑏] = Φ�ln 𝑖𝑖𝑏𝑏−𝜆𝜆𝑠𝑠,𝑏𝑏(𝑡𝑡)
𝜁𝜁𝑠𝑠,𝑏𝑏

�                                  (17) 567 

where Φ denotes the standard normal CDF, whilst 𝑑𝑑𝑠𝑠,𝑏𝑏 and 𝜁𝜁𝑠𝑠,𝑏𝑏  are the constitutive 568 

statistical parameters of the lognormal distribution representing central value and 569 

dispersion for limit state sb. In particular, the dispersion has been assumed to be 𝜁𝜁𝑠𝑠,𝑏𝑏 = 0.6 570 

for any bridge, damage state and time of earthquake occurrence. Aging effects have been 571 

considered by reducing the median values of the fragility curves. A parabolic degradation 572 

law has been adopted based on Ghosh and Padgett (2010) and it can be expressed in terms 573 

of a corrosion rate parameter α as follows: 574 

𝑑𝑑𝑠𝑠,𝑏𝑏(𝑡𝑡) = �̅�𝑑𝑠𝑠,𝑏𝑏 ⋅ (1 − 𝛼𝛼𝑡𝑡2)                                          (18) 575 

where �̅�𝑑𝑠𝑠,𝑏𝑏 is the logarithm of the median bridge seismic capacity in pristine conditions. 576 

The reduction in time of the median fragility value is dependent on both the bridge 577 

characteristics and type of deterioration mechanism. In the proposed application, the 578 

corrosion rate parameter has been set to α=5.1·10-5 1/years2 in order to enforce a 25% 579 

reduction after 70 years of the median seismic capacity for any bridge and limit state (Decò 580 

and Frangopol 2013, Dong et al. 2014b). Figure 10 graphically resumes the procedure to 581 

associate the time-variant fragility curves for each vulnerable aging bridge in the network. 582 

 Based on the time-variant statistical model representative of network seismic 583 

vulnerability, Monte Carlo simulation can be exploited to generate at nt discrete time 584 

instants a set of 105 realizations of seismic capacities to both slight and extensive damage 585 

associated with each bridge. Given the realizations of seismic scenarios in terms of seismic 586 

intensities i at each bridge location, 105 damage scenarios s have been obtained based on 587 

Eq. (11) at each occurrence time of the seismic event t0, namely from 0 to 100 years every 588 

10 years. Bridges have been assumed to be in pristine conditions at t0=0. The empirical 589 

estimate of the limit state exceedance is shown in Figure 11. The combination of regional 590 
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seismic hazard and bridge seismic vulnerability generally results in higher occurrence of 591 

the slight damage state with respect to the extensive damage one. Moreover, the 592 

progressively decaying structural capacity of aging bridges substantially increases the 593 

occurrence frequencies of both damage states. Bridge structural typologies and their 594 

epicenter distance may have a considerable effect on the likelihood of occurrence of 595 

damage at different ages of the infrastructure. 596 

 597 

Damage and recovery of network functionality 598 

In order to account for the uncertainties in the network restoration process, described by 599 

Equation (12),  random variables have been adopted to model the governing parameters of 600 

bridge structural recovery, namely shape parameters ω and ρ , idle time ti,b and repair 601 

completion time tr,b. The statistical parameters of each distribution are shown in Table 4. 602 

In particular, ω has been modelled as a standard Beta distribution, whilst ρ, ti,b and tr,b have 603 

been assumed to be uniformly distributed (Capacci and Biondini 2020). 604 

Based on the analytical recovery model of structural capacity from a given bridge 605 

damage state sb, it has been possible to simulate the network recovery process in terms of 606 

decision variables d at discrete recovery time steps tj, allowing to statistically evaluate the 607 

user costs profile and its cumulative value. For each of the 105 × nt realizations of network 608 

damage states, the network recovery profiles have been computed by sampling the 609 

associated random variables and fastest path analysis allowed to retrieve the daily user cost 610 

profiles u(t) and the associated cumulative user costs C(t0) according to Equations (13) and 611 

(14), respectively. 612 

 613 

Time-variant exceedance rate of user costs threshold 614 

Figure 12 illustrates the results of the simulation in terms of user costs at different time 615 

instants. Each dot represents a sample value of the user cost for a given earthquake 616 

occurrence time versus the moment magnitude of the causative seismic scenario. The 617 

adoption of Importance Sampling for the seismic scenario generation allows to produce a 618 

relatively large number of high-magnitude samples, which may induce significant 619 

widespread damage leading to larger network exposure. 620 

For each time t0, the annual rate of exceedance of a user cost threshold equal to 1M 621 

€ has been computed according to Equation (16) based on the results of the simulation. 622 

Table 5 resumes the values of the risk measure for different occurrence times. In the first 623 
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50 years no substantial increase of risk is observed, whilst the value at 60 years is about 624 

four to five times larger than the pristine condition. After 90 years, seismic risk has 625 

increased of more than one order of magnitude. Figure 13 represents the time-variant 626 

seismic risk measures associated with the total user costs and its disaggregation into the 627 

components associated with driver delays and vehicle operations. As anticipated by the 628 

exposure analysis, risk associated to DDC is greater yet not dominant over VOC. 629 

Finally, Figure 14 shows the seismic risk measure disaggregated into cost items 630 

associated with light and heavy vehicles. Seismic risk for light vehicles is dominant in the 631 

first 50 years. Such trend tends to reverse under severe environmental deterioration, 632 

especially due to the progressive increase of slight damage occurrence probability. 633 

 634 

Effects of correlation among bridge deterioration patterns 635 

Aging and deterioration of bridges are strongly influenced by the bridge characteristics, 636 

such as year of construction, volume of traffic and type of structural system (Kim and 637 

Yoon 2010). Moreover, external factors such as presence of water or diffusion of 638 

aggressive chemical agents such as chlorides (Marsh and Frangopol 2008, Biondini and 639 

Frangopol 2008, Titi and Biondini 2016) may have severe detrimental effects in triggering 640 

and exacerbating the degradation process. Therefore, knowledge of the bridge exposure 641 

conditions is of fundamental importance for the characterization of the aging phenomenon, 642 

allowing for the calibration of refined models reproducing the actual loss of seismic 643 

structural capacity (Choe et al. 2009, Zhong et al. 2012, Shekhar et al. 2018). Nearby 644 

bridges are likely to have similar exposure conditions and to undergo similar deterioration 645 

processes, whilst far away bridges may show significant differences in the aging process. 646 

Based on such considerations, spatial interpolation techniques such as kriging procedures 647 

may be adopted when information about a subset of bridges in a larger portfolio is available 648 

from in-field inspection or monitoring (Rokneddin et al. 2014, Ghosh et al. 2014). 649 

For the case study subnetwork in Lombardy Region presented in the previous 650 

section, the same degradation law has been enforced for all bridges, thus assuming perfect 651 

correlation among deterioration patterns. In order to investigate the influence of such 652 

correlation on the life-cycle risk estimate, a different corrosion rate parameter αb has been 653 

considered for each of the nb=21 bridges and each parameter has been modelled as a 654 

random variable Ab. By denoting ρij the correlation coefficient between the aging rates Ai 655 

and Aj of bridges i and j, three different cases have been analyzed: null correlation with 656 
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ρij=0, perfect correlation with ρij=1, and distance-based correlation to reproduce similar 657 

deterioration patterns for nearby bridges with: 658 

                                             𝜌𝜌𝑖𝑖𝑗𝑗 = �
𝑒𝑒−𝑜𝑜𝑖𝑖𝑗𝑗/𝑜𝑜�         for 𝑑𝑑𝑖𝑖𝑗𝑗 < �̅�𝑑

0                     for 𝑑𝑑𝑖𝑖𝑗𝑗 ≥ �̅�𝑑
                                                (19) 659 

where dij is the distance between bridges i and j and �̅�𝑑 = 25 km. It is worth noting that the 660 

minimum and maximum distances between two bridges are 0.07 and 68 km, respectively, 661 

and that the reference distance �̅�𝑑 has been set to obtain a mean value of the correlation 662 

coefficients �̅�𝜌 ≈ 0.50. A marginal normal truncated PDF has been assumed for the random 663 

variables Ab. The mean value corresponds to the nominal corrosion rate parameter adopted 664 

in the previous analysis, i.e. 25% reduction of the median fragility value in 70 years. The 665 

coefficient of variation is assumed to be equal to 0.17. Finally, the lower the upper bounds 666 

correspond to 15% and 35% reduction of the median fragility value in 70 years, 667 

respectively. 668 

Monte Carlo simulation for the corrosion rate parameters has been integrated into 669 

the previously presented framework to compare the life-cycle cost-based seismic risk 670 

associated with the three different correlation cases. In accordance with the proposed 671 

framework, seismic risk has been evaluated in terms of annual rate of exceedance of a cost 672 

threshold equal to 1M €. However, since results from the previous analysis have shown 673 

strong accordance between the DDC and VOC cost components, DDC only is considered 674 

as user cost in the comparison of the three investigated cases. Results are presented in 675 

Figure 15 for six occurrence times of the seismic event t0, namely from 0 to 100 years 676 

every 20 years.  677 

As expected, seismic risk increases with the correlation level, although differences 678 

are observable only after severe deterioration takes place, i.e. t0 > 40 years. In particular, 679 

the annual rate of exceedance of the cost threshold associated with the null-correlation 680 

scenario is sensibly lower than the one associated with the two other scenarios because of 681 

the higher number of possible damage scenarios. Increase of seismic risk over time due to 682 

bridge deterioration is more pronounced for the distance-based and perfect correlation, 683 

whilst the difference among such two scenarios is reduced for t0 > 80 years due to the 684 

relevant effect of corrosion, which strongly compromises bridge seismic capacities 685 

regardless of the correlation law. 686 

 687 
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Conclusions 688 

Bridges can be severely damaged by seismic events and traffic restrictions are applied in 689 

the aftermath of earthquakes by transport authorities and road network operators to 690 

guarantee the users’ safety in emergency conditions, temporarily compromising the 691 

functionality of damaged transportation networks. Road users can be strongly affected by 692 

serviceability downtime and traffic flow discomforts, leading to financial losses to be 693 

quantified in monetary terms. Nonetheless, aging effects are likely to exacerbate the 694 

consequences of an earthquake, reducing over time the capacity of bridge structures to 695 

sustain the detrimental effect of hazardous events. To face this problem, an integrated 696 

procedure for cost-based risk assessment has been proposed to quantify the impact of 697 

spatially distributed seismic events on aging bridge networks. In particular, seismic risk of 698 

the aging network is formulated in analytical form in terms of annual rate of exceedance 699 

of a target user cost threshold.  700 

The proposed analytical framework is established based on the definition of a risk 701 

metric that comprehensively aggregates all the uncertainties involved in life-cycle seismic 702 

assessment. Starting from the probabilistic model, each basic component is numerically 703 

simulated to obtain a quantitative estimate of cost-based life-cycle seismic risk measure. 704 

Given the active tectonic faults in the area, seismic intensity scenarios are first simulated 705 

via advanced sampling techniques. Then, fragility curves are calibrated to simulate time-706 

variant bridge seismic capacities, damage occurrence and the associated post-earthquake 707 

traffic restrictions. Probabilistic recovery profiles allow to retrieve the evolution of 708 

network functionality during the repair process. Finally, cumulative user costs are 709 

quantified based on the results of free-flow fastest path analysis, which reproduces the 710 

network performance decay in terms of travel delays and detour distances. 711 

The framework is applied to a real road network in the south of Lombardy region, 712 

Italy. Bridge traffic limitations might be either critical or irrelevant on user costs depending 713 

on road network topology and Origin-Destination travel demands. Regardless of the 714 

structural capacity of vulnerable elements and the regional seismic hazard, exposure 715 

analysis under prescribed combinations of restrictions allows to identify the most relevant 716 

bridges within the network and the most impactful cost items in terms of potential 717 

economic losses. In the proposed risk-based framework, traffic restrictions actually derive 718 

from the combination of hazard and vulnerability information. Large seismic risk indicates 719 

how widespread damage of vulnerable bridges can have severe consequences on the 720 

economic operations of road users. Moreover, the progressive decay of bridge structural 721 
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capacity induced by environmental aging plays an important detrimental role in 722 

exacerbating seismic vulnerability, increasing the risk estimate of more than one order of 723 

magnitude over 90 years despite of the relatively low seismic hazard in the network area. 724 

Even though bridge degradation and recovery have been reproduced based on the few 725 

available information, such results may be useful to assist ex-ante planning and decision-726 

making by transport authorities and to develop reliable risk mitigation strategies, 727 

incorporating the economic consequences for road users based on a life-cycle perspective 728 

and preserving the fundamental role of road connectivity in sustainability and development 729 

of urban and rural communities. Further research efforts should be devoted at gathering 730 

new data from existing structures for calibration and validation of the degradation and 731 

recovery models. Along this line, further analysis has proved that correlation among the 732 

deterioration patterns of different bridges may have relevant effects on the life-cycle risk 733 

estimate. 734 

It is worth noting that the framework is able to accommodate different analysis 735 

methods for each risk component. For example, congestion-based strategies with dynamic 736 

elastic traffic demand may be used in place of the adopted fastest path analysis with static 737 

inelastic users’ Origin-Destination travel patterns. In this context, further research should 738 

aim at investigating the actual relevance of the traffic analysis technique in order to 739 

individuate a proper trade-off between accuracy and computational efficiency. Moreover, 740 

in order to improve such trade-off, sensitivity analyses should be carried out with respect 741 

to different parameters of the simulation (e.g. sample size, sampling distribution).  742 

Network exposure should be represented by comprehensive monetary metrics including 743 

not only user costs, but also management expenditures and social losses. The proposed 744 

framework not only can easily incorporate additional cost items such as agency 745 

maintenance costs, but can also be extended to measure seismic risk in terms of non-746 

monetary performance indicators, such as redundancy, robustness, and resilience of 747 

spatially distributed structural systems.  748 
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Table 1.  Daily DDC and VOC for the closure of all the bridges on a route of regional interest. 

Route Cities 
Light traffic [€/day] Heavy traffic [€/day] 

DDC VOC DDC VOC 

1 Pavia-Lodi-Crema 5.94 ⋅ 104 9.61 ⋅ 103 1.24 ⋅ 103 -1.03 

2 Crema-Cremona 4.24 233.61 0 -7.45 

3 Pavia-Cremona 2.12 ⋅ 105 1.13 ⋅ 104 1.92 ⋅ 104 3.62 ⋅ 104 

 

 

 

 

 

Table 2.  Statistical parameters of the truncated Gutenberg-Richter distribution for the seismogenic 

zones of interest (MPS Working Group 2004)        

Zone Dominant Faulting 
Mechanism b mmin mmax 𝜈𝜈𝑚𝑚≥𝑚𝑚min 

906 Reverse 1.14 4.76 6.60 0.11 

907 Reverse 1.71 4.76 6.14 0.04 

911 Strike-slip 1.47 4.76 6.14 0.05 

913 Undetermined 1.80 4.76 6.14 0.07 

 

 

 

 

 

 



Table 3. Classification and median fragility values for the undamaged bridges in the network. 

Bridge Material Type Length ≥ 150 
m HAZUS 

𝐞𝐞𝐞𝐞𝐞𝐞�𝝀𝝀�𝒔𝒔,𝒃𝒃� 
Slight Extensive 

1 RC Continuous No HWB10 0.60 1.10 
2 RC Continuous Yes HWB1 0.40 0.70 
3 RC Continuous Yes HWB1 0.40 0.70 
4 RC Continuous No HWB10 0.60 1.10 
5 Steel Continuous No HWB15 0.75 0.75 
6 RC Arch bridge No HWB28 0.80 1.20 
7 RC Single span No HWB3 0.80 1.20 
8 RC Arch bridge No HWB28 0.80 1.20 
9 Steel Continuous No HWB15 0.75 0.75 

10 RC Arch bridge No HWB28 0.80 1.20 
11 RC Arch bridge No HWB28 0.80 1.20 
12 RC Continuous No HWB10 0.60 1.10 
13 RC Continuous Yes HWB1 0.40 0.70 
14 RC Continuous No HWB28 0.80 1.20 
15 RC Gerber Yes HWB1 0.40 0.70 
16 Steel Continuous Yes HWB1 0.40 0.70 
17 RC Single span No HWB3 0.80 1.20 
18 RC Single span No HWB3 0.80 1.20 
19 RC Single span No HWB3 0.80 1.20 
20 RC Continuous No HWB10 0.60 1.10 
21 RC Continuous Yes HWB1 0.40 0.70 

 



Table 4.  Statistical parameters of the probability distributions of the recovery model random variables 

for different damage states sb: Beta(a,b) distribution of shape parameter ω∈[0;1]; Uniform 

distribution of shape parameter ρ≥0; Uniform distribution of total recovery interval ΔTr,b. 

Damage State 
ω ρ ti,b [days] tr,b [days] 

a b Min Max Min Max Min Max 

Slight 2 8 1.0 3.0 5 30 5 120 

Extensive 8 2 2.5 7.5 5 30 120 270 

 

Table 5.  Annual rate of exceedance of a 1M € user cost expenditure for different time of occurrence 

of the seismic event.  

Time of occurrence t0 [years] Annual rate of exceedance 𝜈𝜈𝐶𝐶≥𝑐𝑐  

0 1.24⋅10-6 

10 1.25⋅10-6 

20 1.30⋅10-6 

30 1.34⋅10-6 

40 1.50⋅10-6 

50 1.54⋅10-6 

60 6.33⋅10-6 

70 6.75⋅10-6 

80 7.40⋅10-6 

90 1.10⋅10-5 

100 5.19⋅10-5 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

Figure 1. Cumulative cost profile. 



 
Figure 2. Flowchart of the proposed life-cycle approach. 

 



 

Figure 3. Benchmark network layout in Lombardy region 

 

 

  
(a) 

 
(b) 

Figure 4 - Traffic zones and originated trip densities for (a) light and (b) heavy vehicles. 

 



 
 

Figure 5 –Bridge locations within the road system (filled dots) and roads of regional interest (thick 

lines). 

 

 
Figure 6 – Daily DDC and VOC under full closure of a single bridge. 
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Figure 7 – Daily DDC and VOC under full closure of one route of regional interest. 

 

 

 
Figure 8 – ZS9 seismogenic zonation (dark grey areas), bridge locations (dots) and realizations of 

epicenters locations (small dots in area sources). 
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Figure 9 – CDFs of active area sources and Importance Sampling distribution. 

 

 
Figure 10 – Time-variant fragility curves of individual bridges in the network. 

 

 

 



 
Figure 11 – Empirical probability of exceedance of damage states sb=1 and sb=2 
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            (b) 

 
                (c) 

Figure 12 – User cost realizations compared with target user cost versus causative moment 

magnitude for occurrence time at 0 (a), 40 (b) and 80 (c) years. 

 



 
Figure 13 – Annual rate of exceedance of total user cost, DDC and VOC for different times of 

occurrence of the earthquake. 

 

 

 
Figure 14 – Annual rate of exceedance of total user cost for light, heavy and both light and heavy 

vehicles for different times of occurrence of the earthquake. 



 
Figure 15 – Annual rate of exceedance of DDC for perfect, distance-based and no correlation for 

different times of occurrence of the earthquake. 
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