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Since their introduction, all-optical spectroscopy techniques based on attosecond radiation have gained the
attention of the scientific community because of their energy and time resolution, combined with an easier
experimental implementation with respect to other approaches based on charged particle detection. Nowa-
days, almost ten years after the first application to a solid sample, attosecond transient absorption and
reflection spectroscopy (respectively, ATAS and ATRS) have established as powerful tools to investigate how
electrons can be excited and accelerated in matter with short light pulses, a key requisite to establish ultrafast
switches in quantum electronics and overcome the current rate of data processing and information encoding.
In this work, we start with a historical overview of the first pioneering experiments, to then introduce the
fundamentals of both techniques. We conclude by discussing the current challenges and the possible future
developments that are expected to bring ATAS and ATRS beyond their state of the art.

I. INTRODUCTION

The capability to follow and control ultrafast electron
dynamics in matter with light pulses is a long-sought
goal, with important implications in many fields of tech-
nology and research1. In a semiconductor, for exam-
ple, charge injection by few-femtosecond infrared (IR)
pulses could be used to turn the material into a conduc-
tive state, realizing ultrafast switches in optoelectronic
devices, a milestone that promises to increase the limit-
ing speed of data processing and information encoding,
opening a new realm of information technology2. For
this reason, the interaction between short optical pulses
and matter has gained the attention of a broad scien-
tific community in recent years, which demonstrated the
more diverse applications3–8. This major breakthrough
can only stem from a comprehensive knowledge of light-
driven charge excitation, a cornerstone for energy and
information transfer and a key challenge of modern solid-
state physics and photonics9,10. Indeed, despite the con-
tinuous effort, the physical processes initiated by light
in realistic and technologically relevant systems are still
unclear11–13.
In this work, we will discuss how attosecond all-optical

pump-probe techniques, namely attosecond transient ab-
sorption spectroscopy (ATAS) and attosecond transient
reflection spectroscopy (ATRS), have quickly established
as powerful tools to investigate the ultrafast dynamics
initiated by light in matter. We note that there are
other all-optical techniques capable of accessing elec-
tron dynamics in solids with sub-cycle resolution and
whose description goes beyond the scope of the present
work. Remarkable examples are high-order harmonic
spectroscopy14–18 and four-wave mixing19, for which re-

a)Present address: Department of Physics, University of Regens-
burg, 93053 Regensburg, Germany
b)matteo.lucchini@polimi.it

cent reviews can be found at Refs.20–22.

In Sec. II, we start by describing the application to
atomic gas targets, to then recall the first pioneering ex-
periments that brought to the extension of these tech-
niques to solids23. Particular attention is given to the
investigation of early dynamics that unfold during the in-
teraction with light. Sections III and IV present the prin-
ciples of the techniques. The current challenges and pos-
sible future developments are discussed in Sec. V, while
the last section contains the conclusions.

II. HISTORICAL OVERVIEW

With the discovery of the high-order harmonic gener-
ation (HHG) process, it became clear that the extreme-
ultraviolet (XUV) radiation emitted during the interac-
tion between an intense IR pulse and a nonlinear medium
could be used to obtain attosecond pulses24–26. This
important discovery set the basis for the birth of at-
tosecond science, whose goal is to resolve the electron
motion in matter on its natural time scale27–29. The
low efficiency of the HHG process (typically of the order
of 10−6-10−7) limits the intensity of standard attosec-
ond light sources. For this reason, attosecond pulses
are usually combined with a portion of the generating
IR pulses in order to perform pump-probe experiments
without compromising the time resolution. First out-
standing results have been obtained with spectroscopic
techniques based on the detection of charged particles.
Typically, a few-fs IR pulse perturbs the system inducing
ultrafast dynamics that are subsequently probed by ion-
izing the sample with attosecond radiation and collect-
ing the energy/momentum distribution of the resulting
photoelectrons (or charged fragments). Despite offering
unique features, such as being momentum-resolved30,31,
giving access to the 3D momentum distribution in the
target frame32,33 and enabling the study of continuum
states34,35, the techniques based on charged particle de-
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FIG. 1. Cartoon of a typical ATAS setup for gas targets. After HHG, the few-fs IR pump pulse and the XUV attosecond
probe are focused (in this case by a toroidal mirror) into a cell containing the gas target. After removing the pump radiation,
typically with a metallic filter, the spectral content of the attosecond probe is recorded by an XUV spectrometer composed, in
its simplest realization, by a dispersive grating and a CCD camera.

tection present some drawbacks. Space charge effects
limit the maximum count rate per laser pulse, rendering
the full exploitation of these techniques with the most
common 1-kHz laser systems a formidable task. In ad-
dition, the relatively strong IR pump field (peak inten-
sities of the order of 1010-1012 W/cm2) can generate a
background via above-threshold ionization, which can be
hard to remove. Being based on photon detection, all-
optical techniques overcome these limitations and offer a
complementary perspective on attosecond dynamics with
the advantage of a generally easier experimental imple-
mentation.

A. Application to gas targets

Transient absorption spectroscopy (TAS) is nowadays
a well-established approach to study ultrafast dynamics
in a variety of samples and temporal regimes36,37. In
brief, a pump pulse initiates the dynamics which is then
followed by monitoring the spectral content of a probe
pulse transmitted through the target (Fig. 1). The first
application of XUV radiation generated via HHG to TAS
was reported in 200738,39 when Loh and coworkers in-
vestigated the strong-field ionization of Xe atoms by an
intense 800-nm pulse. A few years later, three groups
demonstrated independently the possibility to use such a
scheme to obtain attosecond time resolution in TAS40–42,
showing its potential in probing the behavior of bound
states, not always directly accessible with conventional
attosecond spectroscopy techniques43.

These first inspiring experiments started a new branch
in attosecond science, which considerably increased our
understanding of fundamental light-matter interactions

in rare gas atoms36. A variety of relatively recent pub-
lications have addressed absorption of XUV radiation in
noble gases either by using single attosecond pulses or at-
tosecond pulse trains44–49, shining light onto a multitude
of different competing effects in photoionization like sub-
cycle AC Stark shift, light-induced states, electron wave-
packet interference, Fano resonances, Autler-Townes
splitting, and quantum beating (Fig. 2). Additionally,
ATAS provides a robust and precise way to perform time-
delay calibration in pump-probe experiments50.

The employment of attosecond pulses in the XUV spec-
tral region offers the unique possibility to simultaneously
probe optical transitions that involve diverse core levels,
rendering the spectroscopic technique element-specific
and sensitive to coordination chemistry and oxidation
state. These aspects are particularly important when
dealing with more complex targets like molecules and
solids, characterized by a congested photoelectron spec-
trum which hinders the correct application of most of
the standard techniques based on charged-particle detec-
tion. ATAS has thus become one of the most powerful
tools for the study of ultrafast dynamics in molecules.
The first application to a molecular target traces back
to 2016 when ATAS was applied to study vibrational
and autoionization dynamics in H2

51 and N2
52,53. Since

then, ATAS has been used to investigate a plethora of
fundamental physical processes, like conical intersection
in diatomic54 and poliatomic molecules55–57, and charge
migration in SiH4

58. Fostered by the development of
novel laser sources and HHG schemes capable of pro-
ducing energetic XUV photons in a tabletop setup, this
spectroscopic technique has more recently been extended
to the water window59–62, all-XUV schemes63 and liquid
targets64, further proving its versatility and capability to
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FIG. 2. (a) Spectral intensity of a single attosecond pulse transmitted through a dense He target pumped by a delayed IR
few-fs pulse. The light blue lines on the right identify the atomic states accessible by single-photon XUV excitation, while Ip
indicates the ionization potential. The trace presents clear fast modulations and distortions of the atomic lines which can be
explained in terms of optical Stark shift and light-induced states (LIS), (b), as well as “which-way” interference between direct
and IR-assisted XUV excitation, (c). Reproduced from47. ➞IOP Publishing and Deutsche Physikalische Gesellschaft. CC BY
3.0.

disclose ultrafast dynamics in complex systems.

B. Extension to solid samples

Despite transient absorption schemes being more dif-
fused, probably because of the easier experimental setup
and theoretical interpretation (see Sec. III), the first
example of all-optical spectroscopy in solids with har-
monic radiation employed a reflection geometry65. In
their work, Papalazarou and co-workers studied coherent
phonon dynamics in a Bi(111) single crystal by collecting
the reflected harmonic radiation with an XUV photodi-
ode (Fig. 3(a)). The energy-integrated sample reflectiv-
ity (Fig. 3(b)) showed clear oscillations associated with
the A1g phonon mode. R. Géneaux and co-workers have
recently revisited this experiment, using a single attosec-
ond pulse (Fig. 3(c)) and resolving in energy the spectra
of the reflected radiation66. The resulting transient re-
flectivity trace (Fig. 3(d)) shows a rich oscillating signal
that can be decomposed into the contribution of phonon
motion (edge shift), holes photoexcited in the valence
band (VB), and electrons in the conduction band (CB),
thus obtaining a direct view into the energy balance of
this Peierls-distorted system.
Reflectivity schemes have also been relatively early

combined with dispersive targets to study femtosecond
and picosecond magnetism in a HHG-based setup67,68.
Nevertheless, the first experimental extension to the at-
tosecond realm has been obtained in absorption geome-
try by Schultze and coworkers, who used a 4-fs IR pulse
to pump a 125-nm thick SiO2 sample and probed its
response with a 72-as pulse centred around 105 eV69.
By collecting the XUV transmitted spectra as a func-
tion of the pump-probe delay the authors could retrieve

the transient absorbance of the material (see Sec. III),
which showed a clear signal around ∼ 99 eV, correspond-
ing to the L2,3 edge of silicon. This signal lasts only
during the pump-probe temporal overlap and exhibits
a modulation that oscillates with twice the pump pulse
central frequency, ω, (see Fig. 4). This pioneering re-
sult not only proved that a short and intense IR pulse
could be used to induce a reversible polarization, effec-
tively turning an insulator into a conductive state on un-
precedented time scales, but also demonstrated the ca-
pability of ATAS to investigate the elusive strong field
phenomena which unfold during light-matter interaction
(see Sec. II C). The chemical sensitivity, broad-band
probing, and extreme time resolution, made ATAS a
versatile tool, capable of disentangling ultrafast physi-
cal processes in a variety of solid samples29,37,70. Re-
markable examples are: charge transfer in metal oxides
like α−Fe2O3

71 and Co3O4
72, electron, holes and lat-

tice dynamics in semiconductors73–75, metal-to-insulator
transitions (MIT) in vanadium dioxide76, formation of
coherent optical phonons77 and polarons78, core exci-
ton dynamics79 (Figs. 6(a) and 6(b)), ultrafast screen-
ing and localization dynamics in semiconductors80 and
metals81,82, as well as optically-induced spin and momen-
tum transfer in a magnetic system5.

Despite relaxing some big constraints related to the
sample preparation and heat dissipation (see Sec. IV),
HHG-based transient reflectivity experiments took longer
to be extended to the attosecond domain. In 2018, Ka-
plan and coworkers investigated electron and hole dy-
namics in Ge, pumping the sample with 5-fs IR pulses
and probing its reflectivity with an attosecond pulse cen-
tred around M4,5 Ge edge (∼ 29.5 eV, Fig. 5(a))83. By
exploiting the enhanced sensitivity at the critical angle
for total external reflection84 (see Sec. IV), and fitting
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FIG. 3. (a) A schematic representation of the pump-probe experimental setup used in Ref.65. (b) Measured normalized Bi
reflectivity showing the oscillations related to the coherent phonon initiated by the IR pulse. The inset shows its Fourier
transform. (c) XUV probe spectrum (top panel) used in Ref.66 and partial density of states per atom computed with density
functional theory (DFT, bottom panel). (d) Measured energy-resolved static reflectivity of Bi (top panel) and its IR-induced
relative changes obtained by scanning the delay between the pulses over 4 ps. The green dashed line indicates the Fermi
level.Panels (a) and (b) reproduced from65, with the permission of AIP Publishing. Panels (c) and (d) are reproduced from66.
CC BY 4.0.

the transient reflectivity trace with an analytical model,
the authors could retrieve the contribution of electrons,
holes and band shifting, accessing carrier and phonon
thermalization kinetics on a time scale that ranges from
hundreds of fs to few ps (Fig. 5).
Using a similar scheme, Géneaux and collaborators em-

ployed ATRS to study ultrafast core-exciton dynamics in
MgO85 (Figs. 6(c) and 6(d)). Starting from the measured
reflectivity, the authors retrieved the sample absorption
through Kramers-Kronig (KK) relations86, and studied
the physical processes responsible for the ultrafast decay
of the excitonic quasi-particle formed by an Mg 2p hole
and an electron in the material CB. The results show
that these particles have a lifetime of the order of 2 fs,
dictated by Auger decay and coupling with phonons (the
latter being the dominant).
One year later, Lucchini and coworkers studied a simi-

lar ionic insulator, MgF2, realizing the first ATRS exper-
iment to report sub-cycle dynamics and thus extending
the technique to the attosecond domain87 (Figs. 6(e) and
6(f)). Similarly to the experiment in MgO, the authors
measured the reflectivity of a magnesium fluoride single-
crystal around the Mg L2,3 edge and observed a clear
signature of an excitonic state at 54.4 eV (marked with

A and A’ in Fig. 6(e)). The few-femtosecond component
in the differential reflectivity trace (Fig. 6(e)) well com-
pares to the previous results obtained in SiO2 and MgO,
and originates mainly from the optical Stark effect88. As
such, it can be explained with a model where dark and
bright excitons are described by non-dispersive (atomic-
like) states89, and from which it is possible to retrieve rel-
evant information on the quasi-particle, such as its Auger
decay rate or coupling with phonons90. The MgF2 differ-
ential reflectivity further shows a faster component that
oscillates with twice the IR pump frequency, ω. Theo-
retical calculations based on a 1D Wannier-Mott model
could reproduce the measured reflectivity, including the
fast component (Figs. 6(f) and 7(a)). At first sight, a
pure atomic-like model (Fig. 7(b)) seems to fairly repro-
duce the total response, while a solid-like parabolic model
fails (Fig. 7(c)), suggesting that also the sub-cycle exci-
tonic response originates from the optical Stark effect. A
closer inspection, made possible by an absolute calibra-
tion of the pump-probe delay axis91, reveals instead the
opposite scenario. The absolute phase delay of the 2ω
oscillations in the experimental trace (black solid curve
in Fig. 8) shows a V-shaped dispersion reproduced by
the full model (red solid curve in Fig. 8). The crystal-
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(a)

(b)

FIG. 4. (a) IR electric field used to pump the SiO2 sample in
Ref.69. (b) SiO2 transient absorbance obtained by integrat-
ing the transmitted attosecond spectra in a 1-eV wide energy
window centered at 109 eV (blue curve). The transient signal
recovers soon after the temporal overlap and shows clear 2ω-
oscillations correctly reproduced by the theoretical prediction
(red dashed curve). The dashed violet curve on the bottom
shows instead the calculated local density of states (LDOS)
at the position of a Si atom. Reprinted by permission from
Springer Nature Customer Service Centre GmbH: Nature69.
Copyright (2013).

only contribution (gray dashed curve in Fig. 8) shows
a similar V-shaped dispersion but centered around the
bottom of the CB. This particular dispersion gives rise
to a fish-bone structure in the experimental trace which
is linked to the time-resolved dynamical Franz-Keldysh
effect (DFKE)92–94. Calculations performed by consider-
ing only the atomic-like excitonic states (orange dotted
curve in Fig. 8) fail in retrieving the correct phase delay,
even qualitatively. This suggests that the dual nature
(atomic and solid) of the excitonic quasi-particle unfolds
on different time scales. On a few-fs time scale, the ex-
citon dynamics can be fully explained with an atomic
model as dictated by the optical Stark effect. On an
attosecond time scale, instead, the transient optical re-
sponse originates from intra-band motion in dispersive
solid-like states. This example underlines how the ex-
treme time resolution of ATRS can be exploited to dis-
entangle effects previously found to compete in time-
integrated measurements and open new perspectives on
our knowledge of ultrafast carrier dynamics in solids.

C. Sub-cycle charge dynamics

With their extreme time resolution, ATAS and ATRS
offer the unique possibility to disclose the complex
and interlaced physical processes that unfold dur-
ing the interaction with a light pulse95–97. This is

particularly relevant in the strong-field regime where
mechanisms like single- and multi-photon absorption
(Fig. 9(a)), tunnel excitation (Fig. 9(b)), intra-band mo-
tion (Fig. 9(c)), band dressing and formation of Floquet
states (Fig. 9(d)), are expected to compete in defining
carrier injection98. In this complex regime, far from be-
ing completely understood11,12, it is not always possible
to easily determine, a priori, the exact weight and con-
tribution of all the phenomena listed above.
Nevertheless, in certain cases, the dominant light-

matter interaction regime can be predicted starting from
well-known adiabaticity parameters. Remarkable exam-
ples are the Keldysh parameter, γK , and the adiabatic-
ity parameter γa. The former has been derived by con-
sidering quasi-static fields with respect to the electron
dynamics time scale (i.e., pump photon energies much
smaller than the minimal direct band gap) and it is

equal to γK = ω
√
m∗∆/(|e|E0), where ω and E0 are

the field central frequency and amplitude inside the ma-
terial, ∆ and m∗ are instead the material energy gap
and reduced electron-hole mass, while e is the electron
charge. γK is often used to discriminate between mul-
tiphoton absorption (γK ≫ 1) and tunnel excitation
(γK ∼ 1), also in cases where the applicability of the
Keldysh theory is not always clear. The adiabatic pa-
rameter γa is instead defined as the ratio between the
field ponderomotive energy, Up, and the photon energy:
γa = Up/(ℏω) = e2E2

0/(4m
∗
ℏω3). It helps in determin-

ing whether the field is better described by a classical
(γa ≫ 1) or quantum (γa ≪ 1) picture. In between
(γa ∼ 1), the field description transits from classical to
quantum, and its interaction with matter is dominated
by exotic phenomena like the DFKE99, often referred to
as photon-assisted tunneling.
As it is easy to imagine, due to the complexity of the

problem, it is not always possible to resort to a single pa-
rameter to frame the whole interaction regime. In 2021
Heide and co-workers proposed to intersect the prediction
of several well-known parameters and studied a parabolic
two-band model100. Making use of the Keldysh param-
eter γK , the multiphoton parameter M = ∆/(ℏω), the
resonant parameter zR = 2ΩR/ω (where ΩR is the Rabi
frequency), and the Landau-Zener transition probability
PLZ = exp {−2πδLZ} (with δLZ = γK∆/(4ℏω) being the
Landau-Zener adiabaticity parameter), they identified
five distinct interaction regimes which are summarized
in Fig. 10. For weak electric fields (γK > 1) light-matter
interaction is well described by a perturbative multipho-

ton absorption regime (Fig. 10, panel 1 ). If the reso-
nant condition is matched, i.e. if M is an integer (blue
curves in the main panel of Fig. 10), the electron popu-
lation in the CB, ρCB , gradually rises during the interac-
tion, establishing a net residual population of excited real

charges (black curve in Fig. 10 1 ). The interaction at
M = 1 is well described by Rabi oscillations, where the
residual excited population depends on the pulse area.
When the Keldysh parameter approaches unity, the ef-
fect of the strong field can no longer be neglected. Due
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(a) (b)

(d) (e)

(c)

FIG. 5. (a) Schematic of the pumping mechanism used in83 to study electron and hole dynamics in Ge. A few-fs IR pulse
promotes electrons from the material VB to the CB, creating a non-equilibrium distribution whose subsequent fast relaxation
is probed by a single attosecond pulse through a resonant transition at the Ge M4,5 edge. The total transient reflectivity trace,
(b), is then decomposed in the contribution coming from holes, (c), electrons, (d), and rigid energy shift, (e). Reprinted figure
with permission from83, Copyright (2018) by the American Physical Society.

to a strong AC Stark effect, for γK ≪ 1, the resonance
condition is no longer expressed by the blue curves and
carrier-wave Rabi flopping can occur101. The portion of
the diagram where γK < 1 can be divided in four dif-
ferent regions. If zR > 1 and PLZ ≃ 1 the interaction

falls into an impulsive Landau-Zener regime (Fig. 10 2 )
where the electrons are excited back and forth during an
optical cycle, leaving no residual excitation after the in-
teraction with the pulse. The same situation is found for
the region where zR < 1 and PLZ > 0.5, which defines the

non-impulsive Landau-Zener regime (marked with 3 in
Fig. 10). Even if the transition probability is large, the
transition time is longer than the optical cycle, resulting
in a transient ρCB that recovers following the pulse enve-
lope. If PLZ is small, the interaction is instead in an adia-

batic regime, where only intraband motion and excitation

of virtual charges are observed (Fig. 10 4 ). Finally, if
PLZ ∼ 0.5, M > 1 and γK ≪ 1, light-matter interaction
is described by the adiabatic-impulsive Landau-Zener-

Stückelberg regime (Fig. 10 5 ), where the CB excitation
probability is determined by Landau-Zener-Stückelberg
interference between coherent transitions where part of
the electron wave-function is excited while the remaining
stays in the original band.

Even if this categorization is based on a direct-gap two-
band system (top right cartoon in Fig. 10), it can still be
applied to complex materials if a theoretical description
resorting to a local parabolic two-band approximation

is sufficient to explain the dynamics at play. Figure 11
shows a comparison between the known experiments that
employed ATAS or ATRS to study ultrafast charge dy-
namics below the pump-pulse envelope, using the cate-
gorization proposed by Heide and coauthors. For each
experiment, the values of the associated relevant param-
eters are reported in Tab. I. The green star in Fig. 11
(first row in Tab. I) represents the ATAS experiment
in SiO2 performed by Schultze and coworkers and falls
into the adiabatic regime, dominated by intraband mo-
tion. This regime is in agreement with the observed re-
versible transient IR-induced polarization, where the 2ω-
oscillations originates from strong-field phenomena like
Wannier-Stark localization107. By reducing the energy
gap of the material while keeping almost a constant γK
(i.e. keeping the pump field intensity in the same range)
one would expect to enter into the adiabatic-impulsive
Landau-Zener-Stückelberg regime (light orange area in
Figs. 10 and 11), characterized by a non-negligible prob-
ability for tunnel excitation and a permanent carrier in-
jection into the material CB. This regime has indeed been
investigated in 2014 by Schultze and coworkers who ap-
plied ATAS to study the ultrafast optical response of Si
pumped by an intense few-fs IR pulse104 (second row in
Tab. I, black open circle in Figs. 11). Probing the CB
response through the L2,3 Si edge, the authors observed
a transient signal that does not recover after the pump-
probe temporal overlap (left panel in Fig. 12(a)) and orig-
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Material Abs. edge ∆ (eV) γK γa M zR PLZ

SiO2
69 Si L2,3 9.00 0.39 9.17 5.66 14.41 0.03

Si104 Si L2,3 3.40 0.50 2.19 2.19 4.39 0.18

Diamond92 - 7.35 3.00 0.13 4.65 1.55 3.0× 10−10

GaN102 - 3.35 17.67 1.7× 10−3 2.09 0.12 5.7× 10−26

GaAs105 As M4,5 1.42 0.40 1.36 0.89 2.21 0.56

Cr:Al2O3
103 - 5.00 4.70 3.7× 10−2 3.23 0.69 4.5× 10−11

TiS2
106 Ti L2,3 0.23 2.50 1.4× 10−2 0.34 0.14 0.26

SiO2
94 - 9.00 1.05 1.33 5.81 5.55 7.2× 10−5

Ge13 Ge M4,5 0.80 0.76 0.22 0.52 0.67 0.54

Diamond92 VB to CB 42.00 18.29 2.0× 10−2 26.58 1.45 0

SiO2
94 VB to CB 29.50 2.54 0.73 19.03 7.51 1.2× 10−33

TABLE I. Summary of the adiabaticity parameters for the main ATAS and ATRS experiments that investigate ultrafast charge
injection dynamics. All the quantities besides those reported in the last two rows have been calculated by using the minimum
direct energy gap at the high symmetry point Γ. The last two rows consider the actual energy gap probed by the XUV photons
in the related experiment.

inates from field-induced tunneling across the minimum
direct gap. Furthermore, the authors have identified an
upper limit of about 450 as for the carrier-induced band-
gap reduction and electron-electron scattering time by
linking the sub-cycle transient profile of the absorption
edge (right panel in Fig. 12(a)) to the number of injected
electrons into the CB.

A different interaction regime that allows for perma-
nent carrier injection in the CB, but is based on multi-
photon absorption rather than tunneling, should be es-
tablished when the Keldysh parameter γK ≫ 1 (gray
area in Figs. 10 and 11). Mashiko and coworkers used an
almost 100 times weaker few-fs pulse (intensity of about
1010 W/cm2) to study this regime with ATAS in two
wide band-gap materials: GaN102 (orange full square in
Fig. 11) and Cr:Al2O3

103 (violet full triangle in Fig. 11).
By probing directly the CB without the need for a reso-
nant inner level, the authors observed fast oscillations of
the transmitted spectra which are localized in the region
of pump-probe temporal overlap. The period of the oscil-
lations corresponds to integer sub-multiple of the pump
IR cycle, highlighting the presence of excitation processes
that involve the absorption of an integer number of IR
photons. The shortest oscillation period observed in GaN
(Fig. 12(b)) corresponds to 860 as, i.e. the absorption of
3 IR photons, while in Cr:Al2O3 the authors observed os-
cillations with a frequency up to 7ω, largely above 1PHz.
These works suggested the possibility of optically ma-
nipulating real carriers in dielectrics beyond the current
THz operation limit, setting an important milestone for
future high-speed signal processing technologies in the
PHz domain109.

In the last two experiments discussed above, an intu-
itive picture of the photoinjection process can be achieved
with a quantum description of the field (γa ≪ 1 in
Tab. I), while in the SiO2 and Si case the field is bet-
ter thought in classical terms (γa > 1 in Tab. I). When

the field description transits from classical to quantum
(γa ∼ 1), the absorption profile of the material across
the gap exhibits a positive tail into the forbidden region,
induced above-gap transparency and optical sidebands
formation. These features are a direct consequence of
the DFKE, an ultrafast non-resonant process based on
intraband motion of virtual carriers99. ATAS, in com-
bination with wide-gap insulators, offers the possibility
to resolve in time this phenomenon93. In 2016 Lucchini
and collaborators studied the optical response of dia-
mond by probing VB to CB transitions with a 150-as
XUV pulse and pumping the sample with a few-fs IR
pulse centered around 800 nm. The differential absorp-
tion trace shows an oscillating signal that follows the
square of the IR field (Fig. 12(c)) and exhibits a V-shaped
dispersion in energy92. This peculiar phase relation can
be explained within a two-band parabolic model110 and
originates from intraband motion, namely DFKE. More
recently, Volkov and coworkers used a similar scheme
to study the optical response of a 40-nm polycrystalline
SiO2 sample around 30 eV94. The resulting ATAS trace
shows a rich transient signal that oscillates with twice
the pump field frequency and originates from the com-
bined effect of multiple overlapping VB to CB transitions
(Fig. 12(d)). The experiment can be reproduced using
a DFKE model110 and an effective band structure that
describes the response of fused silica, including random-
ized orientation and scattering. The model further shows
that the apex of the V-shaped structure associated with
each individual transition peaks at Up above the band
gap. The branches of the V shape are instead inter-
preted in terms of interference of Floquet-Bloch states
involving absorption of one XUV photon and emission
(upper branch)/absorption (lower branch) of two pump
photons. The energy spacing of the Floquet-Bloch states
determines the aperture (tilt) of the V shape (angle θ in
Fig. 12(d)). Furthermore, in the low-intensity regime, the
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FIG. 6. Experimental, (a), and calculated, (b), transient dif-
ferential absorption trace of a SiO2 nanofilm showing an ex-
citonic signature around 106 eV. Experimental, (c), and cal-
culated, (d), transient differential absorption trace retrieved
from an ATRS measurement of a MgO crystal. Two tran-
sient signals appear at ∼ 58 and ∼ 60 eV, corresponding to
two core-exciton levels that involve a 2p Mg hole. Experi-
mental, (e), and calculated, (f), differential reflectivity trace
showing the attosecond core exciton response in MgF2. In
addition to the few-fs dynamics, in this case, clear 2ω oscil-
lations are visible also in the experimental results. Panels
(a) and (b) are taken from79 and reprinted with permission
from AAAS. Panels (c) and (d) are reprinted with permission
from85, Copyright (2020) by the American Physical Society.
Panels (e) and (f) are reproduced from87. CC BY 4.0.

DFKE model can be interpreted in terms of third-order
susceptibility χ(3), from which it is possible to extract
target specific parameters like the band edges and the
electron-hole reduced mass.
When the central photon energy of a strong light pulse

becomes comparable to the local energy gap between va-
lence and conduction bands, it might not be possible
to frame the interaction in terms of solely real (as in
GaN and Cr:Al2O3) or virtual (as in diamond and SiO2)
charge dynamics. An early example was reported in 2018
by Schlaepfer and coworkers who used ATAS to study the
ultrafast optical response of a 100-nm thick GaAs single
crystal, pumped with an 800-nm pulse, and probed at the
As M4,5 edge at about 41.7 eV105. In this case, the direct

energy gap at Γ (∆ = 1.42 eV, see Tab. I) falls within the
IR pump spectrum, suggesting a possible dominant role
of single-photon excitation. Nevertheless, field effects like
intraband motion cannot be excluded due to the strong
pump intensity (of about 1012 W/cm2, blue open dia-
mond in Fig. 11). The transient absorption spectrogram
(Fig. 12(e)) shows an increased/decreased transmission
in the CB/VB region that lasts longer than the pump
pulse duration and it is associated with direct charge in-
jection across the energy gap. On top of this relatively
slow signal, the ATAS trace shows 2ω oscillations that
are confined to the pump-probe temporal region. While
both inter- and intraband excitation can cause such a
fast modulation of the absorption, their temporal prop-
erties differ (right panel in Fig. 12(e)). A comparison of
the phase delay of the 2ω oscillations as extracted from
the experiment (black curve) and from a two-band model
that includes only inter- (green curve) or intraband ef-
fects (blue curve), proved that the attosecond timing of
the modulations in the CB region is mainly associated
to intraband motion. A detailed theoretical analysis of
first-principle calculations further showed that intraband
motion deeply affects the charge injection mechanism in
GaAs, boosting the residual electron population in the
CB by almost a factor of three. This injection regime96,
possible only with strong pump pulses, was never ob-
served before and suggested a way of achieving optical
control of resonant charge injection on attosecond time
scales. It is thus interesting to investigate how it applies
to other technologically relevant semiconductors, charac-
terized by a more complex relation between the pump
photon energy and the band structure.

Germanium is a remarkable example in this regard.
If compared to GaAs, it is characterized by an indirect
minimal energy gap (∆min = 0.67 eV) and a small direct
band gap (∆ = 0.8 eV) at which tunnel excitation may be
relevant. Nevertheless, there might be other points in the
k space, away from Γ, where the VB-CB distance allows
for resonant excitation. It is therefore hard to predict a
priori which will be the dominant carrier injection mech-
anism if tunnel injection at Γ (as in the Si case) or sin-
gle/multiphoton absorption in its proximity. Inzani and
collaborators recently used ATRS to study the ultrafast
carrier injection in a bulk Ge crystal pumped by a 10-fs
IR pulse with peak intensity IIR = 8×1012 W/cm2. They
probed conduction and valence band dynamics through
excitation from the 3d inner levels at ∼ 29.5 eV (M4,5

edge, see Tab. I). In these experimental conditions, the
excitation at Γ should fall into the non-impulsive Landau-
Zener regime (green open square in Fig. 11), character-
ized by a zero net carrier excitation, Nexc = 0, after
the interaction with the pump pulse. Nevertheless, the
authors observed transient features in the ATRS trace
that increase over time and persist for large values of the
pump-probe delay (Fig. 12(f), left panel), a finding that
is instead consistent with the excitation of real charges in
the CB, as previously observed at longer time scales74,83.
Like in the GaAs case, the optical response of the ma-
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FIG. 7. (a), MgF2 differential reflectivity trace (top panel) calculated with a 1D Wannier-Mott model that includes the Mg
2p states, bright and dark non-dispersive excitonic states and a parabolic conduction band (bottom panel). (b), (c) Same
quantities but calculated considering only the atomic-like excitonic states or the solid-like crystal bands, respectively87. Adapted
from87. CC BY 4.0.
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FIG. 8. Phase delay of the oscillating component in the MgF2

ATRS trace of Fig. 6(e). The experimental results, black solid
curve, are nicely reproduced by the full model of Fig. 7(a), red
solid curve. While the crystal-only contribution, gray dashed
curve (model in Fig. 7(c)), shows a similar dispersion but
rigidly shifted in energy, the exciton atomic-like contribution,
orange dotted curve (model in Fig. 7(b)), fails in reproducing
both the timing and the energy dispersion of the oscillations.
Adapted from87. CC BY 4.0.
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band dressing and formation of Floquet ladder states (blue
dashed curves). Reproduced from98 with kind permission of
Società Italiana di Fisica.

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I:
10

.10
63

/5.
01

76
65

6



Accepted to APL Photonics 10.1063/5.0176656

10

zR < 1zR > 1

PLZ < 0.5
PLZ > 0.5

Carrier-wave Rabi flopping Rabi oscillations

1

3

5

4

2

Impulsive LZ regime

Adiabatic-impulsive LZS regime

Adiabatic regime

Perturbative MP
absorption regime

n = 1

n = 2

n = 3

n = 4
n = 5

0.1 1 10

K

0.1

1

10

M

5

2

3 Non-impulsive LZ regime

4

1

FIG. 10. Map of the interaction regimes individuated by Heide and coworkers100: 1 perturbative multiphoton absorp-

tion, 2 impulsive Landau-Zener, 3 Non-impulsive Landau-Zener, 4 adiabatic and 5 adiabatic-impulsive Landau-Zener-

Stückelberg regime. The five panels present the temporal evolution of the conduction band population ρCB (black curves) and
the Landau-Zener transition probability PLZ (light-blue curves) during the interaction with a 5-fs Gaussian pulse (gray curve).
The cartoon on the top-right corner of the main figure shows the parabolic model used. Conduction and valence bands are
separated by an energy gap ∆. Their slope defines the Fermi velocity vF . For relatively weak fields, intraband motion can be
neglected and the excitation oscillates with the Rabi frequency ΩR. For stronger drivers, intraband motion influences interband
transitions. Reprinted with permission from100, Copyright (2021) by the American Physical Society.

terial is further characterized by 2ω oscillations confined
in the temporal region of pump-probe overlap, suggest-
ing a non-negligible role of intraband motion and other
strong field phenomena. Both the few-fs features and the
fast oscillations could be reproduced by time-dependent
DFT calculations (Fig. 12(f), right panel) which helped
in identifying the carrier excitation mechanisms at play.
Figure 13(a) shows the first Brillouin zone of Ge (black
frame) and the relevant k points which are character-
ized by a Nexc ̸= 0 (colored markers) plus the Γ point
(black marker). Figure 13(b) displays the square of the
pump vector potential while Fig. 13(c) reports the tem-

poral evolution of the normalized electron population for
the relevant families of k points of Fig. 13(b) (same color
coding). As it is possible to observe, the green and or-
ange points show similar behavior, activating early below
the pump pulse envelope and decreasing their contribu-
tion around time zero. The yellow and blue points be-
come relevant at later time, after the pump pulse peak,
and display an oscillating, out-of-phase behavior. The
population at Γ instead follows the IR envelope, going
to zero when the pulse is over, as expected from the
non-impulsive Landau-Zener regime. As the minimum
band gap for the orange and green points matches the
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FIG. 11. Comparison between the main experimental works
investigating ultrafast carrier injection with ATAS and ATRS
as a function of the Keldysh parameter, γK , and of the
multiphoton parameter, M . The resulting charge injection
regime at Γ follows the categories proposed by Heide and
coworkers100. The black dash-dotted line corresponds to a
unitary resonant adiabaticity parameter (zR = 1), while the
black dashed line marks points where the Landau-Zener tran-
sition probability is PLZ = 0.5. Full markers correspond to
insulating wide-gap materials (green star: SiO2

69, blue tri-
angle: diamond92, orange square: GaN102, violet triangle
Cr:Al2O3

103, red triangle SiO2
94), while open symbols rep-

resent experiments with semiconductors or semimetals (black
circle: Si104, blue diamond: GaAs105, brown triangle: TiS2

106

and green square: Ge13). The values of the corresponding rel-
evant parameters are reported in Tab. I. Reproduced from13.

IR photon energy (about 1.56 eV) while the blue and
yellow points are resonant with two-photon excitation,
the different timing of the normalized electron popula-
tion reported in Fig. 13(c) suggests a complex carrier
injection mechanism where one-photon transitions acti-
vate earlier during the interaction, to then decrease in
favor of two-photon excitation. Interestingly, tunnel-
ing does not contribute to the net injection. The au-
thors further performed simulations with a novel theoret-
ical method named dynamical projective operatorial ap-
proach (DPOA)111, which allowed them to increase the
sampling in the k space. Refining the identification of
the relevant k points they could prove that, under these
experimental conditions, charge injection in Ge is domi-

nated by two-photon resonant transitions, and that intra-
band motion has the opposite effect than in GaAs105. By
driving the local bands in and out of resonance, it hinders
multiphoton excitation and reduces the overall carrier in-
jection into the CB. This first application of ATRS to a
semiconductor with sub-cycle resolution thus shows how
this spectroscopic technique can be used to deepen our
understanding of ultrafast charge dynamics in technolog-
ically relevant materials. In tandem with state-of-the-art
calculations, it can provide the required knowledge to en-
able the manipulation of the electronic and optical prop-
erties of matter with light on a time scale faster than
intra- or inter-valley relaxation and set the basis to ex-
tend information technology beyond its current limits.

III. ATTOSECOND TRANSIENT ABSORPTION

SPECTROSCOPY - ATAS

The examples reported in the previous sections show
that ATAS is a powerful tool for the investigation of ul-
trafast dynamics in solids. For a deeper understanding
of the real capabilities of this all-optical technique, we
present here its basic principles, strengths and limita-
tions.

A. Principle of the technique

In its easiest description, the absorption of photons
of energy ℏω into a material is governed by the Beer-
Lambert law, which defines the relationship between the
intensity of the incident, I0(ω), and transmitted, It(ω),
light through the sample:

It(ω) = I0(ω)e
−α(ω)L = T (ω)I0(ω), (1)

where T (ω) = e−α(ω)L is the transmission of the sample,
L is its thickness, and α(ω) its absorption coefficient.
This latter can be expressed in terms of the speed of
light, c, and the imaginary part of the complex refractive
index of the material, ñ(ω) = n(ω) + ik(ω):

α(ω) = 2
ω

c
k(ω). (2)

Given that the refractive index of the material is equal
to the square root of the complex dielectric function,
ε(ω) = ε1(ω) + iε2(ω), the absorption coefficient can be
equivalently written as:

α(ω) = 2
ω

c

ε2(ω)

|ε2(ω)|

√

|ε(ω)| − ε1(ω)

2
. (3)

Within this picture, the absorption of incident photons
inside the target is entirely described by the absorption
coefficient α, which reflects the microscopic interaction
of light with the basic constituents of matter (electrons,
spin, lattice). Nevertheless, as the quantity usually mea-
sured is the transmission, T , the absorption properties
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FIG. 12. (a) Energy derivative of the measured XUV absorbance of a Si pellicle, ∂Abs/∂E, plotted as a function of probe-photon
energy EXUV and time delay between pump and probe pulses104. The right panel reports the temporal evolution of the XUV
transmission (T = 10−Abs) at 100.35 eV (gray, raw signal, red, rolling average), which exhibits a step-like increase synchronized
with the laser electric field oscillations. The inset shows the fit used to evaluate the step rise time. (b) Left panel, ATAS trace
of a 102-nm-thick GaN sample102. The trace shows the deviation of optical density (∆OD) with and without the pump pulse
as a function of the temporal delay. Right panel, transient interband polarization simulated with a multilevel optical Bloch
equation108. (c) Experimental (left) and simulated (right) pump-induced relative changes in the absorbance of a 50-nm thick
polycrystalline diamond sample92. (d) Experimental transient absorption spectra of a 40-nm thick polycrystalline SiO2 film as
measured (left) and calculated with a model based on the DFKE (right)94. The black curve in the left panel shows the phase
delay of the 2ω oscillations obtained by Fourier filtering the spectrogram, while the quantity θ on the right indicates the opening
of the V-shaped structure. (e) Transient absorption trace of a 50-nm thick GaAs single crystal105. The right panel shows the
phase delay of the 2ω oscillations in the CB region as extracted from the experiment (back curve) and calculations that consider
only intra- (blue) and interband (green) transitions. (f) Measured (left) and calculated (right) differential reflectivity trace,
∆R/R, of a single Ge crystal pumped with a few-fs IR pulse at the critical angle for total external reflection (66◦)13. Panel
(a) is adapted from104 and reprinted with permission from AAAS. Panel (b) is reprinted by permission from Springer Nature
Customer Service Centre GmbH: Nature102. Copyright (2016). Panel (c) is from92. Reprinted with permission from AAAS.
Panel (d) is reprinted from94. CC BY 4.0. Panel (e) is reprinted by permission from Springer Nature Customer Service Centre
GmbH: Springer Nature, Nature Physics,105, Copyright ➞2018, The Author(s). Panel (f) is reprinted by permission from
Springer Nature Customer Service Centre GmbH: Springer Nature, Nature Photonics,13, Copyright ➞2023, The Author(s).

are often represented by the absorbance (also called op-
tical depth):

Abs(ω) = α(ω)L = − ln(T ) = ln

(

I0(ω)

It(ω)

)

, (4)

or, equivalently, by the optical density:

OD(ω) = − log10(T ) = log10

(

I0(ω)

It(ω)

)

. (5)

Figure 14(a) shows the absorption profile of Si in the
region between 80 and 200 eV112. At these energies,
the absorption coefficient of Si presents a well-defined
rise (called absorption edge) around 99.62 eV113 (marked
with L2,3 in Fig. 14(a)). This behavior is common to
all the materials and it is observed every time that a
new transition from an inner level up to the first unoc-
cupied states becomes energetically possible. In X-ray

spectroscopy, the different absorption edges are classi-
fied depending on the shell of the initial electronic state,
i.e., K-, L-, M-edges correspond to transitions from the
1st, 2nd, 3rd shell respectively. While photons in the
visible-infrared (VIS/IR) region of the spectrum allow
for electronic transitions from the valence to the conduc-
tion bands of a solid, XUV or soft X-ray (SXR) radia-
tion is capable of reaching the inner electronic shells of
the material, thus gaining element-specificity. In the ex-
ample of Fig. 14(a), the L2,3 edges involve the ionization
of a Si 2p state. It is important to notice that not all
edges are sharp. If a close upper level is available in
the same shell, then the hole created by the XUV can
decay by a fast Auger process mediated by a Coster-
Kronig transition, and the edge appears to be shallow.
This is the case for the Si L1 edge, at about 150 eV,
which originates from a 2s core hole (Fig. 14(c)). The
sharp or shallow nature of an edge has important im-
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FIG. 13. (a) Points in the first Brillouin zone of Ge which
are found to participate to the residual carrier injection in
the experimental conditions of Ref.13. The black dot is lo-
cated at the Γ point. Orange and green dots represent a
family of points where the first energy gap is resonant with
one pump photon, while the minimum gap at the blue and
yellow points is two-photon resonant. (b) Time evolution of
the square of the pump vector potential. (c) Excited electron
population computed by time-dependent DFT at the selected
k-points (same color coding as in (a)) and normalized by the
number of k-points of the same family. Reprinted by permis-
sion from Springer Nature Customer Service Centre GmbH:
Springer Nature, Nature Photonics,13, Copyright➞2023, The
Author(s).

plications for its probing capabilities. As an example,
Fig. 14(b) shows the relative change of the absorption
coefficient, ∆α/α = (α′ − α) /α, obtained by imagining
that the only effect of the pump is to produce a rigid en-
ergy shift of the absorption profile α′(ω) = α(ω− ω̄) with
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FIG. 14. (a) Absorption coefficient of Si around its L2,3 edges.
Data were taken from112. (b) Relative change in the absorp-
tion profile originating from a 10-meV rigid energy shift of the
coefficient α in (a). (c) Auger decaying mechanisms dictating
the lifetime of the core hole involved in the L edges of Si.

ω̄ = 10meV. As it is possible to observe, this produces
a ∆α/α of about 3% around the L2,3 edge, while the L1

edge is almost unchanged.

The broadband spectrum typical of the attosecond
sources, generally allows for probing a wide range of en-
ergies around the absorption edge. According to nomen-
clature from X-ray spectroscopy, the region of the ab-
sorption spectrum in the vicinity of the edge and up to
10−15 eV above it, is called XANES (X-ray Absorption of
Near-Edge Structure). It allows to probe the electronic
occupation of the states lying in the CB114,115. Above
the XANES region, electrons are directly emitted in the
continuum, where they scatter with the electron density
on the surrounding atoms: this region is called EXAFS
(Extendend-edge X-ray Absorption Fine Structure). In
this region, the scattering process is energy-dependent
and modulates the absorption probability, producing an
interference pattern from which the interatomic distances
can be retrieved114.

The possibility of directly probing the electronic occu-
pation of a solid led many research groups to extend the
XUV absorption spectroscopy technique to time-resolved
experiments in a pump-probe fashion. As discussed in
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FIG. 15. Schematic of an ATAS experiment: a few-fs IR pulse
perturbs the system initiating the a dynamics which is probed
by the transmitted XUV attosecond radiation while varying
their relative delay.

the previous section, in a typical ATAS experiment the
system under investigation is excited with a VIS/NIR
few-cycle pump pulse (usually the same pulse driving
the HHG process), triggering ultrafast electron dynamics
which are subsequently probed by the attosecond XUV
broadband pulse (Fig. 15). The probe light transmitted
through the target is then collected with a spectrome-
ter. In order to detect pump-induced changes in the ab-
sorbance of the material, a series of pump-on/pump-off
spectra (i.e., with or without exciting the sample with
the pumping radiation) are collected for different values
of the delay, τ , between the pulses. This allows one to
compute the differential absorbance, defined as:

∆Abs(ω, τ) = Abs′(ω, τ)−Abs(ω) =

= (α′(ω, τ)− α(ω))L =

= ln

(

It(ω)

I ′t(ω, τ)

)

, (6)

where Abs′, α′, I ′t are, respectively, the absorbance,
the absorption coefficient, and the transmitted inten-
sity of the pumped material. We note that the pump-
probe scheme in ATAS can be reverted for the case
of XUV-induced dynamics, as for the core-excitonic
dynamics79,85,87 discussed in Sec. II B.
Whether the chosen observable is absorption or trans-

mission, its sensitivity with respect to a relative change in
the real and imaginary parts of ñ and ε can be estimated
by calculating the sensitivity functions116:

S
(F )
f =

(

f

F

)(

∂F

∂f

)

, (7)

where f equals n, k, ε1 or ε2, while F = Abs or T . For

example, S
(Abs)
n is the sensitivity of the absorbance to the

real part of the material refractive index. In this way, the
pump-induced relative change of the chosen observable F
can be written as:

∆F

F
= S(F )

n

∆n

n
+ S

(F )
k

∆k

k

= S(F )
ε1

∆ε1
ε1

+ S(F )
ε2

∆ε2
ε2

. (8)

Starting from Eqs. (2) and (4), it is trivial to show that

if F = Abs, then S
(Abs)
n = 0 and S

(Abs)
k = 1. The sen-

sitivity with respect to the real and imaginary part of ε
are instead given by:

S(Abs)
ε1 = − ε1

2|ε|

S(Abs)
ε2 =

ε22
2|ε| (|ε| − ε1)

. (9)

Figures 16(a) and 16(b) show the absolute value of the
absorbance sensitivity functions of Ge around its M4,5

edge. Figures 16(c) and 16(d) report instead the values
of the sensitivities for the transmission of a 50-nm thick
Ge sample, which are given by:

S(T )
n = 0

S
(T )
k = −Abs

S(T )
ε1 =

ωL

c

ε2
|ε2|

ε1
√

|ε| − ε1√
2|ε1|

S(T )
ε2 = −ωL

c

ε2
|ε2|

ε22√
2|ε|

√

|ε| − ε1
(10)

Both Abs and T are hence sensitive only to the imagi-
nary part of ñ and to both the real and imaginary part of
ε. Nevertheless, for those materials that can be described
by the Lambert-Beer law, the absorption is usually dic-
tated by ε2, as highlighted by |Sε2 | > |Sε1 | for both T
and Abs. It is worth noting that even if the sensitivi-
ties for the transmission scale linearly with the sample
thickness, T decreases exponentially with an increasing
L, possibly hindering detection (see Figure 17 and the
related discussion). To conclude, we would like to un-
derline that even if the static transmittance is in general
affected by the reflection at the vacuum-solid interfaces
of a finite sample, thin-film effects are less severe in the
XUV spectral region117,118. ATAS experiments are usu-
ally performed at angles close to normal incidence, where
the XUV reflectivity is minimized, while ATRS gives an
appreciable signal only close to the critical angle for to-
tal external reflection, θc (see Sec. IV). Since typically
θc ≫ 0◦ in the XUV, the contribution to ATAS of any
dynamical change in the sample surface reflectivity is, to
a first approximation, negligible.
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FIG. 16. Ge absorbance sensitivity functions with respect to
the real and imaginary part of ñ, (a), and ε, (b) around the
M4,5 edge. (c) and (d) report the same sensitivities but cal-
culated for the transmission T of a 50-nm Ge sample. All the
quantities have been derived by using the complex refractive
index reported in Ref.84.

B. Strengths and limitations

In X-ray absorption spectroscopy, the most direct link
between α(ω) and the electronic band occupation of the
material is obtained when performing measurements at a
K-edge (i.e., transitions from the first core-shell). In this
case, as demonstrated by Sidiropoulos and coworkers119,
the absorbance profile can be immediately fitted by a
function that contains the electronic density of states
(DOS) and, for an electronic system at equilibrium, a
Fermi-Dirac distribution at the given electron tempera-
ture. However, most of the K-edges of the elements in
the periodic table are inaccessible to conventional HHG-
based laser sources (see Sec. VC). For this reason,
besides the work by Sidiropoulos et al., all the ATAS
investigations performed so far have studied the ultra-
fast response of the excited target at L-69,79,104,106, M-
13,73,81,105, or N-edges120–122. However, all these edges
present a multiple-edge structure due to the spin-orbit
splitting of the related core levels, producing an energy
separation of the order of a few eVs or less. As a conse-
quence, the total absorbance of the material can be com-
posed of multiple, overlapping edges, making the inter-
pretation of ATAS data a non-trivial task. Fortunately,
the direct relation between the absorption coefficient and
the imaginary part of the complex refractive index of the
material gives the possibility to disentangle individual
contributions to the total sample absorbance, like in the
work by Zürch et al.73, where carrier relaxation dynam-
ics in Ge have been studied after disentangling the two

overlapping contributions originated by transitions from
the 3d3/2 and 3d5/2 states, responsible for the M4,5 edge
around 30 eV. While the presence of multiple edges in
ATAS thus does not constitute a severe limitation, we
will discuss in the next section how this changes for tran-
sient reflectivity measurements.

ATAS, or in general any kind of absorption-based mea-
surement, is known to be a bulk-sensitive spectroscopic
technique. A first consequence of this property is that
absorption spectra exhibit a low sensitivity to sample in-
homogeneity and impurity, because the total response
is averaged over the whole volume of the probed mate-
rial. Furthermore, the technique is also poorly sensitive
to the surface quality of the sample. This may be seen
as an advantage, since surface roughness as well as con-
tamination of the surface layer would not greatly affect
the overall absorption of the material. While in gen-
eral allowing for an easier fabrication and preparation
of the samples surfaces (a great advantage with respect
to reflectivity measurements), the bulk sensitivity poses
some serious limitations on the sample thickness. As in
ATAS pump and probe pulses have considerably differ-
ent photon energies, the two colors will propagate inside
the material with different group velocities. If the sam-
ple is too thick, the total delay accumulated between the
two pulses can be comparable to the typical time scale of
the dynamics under investigation, possibly hindering its
correct observation. Nevertheless, the most severe lim-
itation on the sample thickness comes from the strong
light-matter interaction in the XUV/SXR energy range.
By considering the exponential decay given by Eq. (1),
one obtains that the transmitted light intensity drops by
roughly 70% already in the first 100–150 nm for almost
any kind of material. As a direct consequence, it is ex-
tremely hard to study samples thicker than ∼ 200 nm
with ATAS because not enough photons will be trans-
mitted. At the same time, if the sample is too thin (e.g.
a monolayer), the absorbance gets smaller and eventu-
ally negligible compared to that of the substrate. While
in static experiments this condition might still be ac-
ceptable, detecting pump-induced signals for very thin
samples could constitute a rather challenging task.

As an example, Fig. 17(a) reports the change in ab-
sorbance of Si, caused by a 10-meV rigid energy shift of
its absorption profile around the L edges (the associate
∆α/α is plotted in Fig. 14(b)). To get a ∆Abs of the
order of a few percent (the typical minimum value that
can be detected), the sample thickness needs to be in the
hundreds of nm range. The associated transmission T ,
though, quickly decreases as ∆α increases (Fig. 17(b)).
Figure 17(c) shows an energy cut around the maximum
value of ∆Abs, located at 100.4 eV, just after the L2,3

edges. To observe a change in absorbance of the same
amplitude as the associated change in α (i.e. 3%, see
Fig. 14(b)), the sample needs to be almost 238-nm thick,
with a transmission of only 7% (light blue dashed curve
in Fig. 17(c)). Therefore a good balance between max-
imizing ∆α while maintaining a reasonable photon flux
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FIG. 17. (a) Changes in the absorbance of Si, ∆Abs, around
the L edges, originating from a rigid 10-meV energy shift of
the absorption profile of Fig. 14(a), and plotted as a function
of energy and sample thickness. (b) Associated transmittance
T . (c) Energy cut at the position of the local absorption
maximum in the proximity of L2,3 Si edge (i.e. at 100.4 eV).

on the detector should be carefully considered.

The above example also underlines a lower limit to the
sample thickness L. As further discussed in Sec. VA,
the usual experimental noise floor in attosecond spec-
troscopy ranges around the 1% level. To get a variation

of ∆α = 0.01, around the L2,3 Si edge, i.e. the best case,
80 nm of material are needed (Fig. 17(c), gray dashed
curve). This simple example suggests that the use of
ATAS to investigate electron dynamics in very thin sam-
ples approaching the few-layer thickness might be of dif-
ficult, if not impossible, implementation. Nevertheless,
we would like to stress that the results obtained in this
analysis are strictly dependent on the specific sample un-
der investigation (in particular, its absorption coefficient
in the chosen energy range) and the amplitude of the
simulated dynamics. Considering a material with higher
absorption or larger pump-induced modification of its op-
tical properties, as for the case of strong-field excitation
regimes, could result in detectable ATAS signals for sam-
ple thicknesses down to a few tens of nm (see examples
in Sec. II C).

To conclude, current ATAS experiments are limited
to a relatively narrow range of sample thickness, from
a few tens to a few hundreds of nm (typically up to
∼ 200 nm). This has two main drawbacks: (i) high-
quality samples are not easily available with the required
thickness and, (ii) heat dissipation is not efficient. The
latter constitutes one of the main limitations of the tech-
nique. The poor stability of standard high-harmonic
sources and the slow detection systems available, often
force the use of high-intensity pumps, close to the mate-
rial damage threshold, to obtain detectable signals of the
order of ∆Abs ≥ 0.01 and overcome the noise floor. This
badly matches the requirement for thin, free-standing
samples, which cannot easily dissipate the deposited ther-
mal energy (see Sec. VA). Unwanted effects like thermal-
induced accumulated damage, or heat-induced artifacts
in the absorption spectrum (see the work of Zürch et
al.73 for a clear example) can affect ATAS experiments
for much lower pump intensities than for the case of bulk
samples. In some cases, this problem has been solved
by reducing the laser repetition rate below the kHz, to
be able to perform the experiment (e.g, Ref.76). There-
fore, unless accompanied by a noise level reduction (see
Sec. VA), the current tendency to increasing the repe-
tition rate of the high-harmonic sources (see Sec. VC)
might not be beneficial, or even negatively impact the
study of strong-field phenomena with ATAS.

IV. ATTOSECOND TRANSIENT REFLECTION

SPECTROSCOPY - ATRS

While potentially carrying the same information, in
certain cases the light reflected by a sample may be a
better probe than its transmitted counterpart. In the fol-
lowing, we introduce the principles of ATRS, discussing
in detail its strengths and weaknesses.
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A. Principle of the technique

A correct interpretation of the transient optical proper-
ties of a system out of equilibrium stems from a detailed
knowledge of its equilibrium (or static) properties. In
ATAS, the sample is usually placed at normal incidence
and does not modify the beam path of the attosecond ra-
diation. The static absorption can thus be measured with
relatively high precision by moving the sample in and out
the beam path and acquiring the incoming, I0(ω), and
transmitted, It(ω), spectra in close sequence to obtain
the equilibrium transmission T0(ω) = It(ω)/I0(ω). Ide-
ally, one would follow the same approach in reflectivity
measurements, where the static reflectivity is given by
the ratio between the reflected and incident beam inten-
sities, R0(ω) = Ir(ω)/I0(ω). Nevertheless, ATRS exper-
iments are performed with a finite incidence angle, θin,
with respect to the surface normal (Fig. 18). Therefore,
removing the sample would deviate the path of the in-
coming radiation, rendering the direct detection of I0(ω)
impossible unless a complex XUV spectrometer capable
to be precisely moved in vacuum is employed. An alterna-

IR

Delay

XUV

Sample

Reflected beam

θ
in

FIG. 18. Schematic of an ATRS experiment: a few-fs IR
pulse induces a perturbation of the system which is probed
by the reflected XUV attosecond radiation while varying their
relative delay. In this case, the incident angle θin is usually
different from zero.

tive approach consists in collecting, in addition to the re-
flected beam intensity Ir(ω), also the radiation reflected
from a calibrated sample, Ical(ω), subsequently placed in
the same position and with the same angle θin. This ap-
proach is simpler to implement as it is usually possible
to place both the calibration and unknown samples close
by on the same holder91. To further reduce the required
movements and associated possible measurement errors,
the calibration material can be deposited on a portion
of the unknown sample area87. Following this approach,

the sample static reflectivity is thus given by:

R0(ω) =
Ir(ω)

Ical(ω)
Rcal(ω), (11)

where Rcal is the known absolute reflectivity of calibra-
tion sample, which can be computed from its complex
refractive index.
From a theoretical perspective, both the reflection and

absorption of light incident onto an interface between two
different optical media is generally described by the Fres-
nel equations. Derived for a macroscopic system at equi-
librium, they have been found to hold also at extreme
temporal and spatial scales123. They define the relation-
ship between the incident, reflected and transmitted elec-
tric fields at the interface, as a function of θin and the
complex refractive indices of the two media, ñ1 and ñ2.
Considering the case of s-polarized light, the fraction of
light intensity that is reflected at the interface, Rs, can
be written as:

Rs = |rs|2 =

∣

∣

∣

∣

ñ1 cos (θin)− ñ2 cos (θtr)

ñ1 cos (θin) + ñ2 cos (θtr)

∣

∣

∣

∣

2

, (12)

where rs is the Fresnel coefficient for the reflected s-
polarized light, and θtr is the angle of transmission.
Using the well known Snell equation ñ1 sin(θin) =
ñ2 sin(θtr) and treating a vacuum-solid interface (i.e.
ñ1 = 1) we can write:

Rs =

∣

∣

∣

∣

∣

∣

cos (θin)−
√

ñ2
2 − sin (θin)

2

cos (θin) +
√

ñ2
2 − sin (θin)

2

∣

∣

∣

∣

∣

∣

2

. (13)

For p-polarized light, the reflectivity in vacuum is instead
given by:

Rp = |rp|2 =

∣

∣

∣

∣

∣

∣

√

ñ2
2 − sin (θin)

2 − ñ2
2 cos (θin)

√

ñ2
2 − sin (θin)

2
+ ñ2

2 cos (θin)

∣

∣

∣

∣

∣

∣

2

. (14)

The above equations assume the two optical media to
be homogeneous and isotropic, while the surface is sup-
posed to be infinitesimally thin and flat. If the latter
is not the case, the surface roughness can be considered
by introducing a correction term called the Debye-Waller

factor e−σ2q2 , which models light attenuation due to scat-
tering processes at the interface characterized by a rough-
ness σ and a scattering vector q = 4πλ sin (θin)

124.
The direct relationship between Rs (Rp) and the com-

plex refractive index of the material, ñ2(ω), suggests the
possibility of accessing the physical quantities describing
the optical response of the sample through reflectance
measurements. However, the phase information on the
Fresnel reflection coefficient is lost while measuring Rs,
rendering impossible a direct inversion of Eq. (13) to ex-
tract both the real and imaginary part of ñ2. If the reflec-
tivity of the material is known on a broad energy range,
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a possible solution consists in writing rs =
√
Rse

iφ, and
apply the KK relations to obtain the pseudo-phase86:

φ(ω) =
1

π

∫

∞

0

ln

∣

∣

∣

∣

ω′ + ω

ω′ − ω

∣

∣

∣

∣

d ln {Rs(ω
′)}

1

2

dω′
dω′, (15)

from which the real and complex part of ñ2 can be com-
puted. Unfortunately, this approach requires knowing
the reflectivity of the sample in the whole positive fre-
quency axis, as truncating the integral in Eq. (15) may
introduce artifacts. When this is not possible, an alter-
native route consists of collecting reflectance spectra at
different angles of incidence and applying a fitting proce-
dure based on Eq. (13) to have a well-posed mathemat-
ical problem. Multi-angle reflectivity measurements are
indeed commonly performed to characterize the optical
response of the material in various spectral regions, from
the VIS/NIR up to the XUV range. A clear example is
the study performed by Kaplan et al. to extract the com-
plex refractive index of germanium at energies covering
the M4,5 absorption edge84.
In ATRS, the transient changes induced in the optical

properties of the material by the pump are probed by col-
lecting the reflected attosecond radiation while scanning
the relative delay between the pulses. The results are
often reported in terms of differential reflectivity, defined
as:

∆R

R
=

R′(ω, τ)−R0(ω)

R0(ω)
, (16)

where R′ is the reflectivity of the pumped material. As
discussed for the absorbance and transmission, ∆R/R
can be equivalently written using the sensitivity func-
tions:

∆R

R
= S(R)

n

∆n

n
+ S

(R)
k

∆k

k

= S(R)
ε1

∆ε1
ε1

+ S(R)
ε2

∆ε2
ε2

, (17)

which can be calculated as:

S
(R)
f =

f

Rs

∂Rs

∂f
= 2

f

Rs
ℜ
{

r∗s
∂rs
∂f

}

, (18)

where r∗s is the complex conjugate of rs and f is either
n, k, ε1 or ε2. Equivalent quantities can be defined for
p-polarized light. With this approach, it is possible to
show that:

∂rs
∂ε1

=
− cos (θin)

√

ñ2 − sin (θin)
2

1
[

cos (θin) +

√

ñ2 − sin (θin)
2

]2 .

(19)
Furthermore, due to the fact that ñ2 = ε,

∂rs
∂ε1

= −i
∂rs
∂ε2

=
1

2ñ

∂rs
∂n

=
−i

2ñ

∂rs
∂k

, (20)

which allows to compute the four sensitivities starting
from Eq. (19).

Figure 19 reports, as an example, the sensitivity func-

tions S
(R)
n , S

(R)
k , S

(R)
ε1 , and S

(R)
ε2 calculated for Ge as a

function of XUV photon energy and incidence angle84.

The first thing to observe is that S
(R)
n and S

(R)
ε1 are one
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FIG. 19. Sensitivity functions S
(R)
n , (a), S

(R)
k , (b), S

(R)
ε1 , (c),

and S
(R)
ε2 , (d), calculated starting from the Ge complex re-

fractive index reported in84, as a function of photon energy
and angle of incidence. The critical angle for total external
reflection (black dotted curve) follows a region of local min-

imum for S
(R)
k and S

(R)
ε2 , while indicating the onset of large

values of S
(R)
n and S

(R)
ε1 .

order of magnitude larger than S
(R)
k and S

(R)
ε2 . Following

Eq. (19), this indicates that reflectivity measurements
are generally more sensitive to the real part of ñ and
ε. It is worth noticing that, at the critical angle for to-
tal external reflection, θc = arcsin (n2/n1) (black dotted

curves in Fig. 19), S
(R)
k and S

(R)
ε2 approach zero, while

S
(R)
n and S

(R)
ε1 are close to their maximum. Measure-

ments performed at θc are therefore mostly insensitive to
variations of the imaginary parts of ñ and ε, helping their
interpretation. This often makes θc the angle of choice
to perform ATRS.

As discussed in Sec. III, ∆Abs is mainly related to
the imaginary part of the refractive index (and of the
material dielectric function, Fig. 16). As a consequence,
transient absorption features can be directly mapped to
vertical electronic transitions. Even at θc, the non-linear
dependence of ∆R/R on ñ (and ε) is responsible for the
fact that resonant transitions do not give sharp features.
Thus, the value of ∆R/R at a fixed energy value may
depend on electronic excitations which lie far away in
energy. Nevertheless, if both R′ and R0 are known on a
reasonably wide energy axis, KK relations can be applied
also to time-resolved measurements, as discussed for the
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case of the static reflectivity. In such a case, reflectivity
data can be translated in absorption properties, simplify-
ing the interpretation (see Ref.85). To achieve instead a
complete knowledge of the full, time-dependent complex
dielectric function of the sample, alternative approaches
must be devised (see Sec. VB).

B. Strengths and limitations

While it is clear that the need to control and change
the light incidence angle makes the experimental setup
for transient reflectivity more complex, ATRS certainly
relaxes all the limitations related to the sample thick-
ness. In fact, it allows investigating both bulk solids and
thin layers deposited on substrates. Nevertheless, it is
worth noticing that reflectivity measurements require a
higher surface quality with respect to transmission-based
techniques. If the sample surface roughness is too high,
the incoming light is mostly scattered rather than re-
flected, and ATRS cannot be performed. Furthermore,
the surface sensitivity of the technique makes it more
susceptible to contamination or oxidation. To avoid pos-
sible severe artifacts, samples may require in situ prepa-
ration under ultra-high vacuum (UHV, ∼ 10−9 mbar) as
done in photoemission experiments. The bulk sensitivity
of ATAS makes this technique generally more forgiving
than ATRS in terms of sample surface quality, allow-
ing for ex-situ preparation and low high-vacuum (HV,
∼ 10−6 mbar) working conditions. Nevertheless, the op-
timal sample preparation procedure and vacuum level
strongly vary with the sample thickness, its surface chem-
ical reactivity, and the physics under scrutiny (see for ex-
ample the effect of surface oxidation in the ATAS mea-
surements performed in Ref.81). Therefore, depending
on the target, ultra-high vacuum standards and complex
sample preparation procedures may be needed.
Despite not all materials can be manufactured with

optical-quality surfaces, the surface sensitivity of ATRS
does not constitute only a technical limitation. As dis-
cussed in the previous section, the current detection sys-
tems make ATAS not suitable for the study of nanomet-
ric samples. Instead, the signal generated by the reflec-
tion from a very thin layer deposited on a substrate is
measurable even for a thickness that approaches the sin-
gle atomic layer. In Fig. 20(a), we report the simulated
reflectivity of a WSe2 sample of variable thickness, de-
posited on a SiO2 substrate. The angle of incidence is
chosen to be 75◦ with respect to normal incidence, while
the XUV light is s-polarized. The energy region plotted
covers the N6,7 and O2,3 edges of W (violet and brown
dash-dotted lines, respectively) and the M4,5 edges of Se
(gray dash-dotted lines)113. As expected, the electronic
transitions do not translate into sharp edges as in the
absorption spectra (Fig. 20(b)), but rather in extended
modulations of the reflectivity. Remarkably, these fea-
tures are visible down to the monolayer case (0.5 nm,
red curve in Fig. 20(a)), up to a 10% relative change
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FIG. 20. (a) Simulated reflectivity for thin WSe2 layers of
diverse thickness, deposited on a SiO2 bulk substrate. The
light is s-polarized and θin = 75◦. The reported photon en-
ergy region covers the N6,7 and O2,3 edges of W (violet and
brown dash-dotted lines, respectively) and the M4,5 edges of
Se (gray dash-dotted lines)113. (b) Average absorption of a
WSe2 layer of variable thickness, deposited onto a 50-nm SiO2

substrate. Reflectivity and absorption data for both materi-
als are taken from Henke database125.

compared to the substrate, enabling their detection with
current ATRS setups. Moreover, it is important to stress
that the optical response of bulk WSe2 (blue curve in
Fig. 20(a)) coincides with the one of the 20-nm thick
sample (dashed ciano curve in Fig. 20(a)) — a direct
consequence of small penetration depth of XUV light in
this material at 75◦ (around 5 nm, as found in Ref.112).
The same does not hold for the absorption properties.
The average absorption of a 0.5-nmWSe2 layer deposited
onto a relatively thin (50-nm) SiO2 substrate (red curve
in Fig. 20(b)), is almost identical to the one of the bare
SiO2 substrate (black dotted curve in Fig. 20(b)), with
relative changes below 2%. While a detailed description
of the optical properties of 2D materials goes beyond the
scope of this work, it is important to stress that the way
absorption and reflectivity are modelled at the mono-
layer limit may change from what reported in Sec. III
and Sec. IV126.

The possibility to work with samples of arbitrary thick-
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nesses constitutes one of the main advantages of ATRS.
The fabrication process of bulk crystals is in general more
reliable and robust with respect to the realization of very
thin layers, affecting the light-induced physical processes
on ultrafast time scales74. For example, while high-
quality bulk diamond crystals are commercially available,
thin samples can be easily found only in a polycrystalline
form, hindering a study of the effect of the crystal orien-
tation. It is always possible to start from a bulk material
and mechanically reduce its thickness (e.g. by ion beam
milling), but this route can be extremely expensive and
time-consuming when dealing with hard materials (e.g.
diamond). In addition, the crystalline quality may be
reduced during the process. Lastly, any thermal effect
produced by the interaction with an intense pump pulse
is better mitigated in bulk samples (or thin samples that
are deposited on a thick substrate with good heat con-
duction), as in the case of Ge investigated in absorption73

or reflection geometry13,83. In case of weak pumping, an
efficient heat dissipation allows increasing the repetition
rate, thus potentially reducing the measurement noise
(see Secs. VA and VC).

One of the advantages of ATAS discussed in Sec. III B
is the direct relationship between the absorption spec-
trum of a material and its unoccupied density of states,
mapping the momentum-integrated band structure for all
the electronic transitions satisfying the selection rules.
For ATRS, instead, the Fresnel coefficient in Eq. (13)
defines the complex link between the reflectance spec-
trum and the optical response of the material. As dis-
cussed before, the non-linear relation between R and ñ
prevents a direct assignment of spectral features in a re-
flectance spectrum to specific areas of the band structure.
The same holds for transient reflectivity data, whose less
direct interpretation constitutes the major limitation of
the technique. Unfortunately, time-resolved multi-angle
measurements are extremely costly from an experimen-
tal point of view. Therefore, this approach cannot be
easily implemented with ATRS measurements. The sec-
ond approach we discussed, based on KK analysis, is also
hard to implement with pump-probe data, as it requires a
priori information on the transient response of the mate-
rial over a broad energy range (usually larger then what
experimentally measured). In the visible range, varia-
tional approaches have been implemented to overcome
this limitation117,127. However, their extension to the
XUV range is not straightforward. These methods are
based on the sensitivity of the measured spectra on n
and k. If the measurements are performed at the critical

angle θc, S
(R)
k goes to zero and the variational approach

cannot be applied. An incidence angle smaller than θc
may give enough sensitivity (Fig. 19), at the cost of a
lower ∆R/R detected. Thus, further technical develop-
ments are required to reach full knowledge of the time-
dependent optical constants (see Sec. VB).

Lastly, for those materials where pump and probe
pulses experience a substantially different ñ, the surface
sensitivity of reflection-based spectroscopy may seriously

challenge our description of the vacuum-solid interface.
While in absorption one can account for the walk-off be-
tween the two beams by coupling the single-cell response
with Maxwell equations while treating the sample surface
as infinitesimally thin, the situation for the case of reflec-
tion is more complex. Remarkable examples are those
materials that are transparent to the pump at the crit-
ical angle for the probe. In this case, indeed, the probe
forms an evanescent wave in the solid that does not prop-
agate in the direction perpendicular to the sample sur-
face, while the pump does. The associated macroscopic
system response may thus be impossible to directly com-
pare with single-cell calculations, asking for more com-
plete and time-consuming modeling of light-matter inter-
action at the interface. Depending on the complexity of
the system and the number of edges involved, this may
challenge the accurate interpretation of the attosecond
timing of the system response with ATRS. Nevertheless,
we believe that this current limitation is rather to be
seen as a possible opportunity to investigate light-matter
interaction on nanometric and attosecond scales, going
beyond our macroscopic description of a solid.

V. CHALLENGES AND FUTURE DIRECTIONS

Despite the increasing interest in all-optical spectro-
scopic techniques, their extension to attosecond light
sources so far did not show the same performances
reached in the visible range, where signals of the order of
∆OD ∼ 10−5 − 10−6 can be routinely detected. In this
section, we discuss some of the present challenges to be
faced, the possible workarounds so far devised, and some
directions to be explored in the future.

A. Experimental noise suppression

The HHG process is highly nonlinear. For this rea-
son, any instability in the generating field is enhanced
in the XUV attosecond radiation. As an example, any
intensity fluctuation of the driving radiation can deter-
mine both an energy shift and an intensity change in
the XUV spectrum128. Due to the diverse generation
schemes adopted, it is not easy to find a unique relation to
translate the driving field instabilities into measurement
noise. Nevertheless, one can fairly state that discrete
harmonics are less affected by energy fluctuations of the
driving laser than single attosecond pulses, as these lat-
ter require more complex generation schemes, that may
introduce other sources of instability129. Furthermore,
single attosecond pulse generation is also usually sensi-
tive to the carrier-envelope phase (CEP) of the driving
pulses, in a fashion that depends on the specific gating
scheme employed. Any CEP fluctuation can lead on its
own to significant changes in the spectral amplitude of
the attosecond radiation, ultimately introducing severe
modulations if the CEP is so unstable to cause the gen-
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eration of multiple attosecond pulses. These changes in
the XUV spectral power are detrimental to all-optical
measurements, since any unwanted variation results in
measurement artifacts (noise).

To minimize the noise contribution coming from spec-
tral fluctuations, the customary solution in both ATAS
and ATRS is to implement referencing techniques128. As
introduced in Sec. III, a mechanical shutter (or chopper)
blocks the pump beam periodically, allowing the acqui-
sition of reference pump-off spectra. This periodic mod-
ulation of the pump signal allows to reject noise contri-
butions with a characteristic frequency smaller than the
inverse of the chopping period. Therefore, to maximize
noise rejection, large chopping frequencies are beneficial.
The ultimate frequency limit of this approach is half the
repetition rate of the laser source, i.e. at least one laser
shot per shutter status must be acquired. However, in
typical ATAS and ATRS experiments, this limit cannot
be reached. First, the flux of HHG sources is usually
low compared to what can be obtained in other spec-
tral regions (HHG conversion efficiency is typically be-
low 10−5–10−6), and it is further decreased by the inter-
action with the sample, whose transmission or reflection
coefficient is typically small. Thus, to fully exploit the
dynamical range of the detector, integration over multi-
ple laser shots is required, decreasing the chopping rate.
In addition, even if the source flux were high enough,
a hard boundary is represented by the readout time of
detectors. Typical readout times are about 20ms, thus
limiting the maximum chopping frequency to 25Hz, un-
less either the spectral span or the signal-to-noise ratio
is sacrificed. This made it so far impossible to apply
lock-in detection and boxcar integration, which are in-
stead fundamental for spectrally-integrated acquisition
schemes130. The combined effect of the poor stability
and low efficiency of HHG sources, together with the slow
readout time of detectors, makes it quite challenging to
detect signals with ∆OD < 10−3, while ∆OD ≲ 10−5

can be reached by transient absorption measurements in
the optical spectral region131,132.

Since the amplitude of transient features typically de-
pends on the pump intensity, the limited sensitivity of
ATAS and ATRS forces the employment of high pump
fluences, approaching the damage threshold of the inves-
tigated sample. So far, this limited most of the ATAS and
ATRS experiments to the strong-field regime69,92,104,105,
hindered the investigation of thin layers, and made ther-
mal load management in ATAS critical73. Moreover, it
made the study of low-excitation regimes, such as those
involved in photovoltaics, or in electronic and structural
phase transitions133, a hard task, thus limiting the appli-
cation range of these techniques.

To overcome these limitations, several noise suppres-
sion methods were devised. They can be divided into two
classes: the first relies on more complex detection sys-
tems, while the second focuses on post-processing analy-
ses. For the former category, the core idea is to acquire
a simultaneous reference signal (e.g. the spectrum of the

(a)

(b)

(c)

FIG. 21. Experimental setups for noise reduction. (a) A
properly designed copper-mesh TEM grid diffracts the XUV
probe beam. The zeroth diffraction order interacts with the
sample, while one of the first order diffraction beams is de-
tected as a reference. Reproduced from134, with the per-
mission of AIP Publishing. (b) The specular reflection of
a diffraction grating interacts with the pumped sample, and
is subsequently analyzed by an XUV spectrometer. The first
diffraction order, instead, is steered to the same CCD camera
by grazing incidence optics, serving as a reference beam. Re-
produced from135. CC BY 4.0. (c) A thin Si3N4 membrane
in close proximity of the sample acts as an XUV beam split-
ter. The reflected radiation gives the reference beam, while
the transmitted portion interacts with the sample and is then
transmitted by the membrane. Reproduced from136. CC BY
4.0.

incoming radiation) to be able to distinguish between
pump-induced variations and spectral fluctuations of the
laser source. This approach, which is straightforward
in the visible and near-infrared spectral regions131,132

where beam splitters are commercially available, can be
extended to the XUV spectrum. For absorption measure-
ments, one possible implementation consists of diffracting
a portion of the beam with a properly designed copper-
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mesh grid for transmission electron microscopy (TEM)134

(Fig. 21(a)). After the diffractive optical element, only
the zeroth-order beam interacts with the sample. Then,
both the zeroth- and first-order beams impinge on the
same grazing-incidence diffraction grating and are ac-
quired by the same charge-coupled device camera. By
properly calibrating the acquisition scheme, accounting
for the non-uniform diffraction efficiency of the grid,
and for possible spatial inhomogeneities in the detector,
a direct referencing of the measured XUV spectrum is
obtained134. Another possibility is to use, as a diffrac-
tive optical element, a plane grazing-incidence diffrac-
tion grating for XUV radiation137. Also in this case,
the zeroth-order specular reflection is used as a probe
beam, while the first-order diffracted beam can be ei-
ther directly imaged by a dedicated detector137 or steered
with grazing-incidence mirrors to the same camera135

(Fig. 21(b)). In both cases, direct referencing is achieved
after accounting either for differences in the two detec-
tors or for the reflectivity of additional grazing-incidence
optical elements. In a reflectivity geometry, instead,
precise and absolute measurements have been obtained
by placing a thin Si3N4 membrane in close proximity
(within the Rayleigh range of the XUV focus) and par-
allel to the surface to be probed136 (Fig. 21(c)). The
thin membrane acts as a beam splitter for XUV radi-
ation: the transmitted portion impinges on the sample
surface and is transmitted again by the membrane, while
the specular reflection of the membrane gives the ref-
erence beam. Despite being technically challenging, this
method proved a sensitivity almost comparable with that
achieved at synchrotron radiation facilities, and its ex-
tension to pump-probe measurements is envisioned136.
These schemes, which have already been exploited to
measure ultrafast magnetization138 and coupled elec-
tronic and structural133 dynamics, in principle allow di-
rectly measuring the shot-to-shot spectral fluctuations.
However, this comes with a considerable increase in the
complexity of the experimental setup and a further re-
duction of the XUV photon flux.

Tackling the same problem from a different perspec-
tive, post-processing noise reduction methods can help
decreasing the noise level. The main observation, in this
case, is that the noise contribution in the optical density
can be mainly written as a multiplicative noise factor
and an additive noise term139. As the former is typically
much smaller than the signal to be measured, thus being
negligible, noise reduction algorithms focus on the ad-
ditive contribution, related to XUV spectral variations.
Since fluctuations in the HHG spectra are strongly cor-
related to the parameters of the driving field as the input
laser energy, monitoring its changes with a photodiode al-
lows partially compensating their effect128. In particular,
Volkov et al. demonstrated the intensity-dependent non-
adiabatic blueshift of the driving field in the gas cell to be
the dominant noise contribution in XUV spectra128. An
alternative approach is to take advantage of the strong
correlations between different wavelengths in the XUV

radiation. This allows to relate the noise contributions
in a certain spectral range to fluctuations in a different
one by the so-called correlation matrix between different
pixels of the detector. Typically, it can be determined by
measuring pump-off spectra in close sequence (also called
calibration dataset) as in this configuration any resid-
ual signal in the optical density map comes from noise.
A possible method, dubbed edge-pixel referencing139, is
based on the assumption that there exists an energy
range with non-negligible spectral intensity but without
any pump-induced signal, called the edge-pixel region. In
this case, starting from the calibration dataset, one can
compute the correlation matrix, which relates noise con-
tributions in the edge-pixel region to fluctuations in any
other energy range, enabling efficient noise removal from
the measurement itself. This method led to a five-fold
reduction of correlated noise and already proved to be
applicable to standard ATAS139 and ATRS13,66 schemes
without any additional modification. The main drawback
of the edge-pixel referencing method is that it requires a
region free from pump-induced features, otherwise arti-
facts will be mapped at different energies by the corre-
lation matrix. The adaptive iteratively reweighted prin-
cipal component regression method140 (airPCR) solves
this issue. The method is based on the identification of
a limited set of linearly independent principal compo-
nents that describe the calibration dataset and thus the
correlated noise. The noise contribution to the pump-
probe measurement can then be determined by perform-
ing a fit based on the components. A re-weighting al-
gorithm allows iteratively evaluating whether each pixel
is free from pump-induced features or not, changing the
pixel interval on which principal components are fitted
and reducing the risk for creating of artifacts. The main
challenge in airPCR is to find an optimal exit condition
for the iterative algorithm. This method allows reaching
∆OD < 10−3 without any prior assumption on the en-
ergy span of the pump-induced features140, which in the
case of ATAS and ATRS can easily reach several tens of
eV.
In conclusion, despite the intense, recent effort both

on the hardware134,135,137 and software128,139,140 side, the
instability of HHG sources is currently the major issue for
ATAS and ATRS. Further improvements in experimen-
tal noise suppression are needed to reach the sensitivity
already achieved in other spectral regions and allow the
investigation of subtler phenomena and weaker excitation
regimes.

B. Interferometric approaches

As discussed in Secs. III and IV, absorption measure-
ments are mainly sensitive to the imaginary part of ε,
while reflectivity is determined by both its real and imag-
inary components, depending on the incidence angle. In
principle, full information on the equilibrium and tran-
sient optical properties of the investigated sample can be
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obtained through the KK relations141, as done for equi-
librium reflectivity measurements performed with syn-
chrotron radiation86,142. They require computing an
integral over an infinite photon frequency range (see
Eq. (15)), usually not known. Nevertheless, they can
be applied to measurements performed over a limited
domain by truncating the integral (thus obtaining ap-
proximated solutions), padding with data from the liter-
ature and extrapolating over unknown frequencies. This
method has already been successfully employed to discuss
the equilibrium optical properties measured by HHG-
based sources13,85. Its extension to ATAS and ATRS
measurements is less straightforward. A crucial hypoth-
esis, in fact, is the causality principle141, whose valid-
ity can be questionable in the case of attosecond light
pulses143. For instance, the transmittance of an XUV at-
tosecond pulse through a medium can be modified by a
pumping pulse even outside their temporal overlap. Free
induction decay is a notable example: a pump pulse can
disturb the emission of XUV radiation after coherent ex-
citation even long after the XUV pulse has interacted
with the sample144. It is important to notice that this
does not imply any global causality violation since the
lifetime of excited states must be accounted for. Never-
theless, the validity of the causality principle has to be
carefully considered depending on the exact experimental
conditions143.

In the visible and IR spectral regions, KK relations
have already allowed extracting quantitative information
from transient absorption and reflectivity experiments
with femtosecond temporal resolution117. By exploit-
ing the linearity of these equations, the transient optical
properties of the sample can be modeled as the weighted
sum of KK-consistent functions, where the weights are
determined by a variational fitting procedure127,145. This
method has never been applied to ATAS and ATRS mea-
surements, which are challenging because of their broad
spectral coverage, the possible presence of stronger fea-
tures outside the XUV range117, and the angle-dependent
sensitivity in ATRS measurements. So far, full infor-
mation on the optical constants with KK relations was
obtained only by fitting measurements with phenomeno-
logical models of the investigated physical system66,83 or
exploiting the energy localization of core-excitonic fea-
tures to reduce the integration domain85.

A different approach is based on interferometric tech-
niques capable of assessing both the amplitude and phase
of the optical response (such as the Fresnel reflection or
absorption coefficients) instead of their squared modu-
lus (reflectance/transmittance). Since in the XUV spec-
tral region efficient beam splitters are not available, the
first scheme to be demonstrated was based on Young
double slit geometry. A 0–π square-wave phase grat-
ing placed in the IR path prior to HHG, creates two
focal spots in the generating medium, thus giving two
spatially-separated HHG sources which can be refocused
onto the solid target146. In the far field (e.g., in the
detector plane), the radiation from the two sources in-

terferes, generating an additional periodic modulation of
the XUV spectrum in the non-dispersive direction of the
XUV spectrometer. With this scheme it is possible to
overlap the IR pump to only one XUV spot on target
and unbalance the interferometer. Variations in the full
electric susceptibility can be then retrieved by tracking
the relative changes in the amplitude and phase of the
interference pattern in the XUV spectrum143.
This interferometric approach has already been em-

ployed to retrieve the full complex optical response of
atomic and molecular targets143,147–152 or to character-
ize light beams153. However, a direct application to solid-
state samples is, to the best of our knowledge, still miss-
ing. Interferometric techniques would allow measuring
pump-induced variations in the full complex and time-
dependent dielectric constant of samples. As an exam-
ple, this could enable a direct retrieval of the characteris-
tics of core excitons79,85,87 without the need for iterative
algorithms90, or fully determining the electric polariza-
tion, which relates to the electric field and the complex
susceptibility, to study the reversible and irreversible en-
ergy transfer between the sample and the field154.

C. Photon energy and repetition rate

The future capabilities of ATAS and ATRS measure-
ments are obviously strongly linked with advancements
in HHG sources. Until the last decade, Ti:sapphire
lasers represented the customary choice in attosecond
science155. More recently, the development of mid-IR op-
tical parametric amplifiers and of industrial-grade fiber
lasers enriched the possibilities, allowing extending the
range of HHG-based sources to the soft X-ray and in-
creasing their repetition rate156,157. This will certainly
impact ATAS and ATRS measurements, increasing the
number of reachable absorption edges, making the inter-
pretation of experimental data easier, reducing measure-
ment times, and allowing increasing their signal-to-noise
ratio.
According to a semiclassical description of HHG158–160,

the cut-off photon energy, ℏωmax = Ip+3.17Up, depends
on the ionization potential of the gas target, Ip, and on
the ponderomotive energy of an electron oscillating in
the driving field, Up. As the latter scales quadratically
with the driving wavelength, the employment of mid-IR
lasers as generating fields can lead to soft X-ray gener-
ation with HHG setups161. Unfortunately, the cut-off
extension comes at the expense of the HHG flux, since
the conversion efficiency scales as λ−5–λ−7.
Li and coworkers first reached a spectral coverage up to

the carbon K-absorption edge (284 eV) by focusing a two-
cycle 1.8-µm driver into a He target, and characterized
the radiation with the attosecond streaking technique162.
Isolated pulses, obtained by gating the emission pro-
cess with the polarization gating technique163, were
characterized by the phase retrieval by omega oscilla-
tion filtering (PROOF)164. In the same year, Gaum-
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nitz et al. reported the generation of spectra extend-
ing up to 190 eV in Ne without exploiting any gating
technique165. Also in this case, an attosecond streaking
measurement allowed demonstrating the emission of an
isolated soft X-ray pulse, which was characterized with
the multi-line Volkov-transform generalized projection
algorithm165. Cousin and coworkers further extended
the cutoff energy of single attosecond pulses to 350 eV166.
These energies are significantly within the transparency
window of water in the soft X-ray region, between the
K-absorption edges of carbon (282 eV) and of oxygen
(533 eV). For high-quality driving beams, increasing the
driving intensity way beyond its critical value, further
extends the cutoff, up to more than 550 eV in He167.
The same scheme could be exploited for shorter wave-
length drivers168, while achieving control over the driv-
ing field via parametric waveform synthesis could also be
beneficial169.

The first, obvious advantage of extending the cutoff
of the HHG process is the possibility of covering sev-
eral new absorption edges compared to those available in
the XUV spectral region106 (Fig. 22). This not only al-
lows probing simultaneously different edges, which helps
decoupling charge, spin, and lattice dynamics of the dif-
ferent elemental components114,119, but also enables the
ionization of more tightly bound core states. K- and L-
edges (Fig. 22), are typically sharper than M ones and
associated with stronger, element-specific features, sub-
stantially helping the physical interpretation of the ex-
perimental data. For example, recent works have shown
the possibility to access the unoccupied density of elec-
tronic states with K-edge ATAS115 or to study the influ-
ence of the electronic band structure on carrier dynamics,
especially when these are excited in the proximity of a
Van Hove singularity171. In the future, the development
of novel and more robust laser sources with longer cen-
tral wavelength, as Yb- and Tm-based sources, will allow
increasing the generation efficiency, and to explore alter-
native generation schemes.

Yb-based sources hold the promise for further in-
creasing the repetition rate, even up to a 1MHz and
more172,173. Both in the soft X-ray and XUV spectral
region, upscaling the repetition rate allows increasing the
spectral brightness of the source174, i.e. the number of
photons per second in a given spectral region. This re-
duces the integration time that is needed to obtain a
detectable signal and, in turn, the noise. This possibility
is fascinating since it could allow reducing the pump flu-
ence and start investigating ultrafast dynamics in lower
charge injection regimes135. However, too large repeti-
tion rates could also induce thermal effects73 or damage
the solid sample, thus being incompatible with fragile or
thin samples, especially for ATAS.

In conclusion, ATAS and ATRS will strongly bene-
fit from developments both in laser technology and in
novel HHG schemes. The latter, in particular, will al-
low routinely entering the soft X-ray spectral region,
where many more absorption edges are available and

the interpretation of experimental measurements is eas-
ier. The generation of isolated attosecond pulses reaching
the K-absorption edge of carbon (282 eV) will be funda-
mental for studying novel organic materials161,175, which
hold promises for optoelectronic applications. Further
increasing the cutoff energy up to the K-absorption edge
of oxygen (533 eV), in turn, will help addressing many
fundamental questions in condensed matter physics, for
instance allowing the investigation of transition metal
oxides124,176 on the attosecond time scale.

VI. CONCLUSIONS

In this perspective article, we have reviewed the exten-
sion of transient absorption and reflection spectroscopy
to the attosecond domain and solid samples. Starting
from a historical overview, we have shown how these tech-
niques offer the possibility to perform all-optical spec-
troscopy, with particular attention to the ultrafast elec-
tron dynamics that unfold during light-matter interac-
tion, before any intra- or inter-valley relaxation can oc-
cur. After having introduced the principle of both tech-
niques, presenting both their strengths and weaknesses,
we have then discussed the current challenges and possi-
ble future directions that may allow us to overcome them.

While the first pioneering experiments have already
proved the capabilities of ATAS and ATRS, further de-
velopment is needed to reach the sensitivity of a few parts
per million, typical of these techniques in the visible and
IR spectral ranges. Pushed by the recent progress in
unconventional sources of high-order harmonics and fast
XUV detectors, we foresee that ATAS and ATRS will es-
tablish among the main tools capable of giving us a deep
understanding of the interplay between ultrafast resonant
and non-resonant processes triggered by light in matter,
fundamental to designing optoelectronic devices with an
optimized, efficient carrier injection rate and minimized
required optical power. By unveiling elusive phenomena
in physical systems with concrete impact in high-tech
applications (electronics, photovoltaics, and photonics),
these attosecond all-optical spectroscopies will foster our
knowledge of fundamental mechanisms related to charge
excitation and control, which may soon find application
to more efficient transfer of energy and information, with
a profound impact on technology and society.
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Optica 4, 1492 (2017).

32J. Ullrich, R. Moshammer, A. Dorn, R. Dörner, L. P. H.
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selink, and H. Morkoç, Physical Review Letters 56, 2748 (1986).

89G. D. Mahan, Physical Review B 15, 4587 (1977).
90G. L. Dolso, B. Moio, G. Inzani, N. D. Palo, S. A. Sato,
R. Borrego-Varillas, M. Nisoli, and M. Lucchini, Opt. Express
30, 12248 (2022).

91G. D. Lucarelli, B. Moio, G. Inzani, N. Fabris, L. Moscardi,
F. Frassetto, L. Poletto, M. Nisoli, and M. Lucchini, Review of
Scientific Instruments 91, 053002 (2020).

92M. Lucchini, S. A. Sato, A. Ludwig, J. Herrmann, M. Volkov,
L. Kasmi, Y. Shinohara, K. Yabana, L. Gallmann, and
U. Keller, Science 353, 916 (2016).

93M. Lucchini, S. A. Sato, F. Schlaepfer, K. Yabana, L. Gall-
mann, A. Rubio, and U. Keller, Journal of Physics: Photonics
2, 025001 (2020).

94M. Volkov, S. A. Sato, A. Niedermayr, A. Rubio, L. Gallmann,
and U. Keller, Phys. Rev. B 107, 184304 (2023).

95S. Y. Kruchinin, F. Krausz, and V. S. Yakovlev, Reviews of
Modern Physics 90, 21002 (2018).

96S. A. Sato, M. Lucchini, M. Volkov, F. Schlaepfer, L. Gallmann,
U. Keller, and A. Rubio, Physical Review B 98, 035202 (2018).

97S. A. Sato, Computational Materials Science 194, 110274
(2021).

98G. Inzani, A. Eskandari-asl, L. Adamska, B. Moio, G. L. Dolso,
N. D. Palo, L. J. D’Onofrio, A. Lamperti, A. Molle, C. A.
Rozzi, R. Borrego-Varillas, M. Nisoli, S. Pittalis, A. Avella, and
M. Lucchini, “Photoinduced charge carrier dynamics in germa-
nium,” (2023), Nuovo Cimento C, Accepted.

99A. P. Jauho and K. Johnsen, Physical Review Letters 76, 4576
(1996).

100C. Heide, T. Boolakee, T. Higuchi, and P. Hommelhoff, Phys.
Rev. A 104, 023103 (2021).

101M. S. Wismer, S. Y. Kruchinin, M. Ciappina, M. I. Stockman,
and V. S. Yakovlev, Physical Review Letters 116, 197401 (2016).

102H. Mashiko, K. Oguri, T. Yamaguchi, A. Suda, and H. Gotoh,
Nature Physics 12, 741 (2016).

103H. Mashiko, Y. Chisuga, I. Katayama, K. Oguri, H. Masuda,
J. Takeda, and H. Gotoh, Nature Communications 9, 1468
(2018).

104M. Schultze, K. Ramasesha, C. D. Pemmaraju, S. A. Sato,
D. Whitmore, A. Gandman, J. S. Prell, L. J. Borja, D. Pren-
dergast, K. Yabana, D. M. Neumark, and S. R. Leone, Science
346, 1348 (2014).

105F. Schlaepfer, M. Lucchini, S. A. Sato, M. Volkov, L. Kasmi,
N. Hartmann, A. Rubio, L. Gallmann, and U. Keller, Nature
Physics 14, 560 (2018).

106B. Buades, A. Picón, E. Berger, I. León, N. Di Palo, S. L.
Cousin, C. Cocchi, E. Pellegrin, J. H. Martin, S. Mañas-Valero,
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