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A B S T R A C T   

One of the most common pathologies in exposed brick facades is efflorescence, which, although they often have a 
similar appearance, their effects and way of solving them can range from a one-off cleaning to a repair that 
involves adding or replacing the material. Therefore, the novel goal of this work is to verify whether it is possible 
to automate this task of distinguishing what type of intervention each brick needs. To do this, the methodology 
followed focuses on proposing, training and validating a deep convolutional neural network with the real-time 
end-to-end method that simultaneously predicts multiple bounding boxes and class probabilities for those boxes. 
For this, images of 765 building facades will be used, of which 392 were selected, proceeding to label 4704 
bricks, resulting in that the model achieved a mAP maximum at epoch 100 with 0.894, which is therefore of 
interest for the creation of intervention maps.   

1. Introduction 

Deep learning [1–3] based on convolutional neural networks has 
been frequently used to solve image classification problems [4] both 
generic [5–10] and specific to medicine [11–13], industry [14], envi-
ronment [15], among many others [16]. Of all of them, due to the theme 
of this study, it is necessary to highlight the applications made in the 
field of construction [17], its processes [18] and the architectural her-
itage [19,20]. One of the applications in this field consists in identifying 
various pathologies based on the symptoms reflected in images obtained 
through different methodologies, including mobile devices, information 
and communication technologies, and existing image databases. Thus, 
some studies conducted on building have ordered these pathologies and 
their symptoms according to the frequency with which they appear [21], 
and there are investigations related to the application of deep learning to 
identify the most frequent ones, such as fissures and cracks [22], mold, 
stain, and paint deterioration [23], including peeling, blistering, flack-
ing, and crazing, among others. However, artificial vision must continue 
advancing in this field, and that is why this research focuses on the 
training of a model that allows detecting one of the most frequent 

damages in buildings around the world, whose facades are made with 
bricks ceramics, exposing their faces. These damages are called efflo-
rescence and are manifested by the appearance of generally whitish 
surface salts. In this sense, some works such as the work carried out by 
authors such as Wang et al. and its “Automatic damage detection in 
historic masonry buildings based on mobile deep learning” [24] are very 
interesting. However, this kind of work, although among other pathol-
ogies, detects efflorescence, is carried out on the masonry of historic 
buildings and the type of intervention is not classified. Thus, in the 
present work, the use of artificial vision is not only intended to locate 
bricks affected by efflorescence. It is intended to go even further, 
checking how a properly trained model with a low-density data set can 
distinguish in real-time subtleties such as which and how many bricks 
have not deteriorated due to the efflorescence said and which have, even 
classifying those that need cleaning simple and those that would require 
a greater intervention due fundamentally to the loss of material. 
Consequently, the objective of this study is based on verifying the results 
of the application of an artificial vision tool to help in exclusively visual 
inspections carried out by experts. 
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1.1. Background 

1.1.1. Deep learning based on convolutional neural networks used to solve 
image classification problems 

Regarding the so-called deep learning, we must remember that it is 
initially based on the biological study of learning in the 1940s [25,26], 
the appearance of the first perceptron models in the 1950s [27] and the 
techniques of backpropagation [28], in the 1980s, which is currently 
one of the most used techniques in artificial neuron network (ANN). On 
the other hand, if we have an ANN with many hidden layers, we are in 
the presence of a deep network. However, the concept of deep learning 
goes further and is difficult to define, although in the case of algorithms, 
it is understood that we are in the presence of deep learning when a high 
number of transformations of the input signal is carried out with respect 
to the one that comes out. 

On the other hand, LeCun in 1998 [29] carried out the first experi-
ments on the use of a convolutional algorithm applied to neural net-
works for image recognition, applying filters (kernel) to the data that 
make up the images, which allow them to be simplified by identifying 
important patterns or characteristics. The network for recognizing im-
ages of numbers was called LeNet, which had four convolutional hidden 
layers plus as many final no-convolutional layers. In convolutional 
networks, the neurons basically learn the Kernerl, that is, these will be 
their weights and instead of being connected to all the neurons of the 
previous layer, what it does is convolve on the previous layer. The 
output is called a feature map. There are numerous kernel arrays that are 
also used in graphics programs to highlight outlines, blur, etc. The model 
obtained is completely derivable in order to carry out gradient propa-
gation. Between convolutional layers, Pooling is also usually introduced 
from time to time, which allows reducing the resulting matrices. There 
are several types (MAX, AVG, SUN, L2, etc.) For example, the MAX 
which keeps the maximum values of various values. 

Since then, based on these principles of deep learning associated with 
convolutional neural networks (CNN), numerous algorithms have been 
developed and applied in many environments [30–32]. There have even 
been global competitions where these algorithms and architectures are 
tested on a large number of images, such as ImageNet and Large Scale 
Visual Recognition Challenge (ILSVEC) [33]. 

Regarding the way in which these automatic image classification 
methods are usually materialized, first, it should be remembered that it 
is usually supervised learning, that is, a suitably labeled image data set is 
needed to train and validate these algorithms. 

As for what algorithms are available, which one to choose and how to 
implement it, we can say that there is no single solution. Usually, deep 
learning frameworks or preconfigured platforms are used. The former, 
such as Tensorflow, Keras or PyTorch, among others, are usually open 
source and require certain programming knowledge (Python, C, Java, 
etc.) to apply them, as well as a computer with a powerful GPU and other 
specific features, although cloud services, such as online GPU instances 
in Google Colab, can also be used, but with certain limitations. Another 
option is pre-configured API platforms. However, the biggest disad-
vantage of the latter is that in many cases they require payment, at least 
for large amounts of data and processing time, and although they are 
very powerful tools, they do not give as much freedom to the developer. 

In the specific case that concerns us (detecting bricks with efflores-
cence that are contained in an image of a building facade), it is about 
recognizing objects within an image and distinguishing the different 
classes based on their characteristics. To accomplish this task, there are 
deep learning-based object detection models that can classify the object 
and detect the position of this in the image by drawing a bounding box 
around it. Some can even generate segmentation masks (Mask RCNN) 
that perfectly reflect the object for each instance [34]. 

This type of object detection has been developed mainly since the 
beginning of the 21st century [35]. These first algorithms used hand- 
crafted features, but since 2010 the need for advance to improve the 
results has been detected. Thus, a few years later, R. Girshick uses the so- 

called Regions [5] together with the CNN functions, thus appearing the 
R-CNN that presented results that duplicated those previously offered. 
However, the drawback was still the detection time, especially for real- 
time images. For this reason, other proposals emerged, such as that of K. 
He et al. and its proposed Spatial Pyramid Pooling Networks (SPPNet) 
[36] or the Spatial Pyramid Pooling (SPP) layer, which allows a con-
volutional neural network to develop a fixed length representation in-
dependent of the size of the image/region of interest and does not 
require change of scale. This innovation allowed greater speed without 
loss of precision. 

However, only a year later, one of the most important advances oc-
curs, the one made by R. Girshick and his Fast R-CNN detector [37], 
which is a couple of hundred times faster than the previous R-CNN. Also 
noteworthy is the Faster R-CNN by S. Ren et al. [38], which included a 
Region Proposal Network, and the R-FCN [39], which included position- 
sensitive score maps for faster detection. 

But it is J. Redmon et al. the one that makes one of the most 
outstanding contributions to date in 2015 and is the so-called YOLO 
(You Only Look Once) [40] that does not use regions to locate objects in 
the image, detecting with high precision (sometimes close to or even 
greater than 90%) and in milliseconds, multiple objects after observing 
the complete image. Also noteworthy in this regard is the contribution of 
W. Liu et al. with its SSD (Single Shot Multiple Box Detector) [41] that, 
although it offers great precision, like other options such as RetinaNet 
[42], they are not as fast as the latest versions of Yolo [43]. 

In summary, it can be said that there are two types of visual object 
detection. The first is the region proposal method (e.g. R-CNN, Mask 
RCNN, Fast R-CNN, Faster R-CNN, etc.), and the second is the end-to-end 
method (e.g. Yolo, SSD, RetinaNet, etc.). 

As object detection technology has evolved, the Yolo series of algo-
rithms, with very high precision and speed, has been used in various 
scene detection tasks. At the same time, the system computes all the 
image's features and predicts all the objects. Version v5 is the fifth 
generation, written in Python programming language, and according to 
various studies, outperforms the rest of the models in terms of accuracy 
and speed [44]. To the best of our knowledge, this is the first time it has 
been used to detect the type of treatment of facing bricks on building 
facades affected by efflorescence in the present study. 

1.1.2. Efflorescence in exposed ceramic bricks for building facades 
Exposed brick facades and their pathologies and defects [45], 

whether aesthetic or related to their function as a building envelope, 
have been the subject of numerous studies [46]. Thus, one of the most 
frequent conditions that appear in these elements is the efflorescence. 

In addition, efflorescence in buildings has already been studied both 
in terms of its classification [47–49] and in terms of its prevention and 
elimination [50]. Therefore, in exposed ceramic brick facades, these 
efflorescence frequently manifest themselves by forming salts on the 
surface whose crystals sometimes have the shape of flowers that pre-
cisely give it its name [51] and if they form inside the material, they are 
likely to damage it [52]. The composition of these salts may be diverse, 
such as calcium carbonate or sodium sulfates, calcium, magnesium, 
potassium, etc., [48] and the way to solve it is different depending on the 
said composition, the porosity of the brick, the presence of other 
concomitant deterioration factors and the degree of deterioration 
already suffered. 

Thus, if the brick is not physically damaged and no concurrent 
deterioration factor is detected, the solution usually consists of adequate 
cleaning following a certain methodology and application of specific 
products, as indicated in the study carried out by Rincón et al. [50]. On 
the other hand, if other deterioration factors are detected, or the brick 
has already deteriorated, the solution consists in either repairing it with 
specific products that restore the deteriorated material, or even 
completely replacing it. In these cases, more investigation will be 
required, punctually focusing on the bricks whose condition is not clear. 

Therefore, it is evident that making a location (mapping) and prior 

D. Marín-García et al.                                                                                                                                                                                                                         



Automation in Construction 145 (2023) 104658

3

diagnosis of which bricks need a simple cleaning and which ones need a 
deeper investigation and repair is a matter of interest in interventions of 
this type since it can help significantly to fine-tune the repair diagnosis 
and to optimize the budget and planning of the work to be carried out. It 
is noteworthy that detailed mapping is practically useful as such in-
terventions are expensive, and the cost calculation uses to be detailed by 
small quantities. 

For all these reasons, it is of great interest to have an automatic 
system to help locate and quantify the bricks affected by efflorescence, 
as well as to know what type of solution each of them requires (simple 
cleaning or more detailed investigation and repair). In this sense, in 
Table 1 we can observe the basic visual aspects of efflorescence in 
exposed bricks that allow us to differentiate whether the method to solve 
them is superficial (cleaning and, where appropriate, application of 
suitable products) or requires a repair of the material (repair). 

Although Table 1 offers a basic initial orientation for the task of la-
beling bricks with efflorescence and type of repair, this could generate 
doubts about the type and probable severity of pathological damage and 
its relationship with the kind of repair and as this is subjectively justi-
fied. In this sense, it must be said that it is possible to carry out “in situ” 
measurements with reagents and even quantitative measurements in the 
laboratory by X-ray diffraction, for example, to find the chemical com-
pounds present and thus deduce the type of efflorescence and its possible 
consequences and even ways to solve it. However, given the high 
number of facades used, except in some specific verification cases, it was 
not possible to perform these tests and therefore, it may be an issue to be 
addressed in future research to find out if this can improve the results. 
Despite this, it must be said that very useful organoleptic tests were 
carried out to know, for example, whether or not there is disintegration 
of the material, closely related to the need to go beyond a simple 
cleaning in the intervention, even in the early stages of pathological 
development. These tests and the experience of experts have been the 
basis for the necessary labeling. 

1.2. Deep learning applied to the classification of the efflorescence 
resolution method in facing bricks in building facades from their images 

As mentioned above, several studies have been conducted in relation 
to the detection by computer vision of numerous pathologies in build-
ings and constructions of various types [17,22,23]. Some even address 
the issue of efflorescence detection [24]. 

However, no specific studies related to the application of deep 
learning to image classification have been detected to help map efflo-
rescence in exposed brick facades in buildings in terms of their classi-
fication depending on the next steps to be applied to obtain a solution to 
the problem. 

2. Materials and methods 

This section explains the equipment and materials to be used, as well 
as the training and testing models. For the purposes of the test, the 
description of the state of repair of the bricks has been simplified into the 
binary alternative of not damaged (just to be cleaned)/damaged (to be 
repaired). Fig. 1 shows the process diagram. 

2.1. Preparation work 

Building a primary data set by taking photographs is a difficult and 
time-consuming task. In this case, 765 photographs of exposed ceramic 
brick façades of buildings with efflorescence have been taken in build-
ings located in Spain, specifically in Andalusia, where, although it has 
been used quite frequently, its use is becoming more common due to its 
durability and low maintenance, in addition to its acoustic and aesthetic 
properties. Regarding the characteristics of the bricks of the chosen fa-
cades, although it is not possible to cover all the typologies that can be 
presented, it has been tried to be as varied as possible within the most 
used brick standard in Spain and one could even say that in a large part 
of the countries worldwide. Thus, the chosen facades have bricks with a 
face or faces with a smooth visible surface, although they may have 
occasional imperfections or slight roughness. On the other hand, painted 
facades have been excluded. The geometry of the bricks of the facades 
that make up the dataset is rectangular, but with diversity in terms of 
dimensions, natural color of the brick, the type of rigs and the apart or 
sores between bricks. It can be thought that, with these characteristics, 
the use that can be made of the final algorithm is very limited, however, 
the defined standard is very frequent and therefore it is understood to be 
very useful, being the subject of another investigation the application of 
this methodology to another type of standards. 

Table 2 provides a summary of the conditions and the characteristics 
of the façade materials used to form the data set. 

Fig. 2 offers a sample of the photographs of the obtained dataset. 
Once all images were manually reviewed, 392 were selected that met 

the previously established requirements of being exposed and smooth 
ceramic bricks and that the images did not have photographic defects 
that made them unfeasible. In each of these 392 images, the bricks with 
efflorescence or damaged by them were marked-labeled, differentiated 
between those that needed a simple cleaning (clean) and those that 
needed a major repair due to loss of material (repair). A total of 4704 
smooth exposed bricks related to efflorescence and crypto- efflorescence 
were tagged. 

To label the images, the labeling tool was used to draw the bounding 
box and label the class. After successfully labelling the images, it gets the 
output as a text file and a class file. The classes of our project are ́cleań
and ́repaiŕ. 

Labeling is done for both test and training data sets. The percentage 
of images taken for training was 80% and that for testing was 20%. This 
was done for each class. 

2.2. Algorithm used and training with the labeled images 

Once the data sets are obtained, the classifier algorithm is used. In 
this sense, it must be considered that what is intended is a real-time 
classification and location of the objects (bricks with efflorescence) 
within an image in such a way that differences can be distinguished as to 
how to intervene in said bricks to restore them. As mentioned in the 
Introduction, Yolov5 [55] was chosen because it offers the best trade-off 
between speed and accuracy (especially speed). It is an algorithm with 
four versions s, m, l, x, with s being the one with the highest speed and 
the lowest average precision, and x the one with the lowest speed and 
the highest precision. In this work, s and l were tested, although some 
verification tests with the other versions were also carried out. 
Regarding the size of the model, it turned out to be one of the smallest 
that exists within the range of object detection algorithms with faster 

Table 1 
Basic visual aspects of efflorescence in bricks and the method to solve it.  

Usual visual aspect Usual consequences 
according to references- 
experts 

Usual solution 

Surface deposit of whitish 
salts in the central area 
of the brick, without 
deterioration of the 
brick. 

Aesthetic damage. In 
general, it does not cause 
significant deterioration 
of the material. 

Clean (cleaning and, 
where appropriate, 
application of suitable 
products). 

Chipped pieces and 
degradation of the 
surface layer to a 
greater or lesser extent 
that is easily detached, 
with whitish salts 
appearing inside. 

Material and cosmetic 
damage. They can affect 
the durability of the brick. 

Repair (requires a 
deeper investigation of 
the material and usually 
substitution). 

Whitish deposits from the 
cement of the mortar. 

In general, there is no 
significant deterioration 
in the material. 
. 

They will not be the 
object of this study.  
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positioning and recognition speeds. 
The algorithm mainly contains three parts: the spine, the neck, and 

the head, which are, respectively, involved in information feature 
extraction, feature pyramid construction, bounding box creation, and 
confidence score + probability map. Class, and finally the prediction 
bounding box and object class and the confidence score. Fig. 3 shows the 
structure of the model. 

The process starts with the algorithm normalizing the input image to 
a fixed standard size of 608 × 608. The backbone includes the pre-
training and the head predicts the classes and bounding boxes in a single 
step called dense prediction done by the already mentioned end-on-end 
algorithms like Yolo, SSD, RetiaNet, etc., as opposed to two-stage ones 
like Faster R- CNN). The layers that make up the neck collect feature 
maps. 

3. Results and analysis 

In our training, it is kept the batch size 4 and ran the training session 
for 20, 40, 60, 80, 100 and 120 epochs. The dataset was split into an 

80:20 ratio meaning 80% of the entire dataset went to the training part, 
and the rest 20% went to validation. We trained our dataset using 
transfer learning on small and large variations of the model where the 
models were pre-trained on the COCO dataset. We used SGD optimiser 
with a learning rate of 0.01 and a weight decay of 0.0005. At epoch 40, 
the model achieved mAP greater than 0.80, filled to its maximum at 
epoch 100 with mAP of 0.894, the results varying a few tenths between 
vs (small version) and vl (large version) (Table 3). The large model took 
three times as long to train. As the training finishes, the model saves both 
the last and the best weights. Here, the mAP the model shows after each 
epoch is calculated based on the validation set. 

Table 4 showcases the precision, recall and mAP scores that it is 
achieved using the version v5l (large model). From Table 3 it can see 
that the model achieved mAP score of 0.521 on the first ten epochs. 
Then, in epoch 10–19, the mAP score increased considerably (from 
0.521 to 0.711). Later, in the epochs 20–29, 30–39, 40–49, 50–59 and 
60–69, there were also significant increases, but not as much as in the 
first (increases of around 0.03). In the 60–69 epoch, the model also 
achieved a mAP score of 0.892, which together with the 90–99 epoch is 
the highest score the model achieved during training. After that, the 
mAP decreased, although not very significantly (except in the afore-
mentioned epoch 90–99 that practically equalized). 

The confusion matrix (Fig. 4) provides a deeper understanding of 
how our model perform in each class. The X-axis depicts the real values, 
and the Y-axis depicts the “Predicted” values. Thus, in the case of the 
detection of bricks to be cleaned (clean), we can see that the cell illus-
trates 0.85. This means that our model was able to correctly predict 85% 
of the images, which were images of bricks that needed simple cleaning. 
In the same way, it happens with the bricks that need repair (i.e. further 
investigation) being the prediction of 0.82 (82%). 

Regarding the confidence vs precision graph (Fig. 5) it can be see that 
the graph is upward sloping. This means the average precision level is 
increasing against confidence. 

In contrast, the confidence vs. recall graph (recall curve-Fig. 6) is 
negatively sloped against confidence. 

Of the two classes of tags, the “clean” ones obtained the best results, 
then the “repair” ones, although the difference was not very significant 
in most cases. This happened because it is somewhat easier to detect 
simple cleaning when there are no signs of deterioration, especially in 
the presence of efflorescence that has a white color that is easily 

Fig. 1. Steps followed in the research.  

Table 2 
Summary of the conditions and the characteristics that the bricks of the facades 
used to make up the data set of images had to meet (based on normative stan-
dards that have been in force in Spain at different times [53,54]).  

Conditioning factors Characteristics 

General original characteristics The bricks will present regularity of dimensions 
and shape that allow the obtaining of mortar 
layers of uniform thickness, equal rows, regular 
facings and uniform seating. 

Flatness of the faces There will be no flection, sag or deformation on 
the edges and diagonals of the faces (up to 4 mm 
in the longest bricks and 1 mm in the shortest). 

Physical characteristics Non-freezing and compact, unpainted and with 
a uniform natural coloration, although they may 
present slight variations in tones and intensity 
as long as a homogeneous intonation is 
maintained on the façade, 

Original defects not related to or 
caused by efflorescence 

Walls that do not present generalized defects in 
their bricks (more than 20%) related to cracks, 
breaks, etc. or other conspicuous defects not 
related to or caused by efflorescence.  
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distinguishable from the brick color and with smooth textures. On the 
other hand, when the brick is highly degraded, it is also more signifi-
cantly distinguished from the other bricks, which led the model to detect 

them with greater precision. On the other hand, it was more difficult for 
the model to detect some bricks with little deterioration, especially in its 
differentiation between classifying them as “clean” or “repair” since 
their shapes and textures are more confusing to the algorithm. Fig. 7 
shows some of the predictions made by the model in the validation set. 

Fig. 8 shows a test carried out on a part of a facade to visually check if 
the algorithm responds correctly to the requested classification, espe-
cially in the cases of “repair” in which the intervention is more expen-
sive. In the said figure, it is also of great interest to observe the figures 
reached for each label, in such a way that the higher the figure, the 
greater the confidence that the classification is correct. In this case, the 
most deteriorated correspond to those with the highest figures, so a 
certain correspondence could be made regarding the higher or lower 
cost of repair. In addition, in the case of larger facades, they also auto-
matically supply us with the mapping and number of affected bricks that 
must be cleaned or/and repaired. 

As can also be seen in Fig. 5, some bricks have other types of alter-
ations (cracks, cement stains, etc.) that are not classified since they are 
not the type of deterioration that is intended to be detected. On the other 
hand, it can be verified that some bricks that could be labeled for 
cleaning are not, however, they are a minimum quantity and, in this 
sense, from a future perspective, a safety coefficient could be established 
when calculating the magnitude of the intervention. 

It must be said that after carrying out several tests with images, 

Fig. 2. Sample of the photographs of the initially obtained data set.  

Fig. 3. Model.  

Table 3 
Training time and best mAP version Small Vs Large Model.  

Model Training time Best mAP 

V5s. The V5l took three times as long to train. 0.851 
V5l 0.894  

Table 4 
YOLOv5l (large metrics) for 100 epochs.  

Epoch Precision Recall mAP 

0–9 0.501 0.58 0.521 
10–19 0.66 0.698 0.711 
20–29 0.67 0.775 0.77 
30–39 0.805 0.75 0.818 
40–49 0,838 0.769 0.837 
50–59 0.869 0.781 0.86 
60–69 0.914 0.793 0.892 
70–79 0.889 0.815 0.881 
80–89 0.916 0.837 0.889 
90–99 0.943 0.814 0.893  

Fig. 4. Confusion matrix.  
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submitting them to the algorithm already trained, it is verified that in 
terms of recognition speed, 0.7 ms are achieved by pre-processing, and 
17.6 ms of inference, 1.7 ms NMS per image. 

Finally, it should be noted that the tests in Figs. 7 and 8 could be 
thought to show bricks of a similar nature, and that this would reduce 
the actual application of the methodology. However, as previously 
mentioned, it is a pilot experience that aims to be limited to facades 
made of frequently used bricks, widely used in several countries around 
the world, such as Spain, and in any case the research can be extended in 
the future to other types of bricks and facades. 

4. Conclusions 

Given that efflorescence on brick facades of buildings is one of the 
most frequent pathologies in construction, and that with the proposed 
trained model, 89% is achieved in terms of mAP@0.5 and a recognition 
speed of 0.7 ms per preprocess, 17.6 ms inference and 1.7 ms NMS per 
image, it can be said that these technologies can be of great help to 
create intervention maps on exposed brick facades in real time, from a 
set of data of low density, so it is understood that the training of the 
algorithm can be used in a generalized way and even in real time as an 
aid to mapping in the repair of this type of facades and therefore as 
support in the necessary interventions of repair and cleaning of 

Fig. 5. Confidence vs. precision.  

Fig. 6. Confidence vs. recall.  
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buildings both newly built and belonging to the architectural heritage, 
thus allowing a better location of the damage and the economic and 
temporal quantification of the possible intervention. On the other hand, 

the obtained maps depend on the first diagnose input, therefore, the 
implemented technology can speed up mapping, but cannot substitute 
the diagnostic skills of technicians. 

Given that it is a pilot test and that it has been carried out with a low- 
density data set, it is very likely that there is room for improvement in 
accuracy, so in the future, it is intended to continue feeding the set of 
data. Image data to continue training the algorithm for said improve-
ment since the construction of the image data set that we have carried 
out, although it has been tried to be both varied and balanced and has 
shown high precision, must be extended with a greater variety of fa-
cades, bricks and forms. Future work may expand the image classes and 
the volume assigned to each class in the image dataset. Another limi-
tation on which this work should continue to expand in the future is the 
circumstance that surely, in facades with other characteristics of the 
bricks, exposed to directed rain or sheltered facades, the reliability of the 
identification changes. 
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J. Moyano, Interrelations between the types of damages and their original causes in 
the envelope of buildings, J. Build. Eng. 39 (2021), 102235, https://doi.org/ 
10.1016/J.JOBE.2021.102235. 

[47] J.M. Rincón, M. Romero, Basis and classification of efflorescences in construction 
bricks, Mater. Constr. 50 (2000) 63–69, https://doi.org/10.3989/mc.2000.v50. 
i260.391. 

[48] F.E. Salvador Esteve, Estudio de lesiones en fachadas de ladrillo cara vista. Análisis 
de casos en Yecla/Study of lesions in exposed brick facades, Anal. Cases Yecla 
(2015) 1–279. http://hdl.handle.net/10045/48917 (accessed July 27, 2021). 

[49] A. García Verduch, V. Sanz Solana, in: F.E. Iberica (Ed.), Velos, florescencias y 
manchas en obras de ladrillo, 1999, pp. 1–301. Castellón, Spain. ISBN:84–87683- 
10–X, https://scholar.google.es/scholar?hl=es&as_sdt=0%2C5&q=Sanz%2C+V. 
%2C+%26+García%2C+A.+%281999%29.+Velos%2C+florescencias+y+ma 

D. Marín-García et al.                                                                                                                                                                                                                         

https://doi.org/10.1038/nature14539
https://doi.org/10.3837/tiis.2019.04.001
https://doi.org/10.1016/j.knosys.2020.105596
https://doi.org/10.1016/j.knosys.2020.105596
https://doi.org/10.3390/RS13224712
https://doi.org/10.1109/TPAMI.2015.2437384
https://doi.org/10.1109/CVPR.2015.7298965
https://doi.org/10.1109/CVPR.2015.7298965
https://doi.org/10.1109/CVPR.2012.6248110
https://doi.org/10.1109/CVPR.2012.6248110
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.48550/arXiv.1409.1556
https://doi.org/10.48550/arXiv.1409.1556
https://proceedings.neurips.cc/paper/2013/file/f7cade80b7cc92b991cf4d2806d6bd78-Paper.pdf
https://proceedings.neurips.cc/paper/2013/file/f7cade80b7cc92b991cf4d2806d6bd78-Paper.pdf
https://doi.org/10.1146/annurev-bioeng-071516-044442
https://doi.org/10.1146/annurev-bioeng-071516-044442
https://doi.org/10.3390/mti2030047
https://doi.org/10.3390/mti2030047
https://doi.org/10.21037/ATM.2020.02.44
https://doi.org/10.21037/ATM.2020.02.44
https://doi.org/10.3390/S16081222
https://doi.org/10.3390/S16081222
https://doi.org/10.1109/TGRS.2016.2612821
https://doi.org/10.5281/zenodo.3733409
https://doi.org/10.1016/j.jobe.2020.101827
https://doi.org/10.1016/j.jobe.2020.101827
https://doi.org/10.1016/J.MATPR.2022.03.137
https://doi.org/10.3390/APP7100992
https://doi.org/10.13140/RG.2.2.20042.11204
https://doi.org/10.13140/RG.2.2.20042.11204
https://fundacionmusaat.musaat.es/media/pdf/publicaciones/Resumen_patologias_I_1.pdf
https://fundacionmusaat.musaat.es/media/pdf/publicaciones/Resumen_patologias_I_1.pdf
https://doi.org/10.3390/ICEM18-05387
https://doi.org/10.3390/ICEM18-05387
https://doi.org/10.3390/s19163556
https://doi.org/10.3390/s19163556
https://doi.org/10.1016/j.autcon.2019.03.003
https://doi.org/10.1007/BF02478259
https://doi.org/10.1007/BF02478259
https://doi.org/10.2307/1418888
https://doi.org/10.2307/1418888
https://doi.org/10.1037/h0042519
https://doi.org/10.1037/h0042519
https://doi.org/10.1038/323533a0
https://doi.org/10.1038/323533a0
https://doi.org/10.1109/5.726791
https://doi.org/10.1109/5.726791
https://doi.org/10.1109/ICCUBEA.2018.8697857
https://doi.org/10.1109/ICCUBEA.2018.8697857
https://doi.org/10.48550/arXiv.1804.01653
https://doi.org/10.1109/ICCSP.2017.8286426
https://doi.org/10.1007/s11263-015-0816-y
https://doi.org/10.1007/s11263-015-0816-y
https://doi.org/10.1109/ICCV.2017.322
https://doi.org/10.1109/ICCV.2017.322
https://doi.org/10.48550/ARXIV.1905.05055
https://doi.org/10.48550/ARXIV.1905.05055
https://doi.org/10.1109/TPAMI.2015.2389824
https://doi.org/10.1109/ICCV.2015.169
https://doi.org/10.48550/arXiv.1506.01497
https://doi.org/10.48550/arXiv.1605.06409
https://doi.org/10.1109/CVPR.2016.91
https://doi.org/10.1007/978-3-319-46448-0_2
https://doi.org/10.1109/ICCV.2017.324
https://doi.org/10.1016/J.PROCS.2022.01.135
https://doi.org/10.1016/J.PROCS.2022.01.135
https://www.theseus.fi/bitstream/handle/10024/452552/Do_Thuan.pdf?sequence=2
https://www.theseus.fi/bitstream/handle/10024/452552/Do_Thuan.pdf?sequence=2
https://doi.org/10.1016/J.JOBE.2020.101633
https://doi.org/10.1016/J.JOBE.2020.101633
https://doi.org/10.1016/J.JOBE.2021.102235
https://doi.org/10.1016/J.JOBE.2021.102235
https://doi.org/10.3989/mc.2000.v50.i260.391
https://doi.org/10.3989/mc.2000.v50.i260.391
http://hdl.handle.net/10045/48917
https://scholar.google.es/scholar?hl=es&amp;as_sdt=0%2C5&amp;q=Sanz%2C+V.%2C+%26+Garc&iacute;a%2C+A.+%281999%29.+Velos%2C+florescencias+y+manchas+en+obras+de+ladrillo.+Faenza+Editrice+Iberica%2C+Castell&oacute;n+%28Espa&ntilde;a%29.&amp;btnG=
https://scholar.google.es/scholar?hl=es&amp;as_sdt=0%2C5&amp;q=Sanz%2C+V.%2C+%26+Garc&iacute;a%2C+A.+%281999%29.+Velos%2C+florescencias+y+manchas+en+obras+de+ladrillo.+Faenza+Editrice+Iberica%2C+Castell&oacute;n+%28Espa&ntilde;a%29.&amp;btnG=


Automation in Construction 145 (2023) 104658

9

nchas+en+obras+de+ladrillo.+Faenza+Editrice+Iberica%2C+Castellón+% 
28España%29.&btnG= (accessed February 18, 2021). 

[50] J.M. Rincón, M. Romero, Prevención y eliminación de eflorescencias en la 
restauración de ladrillos de construcción/ Prevention and elimination of 
efflorescence in the restoration of building bricks, Mater. Constr. 51 (2001) 73–78, 
https://doi.org/10.3989/mc.2001.v51.i261.382. 
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