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A B S T R A C T   

Owing to the difficulty of studying materials in real-life battery context, research on metal anodes, suffers from a 
methodological gap between materials- and device-orientated studies. This gap can be bridged by quantitatively 
linking the electrical response of the device to the evolution of the material inside the cell. The capability of 
establishing this link, on the one hand, allows to frame the correct space- and time-scales that are relevant to 
device research and, on the other hand, helps pinpoint the global observables that can be associated with 
molecular-level information and imaging. This study contributes to the construction of a conceptual platform, 
that will enable to rationalize the electrical response of the device on the basis of materials-relevant quantities. 
To this aim: (i) we have developed a PDE-based mathematical model for the response of a single symmetric cell 
with metal electrodes; (ii) we have validated it with high-quality data from Zn/Zn symmetric coin-cell cycling in 
weakly acidic alkaline aqueous electrolyte, containing quaternary ammonium additives, and (iii) we have carried 
out a parameter-classification task for the experimental data, that notably extended the physico-chemical insight 
into the mechanism of action of anode-stabilizing additives.   

1. Introduction 

The ever-growing demand of electrical energy call for higher 
awareness for ethical, environmental, societal and political issues, raised 
by the usage of fossil fuels. Renewable energy sources, in practice, 
mainly solar and wind, can in principle replace the hydrocarbon-based 
protocol, but sustainability imposes their integration with safe, effi-
cient, reliable and sustainable electrical energy storage facilities. 
Concretely, electrochemistry - batteries in particular -, will play the key 
role in building the definitive network of electrical energy storage de-
vices in the whole power range, from mW to MW. 

Batteries, even though it is tempting to regard them as straightfor-
ward commodity goods, are in fact highly complex systems, owing their 
operation to the synergy of several sophisticated functional components, 
that have to work in concertation, to ensure appropriate operation of the 
whole device. The constituents that actually originate energy storage are 
the two electrodes, the chemistry of which controls the device voltage, 
and the electrolyte, putting in chemical contact the two electrodes. The 
electrodes are connected to the external battery terminals and form a 

large proportion of the device volume, the rest of which is mainly taken 
by the electrolyte. This electrode/electrolyte combination is essentially 
a device implementing an appropriate oxidation–reduction (or “redox”) 
reaction, implemented in a way that the reduction and oxidation half- 
reactions are kept separated in space and localized at the two elec-
trode/electrolyte contacts. In order to enable the completion of the 
redox reaction, and consequently operation at steady-state, the reaction 
products generated in the individual reduction and oxidation processes, 
have to be brought together: the component carrying out this task is the 
electrolyte. Generally, the reaction products generated at the electrode 
are ionic in nature, and in order to allow their transport from one 
electrode to the other one, electrolytes must be ionic conductors. Bat-
teries can implement redox reactions in two main modes: in an irre-
versible one, whereby the battery con used only for one discharge 
process (primary or disposable batteries) and a reversible one, allowing 
discharge-charge cycles (secondary or rechargeable batteries): of course 
only the latter type is of interest for energy storage, and we shall 
concentrate on these devices. 

Electrochemistry, of course, involves chemical reactions that are 
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combined with electrical phenomena, in the previous paragraph we 
have concentrated on the chemical side, in the following we shall pro-
vide some information regarding the corresponding electrical 
phenomena. 

As far as the electrodes are concerned, as stated above, they support 
reduction and oxidation reactions: the former correspond to flow of 
electrons into the battery through the negative electrode, called cath-
ode, while the latter correlates with flow of electrons from the battery 
through the positive electrode, denominated anode. Electrons reaching 
the cathode are taken up either by the electrode material (e.g. cobalt in 
the most common lithium-ion batteries or manganese(IV) oxide in an 
alkaline ones) or by some other reagent brought in contact with it (e.g. 
dioxovanadium(V) ions in vanadium flow batteries or air in a button cell 
for hearing-aid appliances). At the anode, in turn, electrons are released 
from the electrode material (e.g. a lithium-carbon alloy in lithium-ion 
batteries or zinc in alkaline batteries) or from some other material 
placed in contact with it (e.g. a lead(II) salt dissolved in the electrolyte of 
a lead-acid battery or hydrogen in a fuel cell). 

An ideal electrolyte can be any material, that does not react in 
brought in contact with the electrodes, able to favour the flow of ions 
and electronically insulating, in order to prevent internal short-circuit of 
the electrodes. Electrolytes can be liquids (both aqueous and non- 
aqueous), ceramics, glasses, polymers or multi-phase combinations of 
them. 

Regarding the chemistries that can be implemented in battery 
chemistries, it is hardly possible to even list those that have been pro-
posed in over two centuries of literature, nevertheless, they can be 
classified into three main types, according to the physical nature of the 
redox-active materials. We can thus distinguish amongst batteries with: 
(i) insertion electrodes; (ii) conversion electrodes and (iii) reactive 
species dissolved in the electrolyte. Insertion means that the electro-
chemical reaction leads to the incorporation of ions into a host material: 
this is the type of mechanism involved in state-of-the-art rechargeable 
lithium-ion and lithium-polymer batteries. At conversion electrodes the 
electrochemical reaction leads to the formation of a new phase: this 
approach is employed in lead-acid, nickel-cadmium and nickel metal- 
hydride batteries. The better-known technology implementing redox 
reactive species dissolved in the electrolyte are the redox-flow batteries, 
in particular those using different forms of vanadium. Regarding bat-
teries with conversion electrodes, it is worth noting that they are the 
most promising systems in view of developing of high energy- and 
power-density devices that are required especially for mobility, in 
particular if metallic anodes are used (Han et al., 2021; Yang et al., 2020; 
Zhu et al., 2020). Unfortunately, the only currenly commercially avail-
able technology of this type are lead-acid batteries, using extremely 
heavy lead. One of the key development areas in battery research is thus 
finding ways to use metallic anodes, ideally of light elements, avoiding 
lithium, that is pyrophoric and sourced only in potentially critical 
geopolitical areas. Post-Li metal candidates that are closer to applica-
tions are Zn and Mg, while Ca and Na are important, but more complex 
alternatives (Li et al., 2020; Palacín and Ponrouch, 2019; Ponrouch 
et al., 2019). Unfortunately, use of metal anodes is impaired by poorly 
understood shape changes, leading to various, potentially dangerous, 
failure modes: mainly capacity fade and electrode shorting (Zhao et al., 
2018; Dasgupta et al., 2017; Higashi et al., 2016). 

In spite of a time-honoured tradition of fundamental and applied 
studies on Zn electrodeposition (Chen et al., 2021) and corrosion (Sun 
et al., 2022; Sun et al., 2020), addressed separately in different fields of 
technology, and the recent publication deluge, mainly on Li (Gallant 
et al., 2022; Minguzzi et al., 2022; Yang et al., 2021; Zhu et al., 2020), Zn 
(Wang et al., 2023; Kheawhom et al., 2022; Liang et al., 2021; Ling et al., 
2020) and Mg (An et al., 2022; Yu et al., 2022; Zeng et al., 2021), but 
also on Na (You et al., 2021; Ma et al., 2020; Stucky et al., 2020) and Ca 
(Liu et al., 2022; Mai et al., 2022), practical ways to control morphology 
changes accompanying cycling in real battery ambient have not been 
discovered, as evidenced by the fact that no devices based on these 

materials have reached the market, yet. Certainly, one of the reasons of 
this situation is that the largest proportion of published work is empir-
ical, is accompanied by common-sense physico-chemical justification, 
rather than by predictive formalized modelling, and quite often modi-
fications of materials and operating conditions, that are sought with a 
trial-and-error approach, lack fully verifiable and statistically robust 
experimental validation. For this reasons, deepening fundamental as-
pects and, in particular, providing a firm physico-mathematical back-
ground is particularly crucial for rational advancements in the field. 
From the battery materials science and engineering viewpoint, this 
paper is focussed on morphochemical changes occurring at metal elec-
trodes as a result of applied electrochemical polarization. 

The understanding of the mentioned shape-change issues can be 
fostered only through the establishment of a cogent link between 
experimental electrochemical materials issues and their rationalization 
based mathematical modelling of electrochemical phase growth. Several 
attempts in this direction have been described in the literature, the 
success of which has been only partial because, on the one hand, most 
models proposed lack predictive power and, on the other hand, the 
description of the impact of anode shape changes at the device-response 
level has been neglected. It is worth, first briefly recalling here – without 
claim of completeness – the most representative literature approaches 
and then sketching on this literature background. Early work in the field 
relied on phenomenological kinetics and described unstable growth as 
entirely controlled by electrochemical reaction kinetics (Diggle et al., 
1969). This effective, but crude approach was soon improved by ac-
counting for mass-transport effects (Popov et al., 2002). Moreover, 
metal growth shapes controlled by the aggregation of nanoclusters ag-
gregation was described combining diffusive mass transport with simple 
geometrical assumptions (Desai et al., 2014). Incorporation of 
mass-transport and nucleation phenomena inspired modelling ap-
proaches beyond algebraic ones. Statistical approaches have been 
adopted to model phase formation through diffusion-limited aggrega-
tion (Chen and Jorne, 1990) and Montecarlo (Lucas and Moskovkin, 
2010) approaches. Moreover, mass-transport impact on unstable metal 
electrodeposition has been modelled with the joint density functional 
method (Lu et al., 2014). Differential modelling has indeed played a key 
methodological role, even though it has so far attained limited success in 
terms of capability of describing real morphologies and predictive 
power. Early studies proposed an electrochemical extension of the 
Mullins-Sekerka theory, adding an electrochemical potential gradient 
(Hamilton, 1963). This approach has been refined with 
reaction-diffusion modelling, solving for the case of concentration dis-
tribution of two chemicals and describing shape change through the 
boundary conditions (Chazalviel, 1990). This multiphysics approach has 
been further extended by incorporating ionic transport by diffusion, 
migration and convection, solving simultaneously equations for 
reaction-diffusion, electric field and fluid-dynamics (Wang et al., 2014). 
Over the past decade some of the Authors have developed a 
reaction-diffusion PDE-based approach, able to capture the essential 
features of unstable material growth in electrochemical systems (Laci-
tignola et al., 2015; Bozzini et al., 2015; Lacitignola et al., 2014; Bozzini 
et al., 2013): recharge instability problems in batteries with metal an-
odes are a special case of this phenomenon. According to this approach, 
the source term for morphology accounts for charge-transfer rate at sites 
free from adsorbates, mass-transport hindrance to metal growth and the 
impact of adsorption on electrodeposition rate. The source term for 
chemistry considers adsorption and desorption, controlled by both 
chemical and electrochemical contributions. Theoretical and numerical 
studies have shown the notable flexibility of the RD-PDE in following the 
rich of spatio-temporal electrochemical experimental patterns reported 
in the literature, in particular through: (i) spatial pattern formation 
resulting from diffusion-driven or Turing instability (Lacitignola et al., 
2015); (ii) occurrence of a supercritical Hopf bifurcations and the 
interplay between Hopf and Turing instabilities, yielding complex 
spatio-temporal behaviour as well the capability of supporting 
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time-periodic oscillations and spiral-wave / break-up phenomena 
(Bozzini et al., 2015; Lacitignola et al., 2014). This model has been 
successfully applied for the rationalization of post mortem and in oper-
ando hyperspectral images of Zn anode morphochemical changes (B. 
Bozzini et al., 2022a). 

As mentioned above, one of the weaknesses of state-of-the-art 
mathematical modelling of metal anode shape-changes is the fact that 
they cannot describe the impact of this process on the cell response: this 
work is aimed at developing an approach to tackle this issue. A related 
idea was put forward in Wood et al. (2016), but this solution exhibits 
two main drawbacks: it assumes that at each discharge-charge cycle the 
initial planar electrode configuration is regained, thus excluding a priori 
any kind of irreversible changes, which are the conceptual cause of the 
shape changes that affect the battery behaviour, the mathematical 
description available in the paper is not only incomplete, but also 
inconsistent. In B. Bozzini et al. (2022b) we proposed for the first time a 
model that includes both cathodic and anodic irreversibilities and 
demonstrated qualitatively the way this model can be used to follow 
experimental cell cycling experiments, postponing the mathematical 
details to the present publication, that not only provides the full formal 
and numerical framework, but also employs it to achieve a mechanistic 
grasp of an experimental dataset of interest in its own right for the sci-
ence and technology of battery materials. 

2. The mathematical model 

2.1. Description of morphology evolution and passivation (included in 
BCs) 

2.1.1. Electrodeposition and corrosion geometry 
The model accounts for irreversibilities (aspect neglected in Wood 

et al. (2016)) in two ways: (1) metal outgrowth and (2) passivation. A 
summary and a more detailed description of the physical meaning of the 
model parameters can be found in Appendix 1. 

2.1.1.1. Hemispherical growth features. The starting point of our model 
is the electrodeposition/corrosion model of Wood et al. (2016). This 
model is rather loosely and cryptically described in the supporting in-
formation, we have independently rationalized it and made it explicit. In 
Wood et al. (2016) only metal outgrowth was considered, but it was 
handled in a way in which irreversibilities were simple neglected and 
build-up and removal of metal in cathodic and anodic cycles were 
described in terms of a population of half-spheres forming on a flat 
surface during the cathodic period and shrinking back to the flat initial 
condition during the anodic interval. 

The metal mass M(t) [mol] deposited at time t is: 

M(t) =
1
zF

∫t

0

I(τ)dτ (1)  

where, z [eq/mol] is the valence, F [C/eq] is Faraday’s constant and I 
[A/s] is the applied current intensity. 

Since in this work, coherently with most of the experimental ac-
counts of symmetric cell testing in the context of battery studies, I(t) is a 
galvanostatic square wave of period T, 

M(t) =
IT

2zF
Λ(t; T) (2)  

where Λ(t;T) is the unit triangular function of period T (i.e. with vertex 
value of 1 at T⋅((N-1)+1/2), with N the cycle number, see Fig. 1). 

Of course the volume of deposited metal V(t) [m3] is: 

V(t) =
M(t)
ρ =

IT
2zFϱ

Λ(t; T) (3)  

with ρ [mol/m3] the molar density. 
Assuming, as in Wood et al. (2016) and as customary in the literature 

on the modelling of electrochemical nucleation (Fletcher, 1983; Sluyt-
ers et al., 1987), that the deposited metal takes on the form of a hemi-
sphere, the radius r(t) of this hemisphere is: 

r(t) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3IT

4πzFρΛ(t; T)3

√

(4) 

Moreover, we assume – as implicitly done in Wood et al. (2016) – 
that the hemispheres are arranged on the electrode surface in a simple 
square array of lattice 2rmax (see Fig. 2). In this scheme, the growth 
morphology is a time- dependent one if 0 ≤ r <rmax, while it remains 
constant, and the structured electrodeposit simply translates normally 
the original flat surface into the electrolyte when the hemisphere radius 
r = rmax is attained as a result of growth. The two characteristic growth 
regimes described by this model are sketched in Fig. 3. 

For electrokinetic reasons that will be specified in Section 2.1.2, it is 
useful to define the fraction ϑhs of the electrode area consisting of freshly 
electrodeposited hemispheres. Variations in electrode will be referred to 
a square area Ao= 4rmax

2 of the initially flat surface. Being tmax the time 
required to grow the hemispheres to the maximum radius rmax, the area 
Ahs of the hemispherical features (of radius r ≤ rmax) sitting on Ao is: 

Fig. 1. Definition of the unit triangular function Λ(t;T), see Eq. (3).  

Fig. 2. Assumed geometry and arrangement of outgrowth features.  
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Ahs(t) = 2πr2(t) (5) 

Thus, the residual flat area Arf of the electrode surface onto which 
hemispheres have not formed is: 

Arf (t) = 4r2
max − πr2(t) (6)  

where, of course, πr2 is the area at the basis of the hemispheres on the 
flat support. whence ϑhs can be defined as: 

ϑhs(t) =
Ahs(t)

Ahs(t) + Arf (t)
=

2πr2(t)
πr2(t) + 4r2

max
for t ≤ tmax (7a)  

ϑhs =
2π

π + 4
for t ≥ tmax (7b) 

It is worth recalling here that the growth interval is limited to the 
cathodic half period of the cathodic-anodic galvanostatic cycle: 0 ≤ t ≤
T/2, hence if tmax< T/2 the growth condition represented in Fig. 3C 
simply cannot be attained. 

2.1.1.2. Irreversibility due to metal outgrowth. As hinted-at at the 
beginning of Section 2.1, Wood et al. (2016) seems to tacitly assume that 
the charge consumed in both cathodic (electrodeposition) and anodic 
(corrosion) half-cycles only goes into mass added to/removed from the 
hemispheres forming during the cathodic half-cycle. This results in the 
fact that morphology development is reversible (i.e. hemispeheres form 
on an initially flat surface in the cathodic half-cycle and are totally 
consumed in the anodic one). 

Of course, this is not a realistic situation, when trying to follow the 
cycling of metal anodes in practically relevant condition: a model of 
irreversibility is thus needed. A simple way to account for irreversibil-
ities of the “shape change” or “dendrite” type is to consider the following 
processes. (i) During electrodeposition new metal forms only on 
“outgrowth features”, modelled as hemispheres in Section 1.1, while no 
fresh metal deposits on the “flat” onto which the hemispheres rest. This 
is a rudimentary way to account for screening of current density (c.d.) 
lines by a growing metal feature, prototypically a dendrite (Bozzini 

et al., 2012). (ii) During corrosion, instead, metal dissolves both form 
the outgrowth features and from the flat: this situation corresponds to 
the fact that active dissolution of metals tends to occur even under low 
anodic polarization. 

Combination of the cathodic and anodic processes described in 
points (i) and (ii) above, leads to the fact that outgrowth features tend to 
build up over time, accounting for unstable shape formation. 

A formal way to introduce this effect is by assigning FC, the fraction 
of mass that is not corroded from hemispheres during the anodic half- 
cycle, but from the flat portion of the electrode. In this work FC is 
assumed to be constant, for simplicity. During the cathodic half-cycle, 
the same amount of material is added to the hemispheres, as described 
in Section 1.1, i.e.: 

M(t) =
IT

2zF
Λ(t; T) for 0 ≤ t ≤

T
2

(8a) 

Instead, during the anodic half-cycle the amount of material 
removed from the hemisphere Mhs is: 

Mhs(t) =
IT

2zF
Λ(t; T)⋅(1 − FC), for

T
2
≤ t ≤ T (8b) 

Concretely, this means that the net corrosion current acting on 
hemispheres is I⋅(1-FC). 

While, that corroded away from the flat background Mfb is: 

Mfb(t) =
IT

2zF
Λ(t;T)⋅FC, for

T
2
≤ t ≤ T (8c) 

In other words, this means that the net corrosion current acting on 
the flats (i.e. not on hemispheres) is I⋅ FC. 

Assuming, for simplicity, that during removal of Mhs and Mfb, the 
hemispherical shape is preserved, as sketched in Fig. 4, only Mhs con-
tributes to shape change. 

Since M(T/2) > Mhs(T;FC>0), the amount of material contributing to 
the buildup of hemispheres during the cathodic half-cycle is larger than 
that dissolved from the same hemispheres during the anodic one, elec-
trodeposited hemisphere will not disappear at the end of each cycle, as 
in (Wood et al. (2016), were morphology is reset to the initial condition 
at every cycle. With our modified model, accumulation of metal in the 
form of hemispheres continues over cycling. 

Thus, to describe the mass build-up and the radius evolution over the 
whole cycling time, we replace the function Λ(t;T) in Eq.s (2) and (4) 
with its corrected expressions given by Eq.s (8a) and (8b). The corre-
sponding explicit algorithmic expression is given in Appendix 2. 

2.1.2. Electrodeposition and corrosion kinetics 
Following the approach of Wood et al. (2016), kinetics of electro-

deposition and stripping is described in terms of space-independent, but 
time-dependent apparent exchange current densities, depending on the 
types of processes going on at characteristic positions on the electrode 
surface. In the present work, in addition to metal plating and stripping – 
corrected for morphology evolution over cycles (Section 1.2) –, that will 
be discussed in Section 2.1, we shall also include irreversibilities due to 
passivation, commented in Section 2.2. 

2.1.2.1. Electrodeposition and active corrosion (neither affected by 
passivation). Apparent plating and stripping rates at the whole elec-
trode, of course depend on the c.d. distribution, that in turn depends on 
geometrical factors giving rise to localization. A simplified approach to 
describing localization issues in the cathodic case is to split the active (i. 
e. non-passivated, for details see Section 2.2) part of the electrode in two 
regions: a “flat” one (quantified by ϑflat) and one with “hemispherical 
bulges” (quantified by ϑhs, see Eq. (7a,b)). Of course, under the adopted 
hypotheses, in the case without outgrowth 0 ≤ ϑhs ≤ 1 and with 
outgrowth 0 ≤ ϑhs ≤ 2. We simply model ϑflat as ϑflat =1-ϑhs , if ϑhs ≤ 1 
and we set ϑflat =0, if ϑhs > 1. 

Fig. 3. Sketch of the morphology evolution and cathode growth geometry 
considered in the model. z is a coordinate normal to the initially flat electrode 
shape, the origin of which is located at the electrode/electrolyte interface at 
time t = 0. (A) Cathode geometry for t ≤ tmax and rmax=r(tmax) (see Eq. (4)). (B) 
Cathode geometry at t = tmax. (C) Cathode geometry at t > tmax. 
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2.1.2.2. Passivation. Passivation rate depends on local c.d. distribution 
and, in this model, we accounted for this aspect by defining time- 
dependent passivation degrees for hemispherical bulges (ϑhs,pass) and 
flat regions (ϑflat,pass) of the electrode. Being tanod(t) the total time spent 
in anodic conditions at time t during a given cycling experiment, we 
define: 

ϑhs,pass(t) =
∫tanod(t)

0

khs,pass⋅ϑhs(τ)⋅dτ (9a)  

ϑflat,pass(t) =
∫tanod(t)

0

kflat,pass⋅ϑflat(τ)⋅dτ (9b)  

where khs,pass and kflat,pass are the passivation rates that, for simplicity, 
we considered constant for the hemispherical and flat regions of the 
electrode, respectively. The algorithm is devised in a way that and ϑhs, 

pass and ϑflat,pass are set equal to 1 if the evolution of passivation were to 
lead to a value in excess of this physical limit. 

2.1.2.2.1. Accounting for gravitational effects. Since passivation is 
related to precipitation processes, gravity can have an impact that ren-
ders the behaviour of the chemically symmetric cell in fact asymmetric 
owing to the fact that the electrode facing upwards is more liable to 
passivate owing to a gravitational contribution. This effect can be 
straightforwardly incorporated into the above-described passivation 
model by setting different values of passivation rates khs,pass and kflat,pass 
for the upper and lower electrodes, respectively: khs,pass

upper, khs,pass
lower, 

kflat,pass
upper and kflat,pass

lower. 

2.1.2.3. Global kinetics from electrode geometry and passivation 
descriptors. The global kinetics is thus described by a time-dependent 
effective kinetic constant ko(t) that is the weighted sum of the kinetic 
constants ko,hs and ko,flat, for the active (non-passivated) portions of the 
electrode that are covered with hemispheres or flat, respectively: 

ko(t) = ko,hs⋅ϑhs(t)⋅
(
1 − ϑhs,pass(t)

)
+ ko,flat⋅ϑflat(t)⋅

(
1 − ϑflat,pass(t)

)
. (10)  

2.2. Description of PDE model of symmetric cell voltage response resulting 
from morphology evolution and passivation 

2.2.1. The PDE system 
The PDE model is inspired by Wood et al. (2016), which provides a 

simple and sound description of the essential physical-chemistry un-
derlying the process, and fixes some conceptual flaws and inaccuracies 
contained in the original publication. 

We consider a 1D, time-dependent model for the balance of metal 

ions u (dimensions of u: typically mol cm− 3) and for the voltage ϕ (di-
mensions of ϕ: V) of the electrolyte phase. Specifically, u is the con-
centration of the ions corresponding to the metal anode, u=[Li+] in the 
particular case of Wood et al. (2016), but this can be generalized to any 
electroactive ions, such as, e.g., Zn2+. 

In the driving forces of metal ion movement are diffusion and 
migration, their 1D flux J [mol cm− 2 s− 1] can be written: 

J = − D⋅
∂u
∂x −

zDF
RT

⋅u⋅
∂ϕ
∂x (11)  

where: D [cm2 s− 1] is the diffusion coefficient, z [eq mol− 1] is the 
valence, F [C eq− 1] is Faraday’s constant and R [C V T− 1 mol− 1] is the 
gas constant. 

If we identify the integration domain with the electrolyte, no source 
term for u is present in the domain and the 1D mass balance for u can be 
written as: 

∂u
∂t = −

∂J
∂x. (12) 

In the absence of uncompensated charges in the integration domain, 
the electrical potential (voltage) distribution in the domain is given by 
the 1D Laplace’s equation: 

∂2ϕ
∂x2 = 0. (13) 

The electrochemical PDE model is thus the system of Eq.s (12) and 
(13).This system with the BCs and ICs detailed in next Sections 2.2.3 and 
2.2.4 can be solved conveniently, though not optimally in terms of 
computational load, with the PDEPE solver of the well known scientific 
program MATLAB. Details for the concrete implementation are provided 
in the Appendix 2. 

2.2.2. Integration domain 
As hinted at in Section 1, the 1D integration domain over space, 

corresponding to the electrolyte, is defined along the x [cm] axis as 0 ≤
x ≤ L. The integration domain over time corresponds to the whole 
cycling time t [s] such that: 0 ≤ t ≤ texp with texp the duration of the 
experiment. 

2.2.3. Boundary conditions 
At the boundaries, natural coupling conditions between the variables 

and on the fluxes can be given as follows. 

2.2.3.1. BCs for the coupling of the unknowns. In order to discuss the 
coupling between u and ϕ at the boundaries, it is useful to recall the 
Nernst equation, an equilibrium statement, that can be written in the 
present case as: 

Fig. 4. Sketch of the morphology change resulting from the anodic half-cycle, under the hypothesis of preserved spherical shape of outgrowth features even during 
corrosion of the flat background (see Eq. (8)). 
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( ϕ − ϕM) − (ϕ − ϕM)st =
RT
zF

ln
(
aion
aM

)

≅
RT
zF

ln
(

u
aM

)

(14)  

where: ϕM is the electrical potential of the metal phase in contact with 
the electrolyte, the pedex “st” refers to the standard state, aion denotes 
the activity of the ions, that can be approximated with the ion concen-
tration u and aM is the activity of the metal. Of course, at equilibrium u is 
independent on x and can be indicated with uo. We shall see later 
(Section 2.2.4), that, in our problem, this value is, in fact, the initial 
condition on u. It can be straightforwardly proved that Eq. (14) holds 
even out of equilibrium, provided the concentration is meant as that at 
the electrode-electrolyte interface: we express this with usurf. In corre-
spondence, the equilibrium value of f, let us call it (ϕ− ϕМ)eq, is replaced 
by its out of equilibrium value (ϕ− ϕМ)non-eq=(ϕ− ϕМ)eq+η, where η is 
the overvoltage. For notational convenience we shall drop the pedex 
“non-eq” in the following. Since ϕM can be regarded as constant in the 
system of interest, and accepting the approximation aion=u, we can 
rewrite Eq. (14) in the equilibrium and out of equilibrium cases as: 

ϕeq − ϕst =
RT
zF

ln
(
uo
aM

)

(15a)  

ϕ − ϕst =
RT
zF

ln
(
usurf
aM

)

(15b) 

Subtracting Eq. (15a) from Eq. (15b): 

ϕ − ϕeq =
RT
zF

ln
(
usurf
uo

)

(16) 

Since the cell voltage is equal to the difference between the poten-
tials in the electrolyte measured at x = 0 and x = L, in the present case 
and, at equilibrium the cell voltage is of course zero, in this case, for 
simplicity, we can take ϕeq=0. 

Eq. (16) can thus be recast into the expression of the BCs for the 
coupling of unknowns: 

ϕ(x= 0, t) =
RT
zF

ln
[
u(x = 0, t)

uo

]

(17a)  

ϕ(x=L, t) =
RT
zF

ln
[
u(x = L, t)

uo

]

(17b)  

2.2.3.2. BCs for the flux. The ionic flux at the boundaries must equate, 
with the appropriate dimensional adjustments, the c.d. i(t), applied in 
the galvanostatic experiment. Recalling Eq. (11), this writes as: 

− D⋅
∂u
∂x

⃒
⃒
⃒
⃒
x=0,t

−
zDF
RT

⋅u(x= 0, t)⋅
∂ϕ
∂x

⃒
⃒
⃒
⃒
x=0,t

=
i(t)
zF

(18a)  

− D⋅
∂u
∂x

⃒
⃒
⃒
⃒
x=L,t

−
zDF
RT

⋅u(x=L, t)⋅
∂ϕ
∂x

⃒
⃒
⃒
⃒
x=L,t

=
i(t)
zF

(18b)  

where, of course, [i/(zF)]=mol cm− 2 s− 1. 
In order to convert the current intensity I [Amp] into the c.d. i [Amp 

cm− 2] that is involved in the BCs on the flux, one must account for the 
effective electrode area. This is the nominal electrode area A [cm− 2], 
corresponding to the initial flat geometry, corrected for shape variations 
due to electrodeposition (that tend to increase the effective electrode 
area) and passivation (that restricts the fraction of the area over which 
electrodeposition, in the cathodic half-cycle, and corrosion, in the 
anodic half-cycle, can take place). These variations in the effective 
electrode area can be accounted through the effective kinetic function 
ko(t), defined in Section 2.1.2.3 (Eq. (10)). Thus: 

i(t) =
I(t)

A⋅ko(t)
/
ko,hs

(19)  

2.2.4. Initial conditions 
Of course, ICs on the unknows are required for the solution of the 

PDE model. Quite naturally, the IC for the metal ion concentration is its 
initial, homogeneous value uo: 

u(x, t= 0) = uo (20) 

The IC for the electrical potential distribution in the electrolyte is less 
straightforward, but a reasonable form can be assigned on the basis of 
the following simple physical reasoning. 

Let us take ϕ(x = 0,t = 0)=0, meaning that the cell terminal at x =
0 will be the electrical potential reference in cell voltage measurements, 
and ϕ(x = L,t = 0)=I⋅L/κ, meaning that we assume the cell to behave a 
resistor of specific conductivity κ [Ω− 1 cm]. Under the same resistor 
assumption, we can linearly interpolate in the interval 0<x<L, resulting 
in the IC: 

ϕ(x, t= 0) = I(t= 0)⋅
x
κ

(21)  

2.2.5. Accounting for cell voltage 
The flux BCs provide comprehensive information regarding the 

unknows of the PDE system of Eq.s (11)-(13) (concentration of the 
electroactive species u and the potential within the electrolyte phase ϕ) 
in the galvanostatic case of practical interest, but are not enough to 
model the actual potential drop across the cell ΔΦ. In fact: 
ΔΦ=Δϕ+ηcath+ηan, where: Δϕ=|ϕ(L)- ϕ(0)|, i.e. the potential differ-
ence, within the electrolyte, between the anodic and cathodic bound-
aries (i.e. where the cation fluxes are directed inwards and outwards wrt 
the integration domain) and ηcath and ηan are the cathodic and anodic 
overvoltages, respectively: conventionally the absolute values of these 
overvoltages will be considered in the sum for ΔΦ. In general, ηcath and 
ηan can be modelled according to primary (purely ohmic control: ηΩ), 
secondary (pure charge-transfer control, typically expressed with a 
Butler-Volmer type equation: ηCT) and tertiary (with combined charge- 
transfer and mass-transport contributions) c.d. distribution models (e. 
g. (Newman, 1991)). 

In the system of interest (typically, a coin cell with a separator in 
which a liquid electrolyte is immobilized), mass-transport effects are 
sufficiently accounted for by the material balance equation for the 
electroactive species (Eq.s (11) and (12)). 

Ohmic effects can be incorporated with the relation: ηΩ=A
κLi, where κ 

[Ω− 1 cm] is the electrolyte conductivity (Eq. (21), A [cm2] is the elec-
trode area (Eq.s (19)) and L[cm] is the length of the 1D electrolyte 
domain. 

Under the approximation that the anodic and cathodic Tafel slopes 
are equal to B - that is quite appropriate for the metals of interest for 
battery anodes, moreover, in a model in which possible passivation is 
accounted for in the BCs – one can adopt the following expression (B. 
Bozzini et al., 2022c): 

ηCTan + ηCTcath = 2B⋅ln

⎡

⎣1
2
⋅

⎛

⎝ i
io
+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
i
io

)2

+ 4

√ ⎞

⎠

⎤

⎦ (22) 

Overall, the cell voltage can thus be written as: 

ΔΦ = Δϕ+
A
κ
Li+ 2B⋅ln

⎡

⎣1
2
⋅

⎛

⎝ i
io
+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
i
io

)2

+ 4

√ ⎞

⎠

⎤

⎦ (23)  

3. Coin–cell cycling experiments 

An enabling step for the systematic quantitative investigation of cell 
cycling is, on the one hand, making quantitative use tendentially of all 
the information contained in the time-series, and, on the other hand, 
getting the cell mounting and cycling activities as much as possible 
under explicit control. In fact, explicitly addressing and removing both 
random and operator-dependent sources of variance in the testing of 
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laboratory cells, strongly increases the significance of the experiments, 
especially when the aim of the research is systematically assessing the 
impact of a given change in cell chemistry or testing conditions. To this 
aim, 100% control of the fabricated cells has been performed by elec-
trochemical impedance spectroscopy, that enabled the rejection of items 
displaying anomalies in their electrochemical behaviour and two cells 
yielding sound and identical impedance behaviour have been selected 
for cycling tests. 

The experimental case addressed in this work is establishing a link 
between electrochemical behaviour upon cathodic/anodic cycling and a 
morphology evolution of Zn foils, in weakly acidic aqueous electrolytes. 
This electrolyte is the system of choice in ZIB research, that is also 
starting to be considered for Zn-air batteries. To this aqueous electrolyte, 
organic species were added, with the aim of suppressing the formation of 
unstable growth, mainly mossy Zn: the most relevant form in the c.d. 
range of interest for battery operation. An ideal additive should prevent 
the formation of non-compact structures, suppress corrosion, and avoid 
passivation – thus increasing cell lifetime –, without appreciably 
impacting discharge and charge rates. The electrochemical behaviour of 
additives under combined charge and discharge conditions is very 
different from their behaviour under isolated discharge or charge pro-
cesses, but surprisingly limited attention to this point has been devoted 
in the literature and recently our group decided to concentrate on this 
aspect (B. Bozzini et al., 2022b; Bozzini et al., 2020). 

In this work, we focussed on quaternary ammonium salts (QAS) as 
prospective additives. Quaternary ammonium salts (QAS) are cationic 
surfactants, widely employed as additives in metal plating. They are 
stable in battery-relevant pH conditions. Under high cathodic polariza-
tion they can degrade through an irreversible reduction reaction, pro-
ducing an amine and a hydrocarbon (Ross et al., 1960). No information 
can be found in the literature about the electrochemical oxidation of 
these compounds. Their positive effect on electrodeposit quality is well 
known, but their working mechanisms are poorly understood. QASs tend 
to adsorb on the cathode, thus blocking tip growth (Bayaguud et al., 
2020) and increasing nucleation rate (Bressan and Wiart, 1979). The 
effect of QASs on the growth morphology depends strongly on the nature 
of the moieties bonded to the quaternary nitrogen: in aliphatic QASs the 
chain length is the controlling factor (Mackinnon and Brannen, 1982; 
Lan et al., 2007) and aromatic groups delocalize the positive charge of 
the nitrogen, decreasing adsorption strength (Fanigliulo and Bozzini, 
2002). In particular, we selected four QASs, exhibiting characteristic 
molecular differences in the factors that dictate the interaction with 

electrode surfaces in anodic and cathodic conditions, and interaction 
with the electrolyte, Zn2+-species in particular (see Table 1). As far as 
QASs with long aliphatic chains are concerned, we selected: hexadecyl 
(or cetyl) tri-methyl ammonium bromide (CTAB) - a QAS surfactant with 
a single, 12 carbon atom-long aliphatic chain, commony used in the 
metal-plating literature as a dendrite suppressor; and di-methyl di-te-
tradecyl ammonium bromide (DMDTDAB), with two 14 carbon 
atom-long aliphatic chain long aliphatic chains, tending to micellar 
formation (Yassine et al., 2007). In the other cases we chose polymers: 
benzyl-phenyl modified polyethyleneimine (BPPEI) and poly di-allyl 
di-methyl ammonium chloride (PDADMAC). These polymers exhibit 
different spacings amongst QA sites, in turn yielding different confor-
mations and anion-transport properties. BPPEI has been successfully 
used as dendrite suppressor Cu plating (Bozzini et al., 2007) and 
PDADMAC is a polymer in which the tetravalent nitrogen is included in a 
five-atoms ring, that was adopted for the synthesis of composite con-
version cathodes for lithium-ion batteries (Seoka et al., 2022; Osada 
et al., 2016; Tour et al., 2016). More details on QAS selection for 
Zn-based batteries can be found in Bozzini et al. (2020). Of course, the 
focus in this particular work is modelling of the cycling response and we 
refrain from giving an in-depth account of electrochemical 
materials-science aspects of Zn electrode behaviour in weakly acidic 
electrolytes without and with addition of quaternary ammonium salt 
(QAS) additives: these can be found in Bozzini et al. (2023). 

Galvanostatic dicharge/charge (GDC) cycling measurements were 
carried out in CR2032 coin cells, depicted in Fig. 5. The two electrodes 
were 12 mm diameter Zn disks (99.98% Alfa Aesar), 250 μm in thick-
ness. The Zn disks were contacted with stainless steel (AISI 304, diam-
eter 12 mm, thickness 150 μm) and kept separated with a 260 μm thick 
glass microfiber disk (Whatman), 19 mm in diameter, soaked with 350 
μl of 2 M ZnSO4 waekly acidic aqueous electrolyte, without and with 
added QAS (0.1 g l− 1 of CTAB, DMDTDAB and PDADMAC, 0.01 g l− 1 of 
BPPEI). GDC cycles were run at 1 and 10 mA cm− 2 with 60 min periods, 
corresponding to capacities of 0.5 and 5 mAh cm− 2, respectively: we 
selected these values to be in line with the literature on GDC of ZIBs (see 
detailed discussion on this point in B. Bozzini et al. (2022b)), but it is 
worth noting that this is lower than that of practical battery operation 
(Parker et al., 2018). The experiments were terminated when the cell 
reached either short circuit (cell potential tending to zero) or passivation 
(absolute value of cell potential increasing beyond 1 V) conditions. 

In Figurs 6 we show the whole set of replicated cycling experiments, 
performed carried out at 1 and 10 mA cm− 2. The time-to-failure for the 

Table 1 
Overview of the key outcomes of electrochemical measurements carried out in CR2032 coin cells with 2 M ZnSO4 weakly acidic aqueous electrolyte with the QAS 
additives indicated. (columns 1–5) time-to-failure for the two investigated current densities (columns 1 and 2), mean and standard deviation of cell voltage at steady- 
state (column 3), type sequence types, organized according to the parameter classification proposed (columns 4 and 5, see text for details) and SEM morphology 
observations (type of crystallite, column 6, and number density of crystallites, column 7).  

B. Bozzini et al.                                                                                                                                                                                                                                 



Applications in Engineering Science 13 (2023) 100125

8

four systems are reported in the first two columns of Table 1. At these 
two c.d.s, of practical interest and corresponding to the mossy-growth 
range, the behaviour of Zn anodes is strongly impacted by the nature 
of the QAS, both positively and adversely, with respect to the additive- 
free case. Except with DMDTDAB, operation at the higher c.d. results in 
delayed failure. In addition, at 1 mA cm− 2 all cells fail by short-circuit, 
while at 10 mA cm− 2 short-circuit is the cause of termination with the 
polymeric QASs, and passivation in the absence of additives and with 
CTAB. Longer times-to-failure at higher c.d. can be explained with the 
fact that at low c.d.s the mossy Zn growth prevails and it is progressively 
reduced upon increasing the c.d. to an additive-dependent threshold for 
mossy growth suppression above 20 mA cm− 2 (Bozzini et al., 2023). In a 
mossy-growth inhibition regime, passivation becomes to failure mode 
for the additive-free and CTAB-containing systems. Early failure by short 
circuit with DMDTDAB might be due to a lowering of the threshold c.d. 
for dendrite development, as suggested also by SEM imaging (Fig. 7). 

Direct insight into Zn electrode shape changes can be obtained by 
post mortem imaging of Zn electrodes, extracted from cycled cells. For 
ease of electrode extraction, we employed an EL-CELL ECC-AIR-NI a 
split-cell, reproducing the geometry of 2032 coin cells. In the split-cell, 
the electrodes were kept separated by an O-ring and 300 µl of free 
electrolyte were employed. Of course, testing with or without a sepa-
rator, in principle, can yields different outcomes: to the best of the Au-
thors’ knowledge, this point has not been investigated so far, but this 
approach is appropriate for a ranking of the morphological impact of the 
different additives. After cycling for 14 h at 1 mA cm− 2 - the more severe 
mossy growth condition -, the cells were disassembled and the Zn 
electrodes were rinsed with DI water and dried under N2 flow. The SEM 
micrographs are shown in Fig. 7. All images show a mixture of globular 
or filamentary Zn crystallites, resulting from the charging periods and 
ZnO platelets - covering the electrodeposited features – forming in the 
discharge intervals. Mossy structures dominate the additive-free and the 
BPPEI- and DMDTDAC-containing systems, while mossy growth sup-
pression, witnessed by the formation of globular structures, is found 
with CTAB and PDMDMAC. Mossy growth suppression tendency cor-
relates with higher crystallite density. 

This complex scenario shows that the study of additives is strongly 
system-dependent, it requires specific fundamental understanding, and 

performance indicators cannot be extrapolated from one system or 
operating condition to another one. The empirical understanding 
allowed by time-to-failure ranking and observation of the types of shape 
changes is indeed useful for electrolyte development, but hardly enables 
a knowledge-driven approach. Instead, analysis of the cycling time se-
ries, based in the model proposed in Section 2, allows to extract mech-
anistic information regarding the electrocrystallization processes 
occurring in the coin cells, that, in principle, can be plugged into further 
a predictive model of morphochemical metal evolution, such as the DIB 
model (Lacitignola et al., 2015; Lacitignola et al., 2014; Bozzini et al., 
2013). Specifically, as detailed in Section 4, it is possible to assign metal 
growth, passivation and mass-transport parameters by comparing the 
experimental and computed potential responses to GDC cycling. 

4. Parameter classification 

Parametric analysis of experimental cell-potential time-series has 
been carried out with the model proposed in Section 2. A definitive 
parameter identification task is beyond the scope of the present paper, 
and can be carried out with advanced NLLS approaches (Sgura et al., 
2019) or with deep learning-based techniques (Sgura et al., 2023). In 
this context, a simple, but effective approach was that of classifying the 
experimental data in terms of the key parameter subspace, based on the 
principal analytical characteristics of the solutions of the model. In this 
way, we could frame in a clear-cut way the impact of electrolyte type 
and cycling c.d. on the cell response, in terms of materials properties, 
metal-electrode evolution modes, in particular. 

Figure 8 report extracts of Fig. 6 that highlight the classes of charge- 
discharge switching transients found within the experimental corpus of 
this study. 

Table 1 summarizes the key outcomes of electrochemical measure-
ments (columns 1–5) and morphology observations by SEM (columns 6 
and 7). Specifically, we report: the time to failure under GDC cycling at 
the two investigated current densities (columns 1 and 2), the cell voltage 
(average and standard deviation) measured after the cycling response 
attained steady-state conditions (column 3), the types of sequences of 
galvanostatic switching forms (columns 4 and 5), the type of surface 
morphology (column 6) and the number density of crystallites (column 
7). The following key correlations can be noted. At 1 mA cm− 2, all ad-
ditives increase the cell voltages with respect to the additive-free case, 
but the scenario is more complex at 10 mA cm− 2, were lower cell volt-
ages correspond to passivation suppression. Globular morphology cor-
relates with higher cell voltages, possibly owing to prevalence of the tip- 
inhibition mechanism (Bozzini et al., 2012). Type-1 sequences corre-
spond to more stable electrode behaviour: the correlation with the 
time-to-failure and electrode morphology is more complex and will be 
commented in detail below. The type-2 sequence, instead, correlates 
with instability at higher current densities. 

All the transients, their evolutions occurring during cycling and the 
corresponding simulations obtained with the model, can be represented 
in terms of three basic types of sequences, corresponding to systematic 
parameter variations, depicted in Panels A-C of Fig. 8. Type-1 sequence 
(Panel A) - that is the only pattern found with the additive-free and 
PDADMAC-containing electrolytes, both at a 1 and 10 mA cm− 2 (Panels 
D-I, N, O), as well as of the BPPEI additive at 10 mA cm− 2 (Panel S) - 
corresponds to a progressive increase of the effective diffusion coeffi-
cient, cæteris paribus. This sequence can be interpreted in terms of a 
progressive change from planar to spherical diffusion, associated with 
the formation of either mossy or globular growth features (see Fig. 7 and 
Table 1, column 6). Moreover, this kind of shape change is coherent with 
the initial decrease of the modulus of the cell voltage, that can be 
modelled with a finite value of the FC parameter. The differences in cell 
lifetimes found for systems exhibiting type-1 sequences can be under-
stood in terms of the fact that short circuits – especially of the transient 
type commonly found in these experiments – can result from the for-
mation of progressive amounts of dead metal, eventually reaching the 

Fig. 5. Schematic of the assembly of the CR2032 coin cells used for galvano-
static cycling tests. 

B. Bozzini et al.                                                                                                                                                                                                                                 



Applications in Engineering Science 13 (2023) 100125

9

electronic percolation limit, that – if the average electrode area does not 
vary appreciably in time – would not yield a specific cell voltage 
response. This observation indicates an intrinsic limitation of lifetime 
diagnostic based solely on electrical cell responses, even of dynamic 
type, and calls for advanced monitoring approaches that can transduce 
to the battery management system, observables beyond electric ones. 
Nevertheless, approach to the percolation limit turns the electrolyte into 
an effectively porous one: this can explain the fact that, in the period 
before the short-circuit, the cell-voltage transient shape tends to go back 
to the type characteristic of a low Deff. 

The type-2 sequence (Panel B of Fig. 8) - observed at 1 mA cm− 2 in 
the experiments with CTAB, DMDTDAB (Panels J and L) and the 
beginning of the experiments with BPPEI (Panels P and Q) – are char-
acteristic of a condition whereby the cathodic kinetics is progressively 
enhanced, while the anodic one is inhibited. This kind of behaviour can 
be interpreted with the formation of a solid electrolyte interphase (SEI) 
layer, favoured by polymeric nature of additive, as observed with a 
different electrochemical approach in alkaline ambient (Bozzini et al., 
2020). The change to type-1 sequence for BPPEI after ca. 5 h of cycling 
(Panel P) indicates the stabilization of an outgrowth morphology with 
well-adhered crystallites. The transient short circuit events, that can be 
observed in this case (Panel R), confirm this explanation. Cell termina-
tion by short-circuit at 10 mA cm− 2 with BPPEI (Panel S), instead of the 
passivation-driven end-of-life found in the additive-free case, might be 
related to the fact that SEI formation prevents passivation. 

The CTAB-containing cell at 10 mA cm− 2 (Panel K) is the only 
occurrence of the type-3 sequence (Panel C) in this research. This 
sequence is characteristic of high Zn2+ concentrations in the electrolyte, 
combined with a high Deff. Experimentally, this peculiar dynamic 
behaviour correlates with a tendency to transient passivation and cell 

failure by passivation, a relatively long cell lifetime and the stabilization 
of a globular morphology. These processes and the corresponding 
parameter values, correlate clearly with the high cathodic inhibition 
afforded by CTAB (Bozzini et al., 2023) causing, on the one hand, an 
accumulation of corrosion products, and, on the other hand catholyte 
alcalinization with attending zincate formation and final ZnO precipi-
tation (Kazemian et al., 2022; Bozzini et al., 2022a), all these processes 
are passivation precursors. 

5. Conclusions 

The shape stability of metallic anodes during discharge-charge cycles 
is a crucial requirement for the practical deployment of next-generation 
high energy-density batteries. Symmetric-cell testing is a simple, but 
efficient approach for bridging the gap between advances at material- 
science level and operation of practical devices. Currently, the genera-
tion of high-quality experimental data and theoretical tools to exploit 
them to gain insight into material evolution inside the cell are not much 
developed. This paper proposes a combined theoretical-experimental 
approach to tackle this challenge. In particular, we have carried out a 
systematic analysis of the of galvanostatic cycling – under practically 
relevant operating conditions – of Zn symmetrical 2032-type coin-cells 
with weakly acidic electrolyte, containing a range of quaternary 
ammonium salt (QAS) additives, meant to promote anode shape 
stability. 

Some QASs with a simpler molecular structure (CTAB, PDADMAC), 
resulting in higher surface coverages during the cathodic cycle, can 
improve metal shape – in correspondence to an increase of nucleation 
rate and cell overvoltage –, but this improvement is not related to an 
increase of cell lifetime, that in weakly acidic electrolytes – at variance 

Fig. 6. Replicated galvanostatic cycling of Zn|Zn symmetric CR2023 coin cells with 2 M ZnSO4 electrolyte, with the indicated QASs. (A) and (C) 1 mA cm− 2; (B) and 
(D) 10 mA cm− 2. 
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with alkaline systems – seems to be better in the absence of the additives 
considered. Moreover, polymeric QASs (PDADMAC, BPPEI) give the 
same dynamic cell voltage response as the additive-free case, but cell 
lifetime is adversely affected, notwithstanding the suppression of 
passivation through a reduction of the amount of Zn corrosion products 
in the electrolyte. 

Systematic study of QASs thus discloses a scenario of additive 
impact, that is notably more complex that what one might conclude 
from the literature. In fact, available publications mostly consider in-
dividual additives, anodic or cathodic processes in insulation and a 

limited range of operating conditions. Systematic investigation, and the 
necessity of obtaining a firm knowledge base in the field, call for a solid 
theoretical framework, that can be readily employed as a tool for data 
elaboration. 

The model we are proposing in this work copes with this issue, 
enabling a link between the electrical cell response and cell material 
evolution. This approach opens up the possibility of following hidden 
variables correlating electrical operating parameters (c.d.) response 
(cell voltage) and quantities describing cell material dynamics: transient 
and cumulative electrode shape changes, electrode passivation, elec-
trolyte chemisty, accumulation of dead metal. All these aspects 
contribute to cell failure and determine specific failure mores, though 
through different evolution pathways, that have to be understood in 
order to counteract them effectively, either by material optimization or 
by improved battery management protocols. 

The observed cell voltage time series can be described in terms of the 
proposed mathematical model. This allows a more insightful exploita-
tion of the results of other complementary measurements, such as 
microimaging of the electrode, considered in this work. Classification of 
chronopotentiometric transients, in dependence of specific variations of 
some parameters, allows better understanding of the key processes 
occurring in the cell and of their concrete impact on device durability, 
that was, in some cases, found to be counterintuitive. 

Future developments of this approach will allow to proceed beyond 
the efficient, but semi-quantitative parameter classification approach, 
reaching a full quantification thanks to fast and reliable parameter 
identification. In Sgura et al. (2023) we have shown that parameter 
identification tasks for PDE models and complex experimental datasets 
can be effectively carried out with deep-learning (DL) methods, and this 
approach will be implemented for the model described in this work. In 
particular, a major step forward enabled by DL would be a systematic 
and comprehensive exploration of the parameter space, along three key 
directions. (i) In-depth exploration of the currently better-known section 
of the parameter space, that gave rise to the three sequence types that 
can follow the experimental datasets of this research: the outcome will 
be the automatic partitioning of the model solutions into zones in which 
specific types of cycling response prevail. (ii) Extension of the classifi-
cation of solutions to the full parameter space. (iii) Parameter identifi-
cation, allowing to assigning sets of model parameters to experimental 
time series. In its maturity, this approach – ideally in combination with 
the transduction of material-relevant quantities to the BMS, will enable 
control of batteries based on the precise knowledge of their status. 
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Appendix 1. COMMENTS ON THE PARAMETERS CONTAINED IN THE MODEL (INCLUDING BOTH PDE MODEL AND THE 
CORRESPONDING BCs) 

2.3.1) Comments on the parameter space of the BC model 
The BC model, contains the parameters classified and discussed below. Overall, once the type of electrodic metal is selected, fixing 4 “constant 

material parameters” (b1-b4), and the experimental conditions are set by fixing 3 “operating parameters” (a1-a3), the performance of the material can 
be followed by identifying 8 “variable materials parameters (c1-c8). 

a) Operating parameters: these parameters correspond to the imposed operating conditions of the cell. In a given experiment, they can be regarded 
as constant. 

Fig. 7. SEM micrographs of Zn electrodes cycled galvanostatically at 1 mA 
cm− 2 in a split-cell, with 2 M ZnSO4 electrolyte, containing the indicated QASs. 
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a1) I [A cm− 2] of Eq. (1), the imposed c.d..  
a2) T [s] of Eq. (2), the duration of the current cycle (positive/negative current cycle).  
a3) Number of cycles: the total time ttot implicitly considered in the model is in fact ttot=T⋅N. 

b) Constant material parameters: these parameters either depend on the material properties, but are known a priori or are physical constants.  

e1) The atomic weight [g mol− 1], implicitly considered in Eq. (13).  
e2) ρ [g cm− 3] the density of Eq. (13).  
e3) z [eq mol− 1] the valency of Eq. (1).  
e4) F [C eq− 1] the Faraday constant of Eq. (1). 

c) Variable material parameters: these parameters depend on the material properties. These parameters have to be identified from an experiment, if 
this is meant to qualify the material behaviour.  

c1) FC [1] of Eq. (8a,b,c), the propensity to outgrowth of the metal in context.  
c2) rmax [cm] of Eq. (6), a quantity describing the areal number density of electrodeposited nuclei (the higher rmax, the lower the density of nuclei).  
c3) khs,pass [1] of Eq. (9a), a quantity describing the propensity to passivation of the outgrowth features, for the lower electrode (in which 

passivation is favoured by gravitational effects).  
c4) khs,flat [1] of Eq. (9b), a quantity describing the propensity to passivation of the electrode in the regions in which outgrowth features are not 

present, for the lower electrode (in which passivation is favoured by gravitational effects).  
c5) khs,pass

upper [1] of Section 2.2.1, a quantity describing the propensity to passivation of the outgrowth features, for the upper electrode (in which 
passivation is not favoured by gravitational effects).  

c6) khs,flat
upper [1] of Section 2.2.1, a quantity describing the propensity to passivation of the electrode in the regions in which outgrowth features 

are not present, for the upper electrode (in which passivation is not favoured by gravitational effects).  
c7) ko,hs [cm s− 1] of Eq. (10), the electrodeposition kinetic constant in correspondence of the outgrowth features. 

Fig. 8. Types of cell voltage transients, computed (A-C) and experimental (D-S), resulting from the application of GDC cycles. (A) Computed sequence type #1 - D =
1e− 4 (black), 1e− 5 (red), 1e− 6 (blue) cm2 s− 1. Common parameters: i = 50 mA cm− 2, [Zn2+]=50 mM, ko,hs=7e− 6 cm s− 1; k o,flat=9e− 8 cm s− 1, κ=2e− 3 [Ω− 1 cm− 1]. (B) 
Computed sequence type #2 – black plot: i = 50 mA cm− 2, ko,hs=7e− 6 cm s− 1, ko,flat=9e− 8 cm s− 1; red plot: i = 50 mA cm− 2, ko,hs=7e− 6 cm s− 1, ko,flat=9e− 5 cm s− 1; 
blue plot: i = 5 mA cm− 2, ko,hs=3.5e− 6 cm s− 1, ko,flat=9e− 7 cm s− 1. Common parameters: D = 1e− 6 cm2 s− 1; [Zn2+]=50 mM; κ=2e− 3 [Ω− 1 cm− 1]. (C) Computed 
sequence type #3 – black plot: ko,hs=1e− 6 cm s− 1, ko,flat=9e− 7 cm s− 1; red plot: ko,hs=3.5e− 6 cm s− 1. Common parameters: D = 3.6e− 5 cm2 s− 1, i = 5 mA cm− 2, 
[Zn2+]=50 mM, κ=2e− 3 [Ω− 1 cm− 1]. No additive: 1 (D-F), 10 (G-I) mA cm− 2. CTAB: 1 (J), 10 (K) mA cm− 2. DMDTDAB: 1 (L), 10 (M) mA cm− 2. PDADMAC: 1 (N), 10 
(O) mA cm− 2. BPPEI: 1 (P-R), 10 (S) mA cm− 2. 
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c8) ko,flat [cm s− 1] of Eq. (10), the electrodeposition kinetic constant in correspondence of the electrode in the regions in which outgrowth features 
are not present. 

Physically reasonable values of ko are discussed below. (i) With β=0.5 and η=0.1 V, exp(±β⋅F⋅η/8.31/300)=0.1÷10. (ii) c~1e− 3÷1 M. (iii) 
γ~1÷10. (iv) i~1e− 3 A cm− 2. Considering all maximum values and all minimum values: ko~1e− 4÷1e− 10. 

It is worth noting that, according to Eq. (19), the quantity actually controlling the time-dependence of the electrode area is the ratio of ko,hs and ko, 

flat, this ratio can thus be regarded as the a single independent variable in the parametric analysis of the model. 
The “variable material parameters” can be further classified according to the underlying physics, as follows:  

- kinetic parameters describing electrokinetics of electrodeposition (c7, c8);  
- geometrical parameters describing: nucleation (c2) and unstable outgrowth (dendrite formation, c1);  
- kinetic parameters describing passivation (c3-c6). 

2.3.2) Comments on the parameter space of the PDE model 
The PDE model, contains the parameters classified and discussed below. Overall, once the type of metal is selected, fixing 3 “constant material 

parameters” (f1-f3), and the experimental conditions are set by fixing 2 “operating parameters” (e1-e3), the cell dynamics should be followed by 
adjusting the 4 “variable materials parameters” (g1-g4). 

e) Operating parameters:  

e1) L [cm], defining the integration domain.  
e2) texp [s] has the same meaning as ttot defined in points (a2) and (a3) above. 

f) Constant material parameters: see point (b) in Section 1. F (Eq. (11)) and z (Eq. (11)) are commented there.  

f1) R [C V T− 1 mol− 1] of Eq. (11) is the gas constant: a physical constant.  
f2) uo [mol cm− 3] of Eq. (17a,b) is the initial concentration of the electroactive species.  
f3) A [cm2] of Eq. (19) is the area of the electrode, this quantity is implicitly included in the numerical value of I (a1). 

g) Variable material parameters: 

The variable material parameters mentioned in this subsection depend on the details of the electrolyte composition (that is modelled in this context 
in terms of u) and of the surface condition of the metal (that is related to the parameters (c3)-(c7)). For first-approximation work, they can be regarded 
as constants.  

g1) D [cm2 s− 1] of Eq. (11) is the diffusion coefficient, in fact this depends on the electrolyte composition.  
g2) κ [Ω− 1 cm] of Eq. (21) is the electrolyte conductivity. Its value depends on the electrolyte concentration and in principle can also be modelled as 

a function of D.  
g3) B [V] of Eq. (22) electrokinetic parameter of the electrodeposition reaction. Its value depends on the specific reaction and in principle depends 

on the evolution of the system chemistry and is correlated with parameters (c7-c8).  
g4) io [A cm− 2] of Eq. (22) another electrokinetic parameter, same comments apply as to point (f6). 

Appendix 2. MATLAB formalism for PDEPE solver 

The system Eq.s (12) and (13) with BCs Eq.s 17–(19) and ICs Eq.s (20), can be conveniently integrated with the PDEPE MATLAB solver. For the 
readers’ perusal, as well as for the sake of often neglected transparency, we recast the problem defined in Sections (2.2.1–2.2.4) in the PDEPE 
formalism. 

PDEPE solves systems of 1D in space elliptic and parabolic PDEs of the following form: 

c
(

x, t, v,
∂v
∂x

)

⋅
∂v
∂t = x− m ∂

∂x

[

xmf
(

x, t, v,
∂v
∂x

)]

+ s
(

x, t, v,
∂v
∂x

)

(A1)  

where a bar above a symbol denotes its vectorial nature and ⋅ indicates the scalar product. 
Inspection shows that setting m = 0, s–––0 the structure of system Eq.s (12), (13) is obtained, with the following definitions: 

v =

⎛

⎝
ϕ

u

⎞

⎠, c =

⎛

⎝
0

1

⎞

⎠, f =

⎛

⎜
⎜
⎜
⎝

∂ϕ
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⎞

⎟
⎟
⎟
⎠

(A2) 

In PDEPE the BCs are expressed in the form: 

p[x= 0, t, v(x= 0, t)] + q(x= 0, t)⋅f
(

x= 0, t, v,
∂v
∂x

⃒
⃒
⃒
⃒
x=0,t

)

= 0 (A3a)  
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p[x= L, t, v(x= L, t)] + q(x= L, t)⋅f
(

x=L, t, v,
∂v
∂x

⃒
⃒
⃒
⃒
x=L,t

)

= 0 (A3b) 

Inserting Eq.s (17), (18) into Eq. (A3), one gets: 
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where ko(τ) = 1 for τ ≤ 0 (A4b)  
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No special comments are required for the ICs. 
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