I. Introduction

The increasing demand of capacity in optical transport networks (OTN) has pushed transmission systems to 100 Gbps per wavelength in dense WDM and beyond. In these conditions, the receiver is required to perform ultra-narrow filtering as well as polarization mode and chromatic dispersion compensation. Besides, inter-channel non-linearities limit the power at the transmitter. Today, high speed analog to digital converters (ADC) enable coherent detection of the modulated optical signal. Coherent detection acts like an ultra-narrow WDM filter and enables DSP for electronic dispersion compensation. Current 100 G transceivers employ polarization multiplexed QPSK and QAM formats and intradyne digital coherent receivers.

In coherent optical receivers, third generation forward error correction (FEC) codes with net coding gain (NCG) higher than 10 dB are based on soft-decision (SD) and iterative decoding. This has been the key enabling factor to improve performance and extend transmission distances even further. In the last two decades, a lot of activity in FEC code design has been triggered by soft-iterative decoding of concatenated codes, such as turbo codes [1] or low-density parity-check (LDPC) codes [2]. Many authors have worked extensively on the application of soft-FEC codes to OTN. This application field specifically requires high reliability and parallelization, due to a very high bit rate processing. These two needs have driven the choice on turbo product codes (TPC) [3] or LDPC codes. At the beginning, the need for high code rates and very low error rates made researchers focus on TPCs [4], which still show some advantages in terms of iterations and low power consumption [5]. LDPC codes have also been investigated in binary [6], non-binary [7], and convolutional form [8], up to the more recent spatially coupled LDPC codes [9].

In LDPC codes for OTN, special attention must be paid to the error floor. To overcome this problem, the simplest solution is to rely on an outer (generally hard decoded) FEC code concatenated with the inner LDPC code [10], [11], [12], [9]. Recently, floorless LDPC codes have been designed [13], [14]. These codes are able to reach the desired error rate without an outer concatenated code, due to their extremely low error floor.

All of the above SD-FEC solutions assume ideal coherent detection, that is often not the case in practice. In an intradyne transmission system, the incoming optical signal is mixed by means of a polarization and phase diversity optical front end with the signal emitted by a local receiver laser. The local receiver laser frequency is not locked to the incoming signal. Instead, the two generally differ by a much smaller value than the modulation symbol-rate. Estimation and compensation of the residual phase and frequency error is performed after the ADC by DSP algorithms for carrier recovery and demodulation. Due mostly to implementation constraints, DSP operations currently implemented in coherent receivers are based on non-data aided, or blind, equalization and synchronization algorithms. Blind carrier recovery algorithms have the key advantage of using the contribution of all transmitted symbols for channel estimation, and thus exhibit fast carrier phase and frequency tracking, as required by optical transmission. However, they generally suffer from phase ambiguity due to phase slips, which prevents absolute phase estimation of the received carrier. As a consequence of a phase slip, the demodulated signal is phase rotated compared to the receiver phase reference from the instant the slip event has occurred.

This problem is often overcome by using differential modulation (DM), which encodes information on phase changes rather than on the absolute phase values. However, differential
decoding leads to a significant decline in receiver sensitivity, that exceeds 1 dB at the SD-FEC target BER for QPSK. An alternative approach, widely used in radio communications, is to avoid differential encoding by periodic insertion of time-division multiplexed pilot symbols. Pilot symbols provide the carrier phase recovery circuit with the transmitted phase reference, which can be used for absolute phase error estimation. Since pilot symbols do not carry information, their rate should be kept as low as possible, to avoid reducing the information data rate or introducing SNR penalties. In fiber communications, however, the carrier phase recovery circuit requires phase estimation on each symbol to efficiently track the carrier phase noise, which is a fast random process introduced by the laser source and fiber nonlinearities on the optical carrier [15]. Operating with a low pilot rate leads to a reduction of the demodulator phase noise tracking abilities, and thus, to frequent phase errors, even in presence of moderate laser phase noise.

Phase estimation can be performed by any blind search algorithm, such as the Viterbi & Viterbi synchronizer or the maximum likelihood phase search (MLPS) algorithm followed by phase unwrapping. The probability that a blind phase estimator commits phase slips depends on the statistical properties of the phase noise affecting the received signal. After demodulation with the estimated phase, the phase noise will be compensated and the signal will be left with additive white Gaussian noise (AWGN) from the channel and phase slips (PS) introduced by the process of phase estimation. Fig. 1 shows the effect of this PS channel on the transmitted bits, in case of BPSK. A similar channel model, with independent slips and (polarization dependent) AWGN is considered in [16].

A careful capacity analysis of the PS channel reveals that the loss from coherent demodulation can be considerably reduced by block differential modulation (BDM) [17]. In this modulation scheme, described in Section II, each codeword is divided into blocks of $n$ adjacent symbols. Within each block, any rotated version of an admissible transmitted sequence corresponds to the same bit sequence so that the absolute phase does not matter. In this way, $n - 1$ information symbols can be transmitted. In addition, another symbol is differentially encoded through the phase difference between the blocks. BDM is robust against PS, even when the PS occurrence rate is unknown, without paying the cost in SNR required by DM.

This paper assumes a concatenated FEC scheme with an outer block code, and proposes an inner FEC design based on LDPC codes that embeds block differential demodulation, making the code robust to occasional phase slips. Latency and complexity are almost unchanged compared to a standard LDPC decoder. It starts with the design of a binary LDPC code for BPSK in Section III. Then, the principle is extended to QPSK in Section IV that proposes an LDPC code design in $Z_4$ (QLDPC), suited to BDM. Using this code on QPSK, the transmission rate is doubled with the same code and symbol rate adopted for BPSK. Finally, in Section V, to further increase the spectral efficiency, mapping methods that allow modulation, demodulation and decoding of QLDPC on 16-QAM symbols are designed. This coding and modulation scheme, thus, covers all rates from 40 to 200 Gbps in WDM optical transmission, enduring occasional cycle slips of the carrier phase.

II. System Model

At time $i$, a BPSK, QPSK, or QAM symbol $X_i$ is transmitted, and in absence of phase slips the received symbol is

$$Y_i = X_i + N_i$$

where $\{N_i\}$ is an iid sequence of Gaussian random variables with variance $N_0/2$ per axis. In presence of phase slips, the received symbol is

$$Y_i = S_i X_i + N_i$$

where $S_i \in \{+1, -1\}$ for BPSK and $S_i \in \{\exp(\pm j \pi/2)\} (k = 0, 1, 2, 3)$ for QPSK and QAM. The channel phase state $S_i$ changes at random time instants.

This paper assumes that the recovered carrier is perfect, but for phase slips. The detailed evolution of the instantaneous phase reference when a phase slip occurs is nonlinear, and depends on the closed loop bandwidth of the synchronizer. For simplicity, these details are not taken into account.

The channel model is a memoryless phase slip channel, where phase slips are instantaneous, independent events occurring with probability $P_s$. A slip changes the phase $S_i$ of all subsequent symbols, until a new phase slip occurs.

Typically, carrier synchronizers for QPSK and QAM introduce phase slips only toward adjacent symbols (with symmetrical probabilities, $P_s/2$ each). This behavior is included in the channel model, and in the simulation results presented in this paper.

Block differential modulation (BDM) [17] is designed to withstand phase slips. The codeword to be transmitted is mapped onto small blocks of $n$ modulated symbols. Let $V_{i,j}^{(j)}$ be the $j$th symbol of the $i$th block. For the sake of simplicity, in the following the superscript $(j)$ is omitted whenever possible, in particular when symbols belonging to the same $n$-tuple are considered.

Let $m = n - 1$. In $M$-PSK BDM a transmitted sequence $\{X_0, \ldots, X_{n-1}\} = \{1, V_1, \ldots, V_m\}$ and its rotated versions $\{U, UV_1, \ldots, UV_m\}$, where

$$U = \exp \left( j \frac{2\pi k}{M} \right) \quad k \in \{0, 1\} \text{ or } k \in \{0, 1, 2, 3\}$$

carry the same information. Due to the phase ambiguity, information is mapped onto $m = n - 1$ symbols instead of $n$. Fig. 1. Equivalent model for the channel affected by phase slips (BPSK).
However, an additional symbol $Z^{(j)}$ can be transmitted by differential encoding between adjacent blocks

$$U^{(j)} = Z^{(j)} U^{(j-1)}. \tag{4}$$

Thus, BDM is a generalized form of differential modulation, applied to blocks of symbols instead of one symbol at a time. This allows to recover the large performance gap between differential modulation and coherent transmission almost completely [17].

In case of BPSK and QPSK, the symbols $U$, $V$, $Z$, and $X$ belong to the same (binary or quaternary) constellation. In case of QAM, the symbols $U$ and $Z$ are QPSK, while the symbols $V$ and their rotated versions $X = UV$ are QAM. Eventually only symbols $X$ are transmitted.

Roughly speaking, the information carried by symbols $V$ is not affected by phase slips, which have an effect only on the symbols $U$. In the following, it is shown that BDM allows to design efficient LDPC codes for the phase slip channel, with BPSK, QPSK, and also QAM signaling.

### III. LDPC Codes for BDM-BPSK

BDM for BPSK divides each codeword into blocks of $n$ bits $x_i \in \{0, 1\}$\(^1\). Within each block, every admissible sequence $0, v_1...v_m$ and its complement 1, $v_1...\bar{v}_m$ transmit the same information $v_1...v_m$. An additional information bit $u$ is differentially encoded through the phase of the blocks. The hypothesis is that phase slips are rare enough to keep the carrier phase unchanged within two consecutive $n$-tuples of symbols, with high probability. If a cycle slip occurs between adjacent $n$-tuples, the decision on $v_1...v_m$ is untouched. The effect is an error in $u$, which is encoded through the phases of the adjacent blocks. If the cycle slip occurs inside an $n$-tuple also the information bits $v$ inside the $n$-tuple are corrupted. This additional noise affects few symbols, yet, BDM over very short blocks, even with $n = 4$, has almost no loss compared to coherent transmission. Above 0.7 bits per dimension, no loss is expected [17, Figs. 3, 4, and 6(a)]. Besides, in presence of phase slips, the BDM capacity degrades gracefully [17, Fig. 5].

In general, achieving capacity with multilevel constellations and binary codes requires a multi-level coding (MLC) and multi-stage decoding (MSD) strategy [18]. For instance, if $n = 4$, there should be four different codes, one for each of the four bits mapped onto the 4-D constellation. MSD requires that the codes be decoded in cascade. Unfortunately, this increases the required memory as well as the latency.

Parallel decoding can be used to avoid MSD. In general, parallel decoding of a multilevel construction is not optimal, as some exchange of messages between different levels is required to achieve the constellation capacity. The goal is to achieve this by means of LDPC codes, thanks to the exchange of information during the iterations, which is intrinsic to LDPC decoding. In fact, the modulator for BDM can be implemented simply by adding to each $m$-tuple of bits $v_1, \ldots, v_m$ one reference bit $u$.

\(^1\)To ease the presentation of the LDPC code, in this Section, we let $u, v, x \in \{0, 1\}$ instead of considering $U, V, X \in \{+1, -1\}$. 

![Fig. 2. The encoder for embedded LDPC coding and BDM for BPSK symbols.](image)

![Fig. 3. Parallel $u_1, \ldots, u + v_m$ decoder based on iterative LDPC decoding on parity check matrix $H_x$.](image)

producing the transmitted $n$-tuple

\[
\begin{align*}
x_0 & = u \\
x_1 & = u + v_1 \\
x_2 & = u + v_2 \\
& \vdots \\
x_m & = u + v_m. \\
\end{align*} \tag{5}
\]

The sequence of bits $u$ is differentially encoded, and the sequence of bits $v$ is an LDPC codeword, as shown in Fig. 2. The problem with the BDM demodulator is that if individual metrics are evaluated just once for all bits $v$, and sent to the decoder without iterative updating (exchanging information with the LDPC decoder), the capacity loss of differential BPSK cannot be avoided. It is essential that the metrics of bits $v$ be updated during decoding, and the metrics of $u$ must be refined as well. With the above choice (5), this can be done by decoding the LDPC code $X$ whose parity check matrix $H_x$ is obtained by combining the parity check matrix $H_v$ with the equation (5) of the BDM modulator. Once the bits $x$ are decoded, bits $v$ and $u$ can be derived inverting (5) and the corresponding information bits can be recovered by simple extraction (the code $V$ is systematic) and differential decoding, respectively, as shown in Fig. 3.

#### A. LDPC Code Design

To design a capacity achieving LDPC code, its variable node (VN) and check node (CN) degree distributions must be fine tuned. The performance of LDPC code ensembles can be predicted by density evolution (DE), which is able to track the probability density functions (pdf) of extrinsic messages along the iterations on a tree [19].

The LDPC code to be optimized for iterative decoding is $X$, but the unconstrained LDPC code is $V$. Hence, the need to seek an LDPC code $V$ that produces a good LDPC code $X$ as, of course, there is a relationship between the degree distributions of codes $V$ and $X$.

Consider codeword $v_i, i = 1...N_v$ encoded with an LDPC code of rate $R_v = 1 - \frac{N_c}{N_v}$ of given parity check matrix
variable $u$. This can be obtained by designing an irregular equivalent LDPC parity matrix for the variables $x_i$ stemming from the other edges, plus the channel message. CN decoding is more complex. In a practical implementation, the tens of CNs replaced by a simple min search among the input messages, with a conditional or unconditional correction factor, leading to the so called min-sum-offset implementation. The best performance is obtained when the offset is conditional. The reader can refer to the vast literature about LDPC decoding implementation for more details (see, e.g., [21] and [22]).

Different activation strategies in the MP schedule show different advantages and drawbacks [23]. In parallel MP, at each iteration all the VNs are simultaneously activated, and extrinsic messages going toward CNs are computed. Then, all CNs simultaneously update their extrinsic information, going backward to the VNs and so on. In sequential (or serial or layered) message passing, CNs are activated sequentially. Usually, sequential decoding guarantees faster convergence than parallel message passing [23]. A heuristic assumption says that the number of iterations can nearly be halved.

In addition to the faster convergence of sequential decoding, another property makes its adoption mandatory in the case of BDM-LDPC. The construction (5) introduces unescapable short cycles (with girth four) among each variable $v$ and its phase reference $u$. These cycles penalize the code performance when all parity check equations are updated in parallel. When the equations are processed sequentially, the reference variable $u$ is updated through many other variables of each $m$-block, between two consecutive exchanges of messages with the same variable $v$.

We have designed an LDPC code of blocksize $N = 14220$ and rate $R = 0.86$ embedding BDM with $m = 3$. Performing Monte Carlo simulations, the carrier recovered at the demodulator is affected by phase slips, according to the PS channel model in Fig. 1. Phase slips are instantaneous, random, and happen with probability $P_s$. The BDM-LDPC code has the performance shown in Fig. 5(a) as a function of the number of iterations with $P_s = 0$, and in Fig. 5(b) as a function of repeat-and-accumulate (IRA) code, with the additional benefit that the encoder is simplified [20]. The minimum CN degree compatible with these requirements is 32. Fig. 4 shows that the loss compared to an unconstrained code design is negligible. A gap of 0.55 dB from capacity is expected, notwithstanding the BDM and IRA additional constraints.

The complexity of the LDPC decoder increases with the CN degree $d_c$. An unconstrained design could work with, say, $d_c = 28$ (or even $d_c = 26$, if some further loss can be accepted). The increased CN degree is the (small) complexity cost to be paid for the BDM feature.

**B. LDPC Decoding and Simulation**

One of the advantages of the FEC scheme proposed here is that BDM demodulation is embedded into LDPC decoding of code $X$, which is well suited to hardware implementation. LDPC decoding is done by message passing (MP), iteratively activating the CNs and the VNs of the Tanner graph of the code. The message sent by an VN over an edge is the sum of the messages received from the other edges, plus the channel message. CN decoding is more complex. In a practical implementation, the tens of CNs replaced by a simple min search among the input messages, with a conditional or unconditional correction factor, leading to the so called min-sum-offset implementation. The best performance is obtained when the offset is conditional. The reader can refer to the vast literature about LDPC decoding implementation for more details (see, e.g., [21] and [22]).

Different activation strategies in the MP schedule show different advantages and drawbacks [23]. In parallel MP, at each iteration all the VNs are simultaneously activated, and extrinsic messages going toward CNs are computed. Then, all CNs simultaneously update their extrinsic information, going backward to the VNs and so on. In sequential (or serial or layered) message passing, CNs are activated sequentially. Usually, sequential decoding guarantees faster convergence than parallel message passing [23]. A heuristic assumption says that the number of iterations can nearly be halved.

In addition to the faster convergence of sequential decoding, another property makes its adoption mandatory in the case of BDM-LDPC. The construction (5) introduces unescapable short cycles (with girth four) among each variable $v$ and its phase reference $u$. These cycles penalize the code performance when all parity check equations are updated in parallel. When the equations are processed sequentially, the reference variable $u$ is updated through many other variables of each $m$-block, between two consecutive exchanges of messages with the same variable $v$.

We have designed an LDPC code of blocksize $N = 14220$ and rate $R = 0.86$ embedding BDM with $m = 3$. Performing Monte Carlo simulations, the carrier recovered at the demodulator is affected by phase slips, according to the PS channel model in Fig. 1. Phase slips are instantaneous, random, and happen with probability $P_s$. The BDM-LDPC code has the performance shown in Fig. 5(a) as a function of the number of iterations with $P_s = 0$, and in Fig. 5(b) as a function of
BDM-LDPC achieves BER transparent to the system. BDM works also at approximately equal to ITU G975-I9 [24], it was verified by FPGA that an input BER \( P_s = 10^{-4} \), has no effect on the parity equation of the LDPC code. The BDM construction with \( n \) symbols \( u \) and \( n \) bit to QPSK modulation, to double the spectral efficiency to 2 bits without loss compared to coherent transmission and detection, and with little additional complexity.

Now we let \( u, v, x \in \{0, 1, 2, 3\} \) instead of considering \( U, V, X \in \{\exp(jk\pi/2)\} \). Again the BDM scheme corresponds to (5), mod 4 of course. The stream of variables \( u \) is differentially encoded. Once again, BDM demodulation is embedded into the LDPC decoding of symbols \( v \) to avoid increasing the receiver complexity. The difference here is that false locks may induce phase slips (i.e., carrier rotations) at multiples of \( \pi/2 \). To build a symbol sequence “robust” to these phase rotations, an LDPC code with symbols in the ring \( \mathbb{Z}_4 \), namely a quaternary LDPC (QLDPC) code, must be designed. As for BPSK, each parity equation of an LDPC code \( \mathcal{V} \) involving the \( i \)th VN of the \( j \)th \( m \)-tuple \( v_{(j)} \) is translated into the corresponding parity equation of the LDPC code \( \mathcal{X} \) that includes also its phase reference \( u_{(j)} = x_{(j)} \)

\[
\sum_{i,j} v_{(j)} = 0 \Rightarrow \sum_{i,j} (x_{(j)} - x_{(j)}) = 0 \mod 4. \tag{10}
\]

### A. QLDPC Code Design

The design of non-binary LDPC codes has been investigated in particular for finite fields \( GF(q) \) [25], [26], [27]. Many aspects also hold for LDPC codes in rings. Still, they have some peculiarities compared to \( GF(q) \) LDPC codes, discussed in [28] and [29]. In [28], irregular LDPC codes are designed for M-PSK, on the basis of EXIT curves empirically evaluated. In [30], an LDPC decoder proposed for a sampled and wrapped Gaussian channel aims at achieving almost the same performance as a (vectorial) BP decoder aware of the sampling and wrapping effects, yet with smaller complexity.

The ring \( \mathbb{Z}_4 \) is not widely investigated, mainly because Gray-mapped QPSK is equivalent to BPSK, and thus, binary LDPC codes can be used with QPSK modulation without any constellation penalty. In [31], a \( \mathbb{Z}_4 \) LDPC code is designed with degree distributions borrowed from binary LDPC codes, without an explicit justification. The use of these polynomials in conjunction with Gray mapping and simplified decoding is justified in [29]. Therein, it is shown that irregular QLDPC codes can be designed on the ring \( \mathbb{Z}_4 \) as if they were binary LDPC codes, with uniform distribution of the parity check coefficients in the reduced ring \( \{1, 3\} \). It is apparent from (10) that in the parity check matrix of the LDPC code \( \mathcal{X} \) only coefficients \( \{+1, -1\} \equiv \{1, 3\} \) are needed, with an exact uniform distribution. This perfectly matches the aforementioned problem.

The transmitted symbols are Gray mapped (separable) QPSK symbols whose phases are labeled according to \( k \in \{0, 1, 2, 3\} \). The QLDPC code is defined by a sparse parity check matrix \( H \) whose entry \( h_{j,i} \in \mathbb{Z}_4 \) is the coefficient of the \( i \)th QPSK symbol \( x_i \) in the \( j \)th parity equation, i.e.:

\[
\sum_i h_{j,i} x_i = 0, \quad j = 1...N_c. \tag{11}
\]
B. QLDPC Decoding Issues

Non-binary LDPC decoding has been widely investigated, e.g., in [25], [32], [33], and [34], paying attention to performance and complexity issues.

Ideal BP decoding is much heavier than that for binary codes, both in terms of computational burden and memory requirements. In fact, messages are $q$-ary *pdfs* instead of scalar LLRs, for both $GF(q)$ or $Z_q$. Besides $q$-ary *pdfs* need be multiplied at VNs and convolved at CNs to produce extrinsic messages.

Soft CN decoders (like soft VN decoders), receive and output extrinsic messages. These are the likelihoods of the four values of a symbol $x$, given the received symbol sequence $y$. Messages can take the form of a vector of likelihoods or probabilities (after normalization) $p$ with $p_i = p(y|x = i), i = 0, 1, 2, 3$; of a vector of log likelihoods (LL) $L$ with $L_i = \log p_i$; or of a vector of DFT transformed likelihoods $F = F_p$, with $F_{i,k} = j^{ik}$, where $i, k = 0, 1, 2, 3$. These three forms are equivalent. Hereinafter, “message” refers to any of these forms.

In the log-probability domain, products (that are badly suited for hardware implementation) are replaced with sums, and sums are replaced with max (or LUT-max) operations. Let $L_0$ be the channel likelihood of the variable $v_i$, and let $L_{v_i \rightarrow c_j}$ be the incoming message from CN $c_j$. Then, $L_{v_i \rightarrow c_m}$, the output extrinsic message to CN $c_m$ is

$$ L_{v_i \rightarrow c_m} = L_0 + \sum_{j=1, j \neq m}^{d_v} L_{v_i \rightarrow c_j} \quad (12) $$

This solves the computational complexity at VNs. At CNs convolutions are quite heavy. For large fields $GF(q)$ or rings $Z_q$, the replacement of convolutions with DFTs and products can be convenient, lowering the complexity of the single CN processing from $O(d_c X q^2)$ to $O(d_c X q \log q)$. Some way to overcome the implementation of products is still needed [34]. Let $p_{c_j \rightarrow v_i}$ be the incoming message from VN $v_i$ to CN $c_j$, and let $p_{c_j \rightarrow v_m}$ be the output extrinsic message to VN $v_m$. Then, $p_{c_j \rightarrow v_m}$ is the convolution of all input messages $p_{c_i \rightarrow c_j}$ for $i \neq m$, and its DFT $f_{c_j \rightarrow v_m}$ reads

$$ f_{c_j \rightarrow v_m} = \prod_{i=1, i \neq m}^{d_v} \odot (W_{j,i} f_{c_i \rightarrow v_i}) \quad (13) $$

where $\odot$ is the Hadamard product. In general, $W_{j,i}$ is a $q \times q$ permutation matrix that takes into account the coefficient $h_{c_j \rightarrow v_i}$ in (11) associated to the edge $c_j \rightarrow v_i$. With $q = 4$ and $h_{c_j \rightarrow v_i} \in \{1, 3\}$, there are only two cases. When $h_{c_j \rightarrow v_i} = 3$, $W_{j,i}$ is a $4 \times 4$ identity matrix, whereas if $h_{c_j \rightarrow v_i} = 1$, $W_{j,i}$ swaps $f_3$ and $f_5$ of the vector $f_{c_j \rightarrow v_i}$. Note that this also corresponds to exchanging $p_1$ and $p_3$ in the pdf.

In this case ($q = 4$), there is no practical advantage in performing DFTs because the ring is small, not to mention that treating $q$-ary instead of scalar messages only increases memory requirements. To simplify message storage and evaluation, the pdfs of the $Z_4$ symbols have been approximated with the separable pdf that can be described by the two LLRs $m_M$ and $m_L$ of the two bits transmitted in phase (MSB) and quadrature (LSB), according to the Gray mapping: $00 \rightarrow 0$, $01 \rightarrow 1$, $10 \rightarrow 2$, $11 \rightarrow 3$. During the decoding process, each extrinsic vector $p$ generated by the CN decoders is marginalized so that at each VN the combination of separable pdfs produces a separable pdf. The following relations hold between a separable pdf $p$, or its LL $L$, and the LLRs of its bits $m$:

$$ p = \begin{bmatrix} e^{m_M/2} e^{m_L/2} \\ e^{m_M/2} e^{-m_L/2} \\ e^{-m_M/2} e^{m_L/2} \\ e^{-m_M/2} e^{-m_L/2} \end{bmatrix} , \quad L_i = \log p_i \quad (14) $$

$$ m_M = \log \frac{p_0 + p_1}{p_2 + p_3} , \quad m_L = \log \frac{p_0 + p_3}{p_2 + p_1} . \quad (15) $$

Normalization of $p$ is not necessary.

A comparison of the performance of the two decoders in Fig. 6 with (binarized) and without marginalization (quaternary), shows that the loss induced by marginalization is less than 0.05 dB while the simplification is precious. The memory requirements are the same as those for binary LDPC codes (1 scalar message per bit). In the binarized form, each CN receives a vector of $d_c$ LLR pairs $\mathbf{m}^{(i)}$ and for the VN $v_m$ it has to evaluate the extrinsic pdf $p_{c_j \rightarrow v_m}$, namely $\pi_i^{(m)}$, i.e., the pdf of the symbol:

$$ x'_m = -\sum_{i \neq \emptyset} h_{j,i} x_i . \quad (16) $$

After exchanging the two LLRs of symbols $x_i$ when $h_{j,i} = 1$, the problem reduces to the convolution of $d_c - 1$ separable pdfs. The separable pdf of $x'_m$ is determined by the pair

$$ \mu'_M = \log \frac{\pi_0 + \pi'_1}{\pi_2 + \pi'_3} , \quad \mu'_L = \log \frac{\pi_0 + \pi'_3}{\pi_2 + \pi'_1} . \quad (17) $$

The final result does not change when marginalized at each step or just once at the end of the convolutions [29]. Thus,
the problem can be solved recursively, knowing how to derive the pair $\mu'$ arising from convolution-and-marginalization of the separable pdfs $p$ and $\pi$ of two symbols, defined by the pairs $m$ and $\mu$, respectively.

In the log-domain, the resulting LL $\Lambda'$ can be evaluated exactly by convolution as

$$\Lambda'_i = \log \left( \sum_{j=0}^{3} \exp (\Lambda_j + L_{i-j}) \right), \quad i \in Z_4$$

where $L$ and $\Lambda$ are the LL linked to $m$ and $\mu$ through (14). A well-known approximation of (18), namely MAX-Log, considers only the dominant term in the sum, and (18) reduces to

$$\Lambda'_i \approx \Lambda'_i = \max_{j=0...3} \{ \Lambda_j + L_{i-j} \}, \quad i \in Z_4.$$  \hspace{1cm} (19)

A full CN processing requires $d_c - 2$ convolutions of $d_c - 1$ pdfs. This can be accomplished by a forward and backward, BCJR-style algorithm, with only 3 $d_c$ convolutions.

**C. Code Design and Simulation**

An irregular QLDPC has optimal degrees that obey the same equations as a binary irregular LDPC [29]. Therefore, degree polynomials can be taken from the binary LDPC design of Section III. With the same LDPC code rate as in the BPSK case, the transmission rate is doubled thanks to the doubled spectral efficiency of QPSK.

The number of CNs (now operating in $Z_4$) is the same as in the BPSK case. Like the LDPC project for BPSK modulation, there is one phase reference variable $u$ every third variable $v$.

After 20 sequential iterations the code with block length $N_v = 14220$ reaches the target BER at $E_s/N_0 = 5.5$ dB under ideal quaternary decoding, at 0.5 dB from capacity for QPSK (Fig. 6).

Fig. 7 compares the performance of the ideal quaternary and binarized decoders, in presence of phase slips. The performance of the decoder with MAX-Log (19) convolutions has been plot-...
Exhaustive inspection of all possible mappings found that the largest capacity with coherent detection can be obtained either by using the same rotation rule or by leaving one of the labels (LSS) invariant to rotations. Eventually two mappings were chosen. One, namely 16-QAM$_S$, has bit labeling separable on the two axes, thus has a simpler demodulator. The second, namely 16-QAM$_I$ offers a better capacity and a lower BER. Other mappings have been discarded because they offered less capacity, or because the demodulation was too complex and the capacity gain was negligible.

A. The Separable 16-QAM Mapping

Among many different choices with the same capacity, the bit labeling 16-QAM$_S$ shown in Fig. 9 with Gray mapping of $\mathbb{Z}_4$ symbols $\{0=00,1=01,2=11,3=10\}$ is separable on the two axes. As the QLDPC decoder works with bit LLR inputs, this allows to design a very simple demodulator. Basically each axis is divided into $M$ intervals: the in-phase component of the received signal determines the LLRs of the MSBs of the two $\mathbb{Z}_4$ symbols (MSS and LSS), whereas the quadrature component determines the LLRs of the LSBs of the two $\mathbb{Z}_4$ symbols. The 16-QAM$_S$ constellation with bit-by-bit LLR output under coherent modulation has a 0.6 dB penalty compared to Gray mapped 16-QAM. For instance, the capacity is 3.45 bits per symbol with $E_b/N_0 = 1.1 \text{ dB}$, instead of $E_b/N_0 = 1.3 \text{ dB}$ with Gray mapping. There is a (small) advantage in mapping all symbols $u$ over MSSs as in Fig.8 (c). The reason is that MSS bits carry the largest capacity in this constellation. The block diagram of the transmitter for the 16-QAM$_S$ constellation is plotted in Fig. 10.

Fig. 11 plots the BER at the output of the QLDPC decoder, as a function of the number of decoding iterations (a) and of $P_s$, (b). With low $P_s$, the target BER $= 2 \cdot 10^{-3}$ is obtained with $E_b/N_0 = 12.6 \text{ dB}$, less than 0.7 dB far from capacity.

In Fig. 11(b), the probability of slip ranges from 0 to $5 \cdot 10^{-3}$. With $P_s > 10^{-3}$ mapping (b) is preferable. As for QPSK, each PS produces an error in one phase reference $u$. Each 16-QAM symbol carries a pair of $\mathbb{Z}_4$ symbols, thus the error floor at high SNR is half the level given by (20) for QLDPC-BDM and the BDM scheme works up to $P_s = 5 \cdot 10^{-3}$.

B. The Invariant 16-QAM Mapping

Another interesting choice is the “invariant” mapping, shown in Fig. 12, hereinafter referred to as 16-QAM$_I$. The $\mathbb{Z}_4$ LSS are invariant to carrier phase slips, while the MSS $\mathbb{Z}_4$ symbols rotate with the axes as in 16-QAM$_S$. Thus, for the $n$-tuples on the LSS stream, there is no need to accumulate the symbols $u$. Only $n$-tuples mapped on the MSS stream need an accumulator. Fig. 13 shows the block diagram of the transmitter for 16-QAM$_I$. Note the stream separation before accumulation and mapping.

The 16-QAM$_I$ constellation with bit-by-bit LLR output exhibits a small advantage compared to 16-QAM$_S$. Note that the LSSs in this constellation are invariant, and can be modulated and demodulated coherently even under frequent phase slips. Thus, this constellation is more robust to the inherent “noise” due to frequent phase slips, as it only affects the MSS stream that is more protected.

Fig. 14(a) plots the BER at the output of the QLDPC decoder after various sequential iterations with $P_s = 0$ (a) and after 20 sequential iterations with various $P_s$ (b).
VI. Conclusion

Current 100 G transceivers employ polarization multiplexed QPSK and QAM modulation formats and intradyne digital coherent receivers. In an intradyne transmission system, blind carrier phase recovery may incur errors, causing phase slips. The overall channel including blind phase estimation can be modeled as an AWGN channel, affected by phase slips.

Inspired by the capacity analysis of block differential modulation on the PS channel [17], this paper proposed an inner FEC design based on LDPC codes that embeds block differential demodulation, to make it robust to occasional phase slips. This additional feature comes at almost the same cost as a standard LDPC decoder, and performs very close to SD-FEC codes for an ideal coherent channel. A binary code for BPSK-BDM has been designed. Then, the concept has been extended to QPSK, with an LDPC code design in $\mathbb{Z}_4$ (QLDPC). Finally, there exist (at least) two mappings for the QLDPC code on 16-ary QAM symbols that maintain the robustness to occasional cycle slips of the carrier phase. This allows to further double the spectral efficiency of the system.

REFERENCES


