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I. INTRODUCTION

THE APPLICATION-SPECIFIC platform-based design
approach is a widely used technique to deal with the

design complexity of today’s computing architectures [1]. In
this approach, a parameterized platform template is cus-
tomized to meet the application-specific requirements. The
customization process consists of a multiobjective design
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space exploration (DSE) approach to tune the architectural
parameters to optimize the target figures of merit (e.g.,
performance, power/energy consumption, chip area, etc.).

To implement the optimization process, traditional nature-
inspired heuristics such as genetic algorithms [2], simulated
annealing [3], and ant colony optimization [4] are widely
used. In this context, executable simulation models are valu-
able tools to enable the accurate evaluation of the target figures
of merit for a given platform configuration. However, these
heuristic techniques require the simulation of many candi-
date platform configurations. Due to the computational time
required to carry out each simulation, the DSE process can
become unreasonably long. To reduce the simulation time,
a solution is to use analytic models to predict the simula-
tion results [5]. Once analytic models are trained to fit the
behavior of some observed simulations, they can be used to
prune the design space by focusing the exploration on the most
promising design points [6].

An orthogonal path to solve the problem is to embrace
the so-called parallel computer aided design (CAD)
philosophy [8], [9] that imposes to design tools to scale
over a large set of computing nodes. As for standard parallel
programming, the main rule in parallel CAD is to keep busy
all the available processors (computing units) doing useful
work for the entire period to speedup the design process.
However, the full exploitation of parallel resources to support
the design process is still a big challenge in the design
automation field [10] lacking of practical solutions covering
all the areas.

In this paper, we demonstrate that state-of-the-art
analytic performance prediction techniques such
as [5], [6], and [11]–[13] do not represent the best
DSE approach when a parallel computing system (e.g., a
multicore processor or a computer cluster) is exploited to
run concurrently different simulations. To clarify this idea,
Fig. 1 shows the distribution of simulation times when
considering a chip multiprocessor modeled using the super
escalar simulator (SESC) simulator [7]. Similar considerations
apply for many other computer architecture simulators such
as Sniper [14], SlackSim [15], and MARSS [16]. Results in
Fig. 1 are reported for four applications of the SPLASH-2
benchmark suite [17]. For each application, simulation times
are collected for different architectural configurations without
modifying the target dataset. For two out of four applications



Fig. 1. Box-plot of the simulation time distribution for the SESC [7] simu-
lator for different design configurations with respect to the target application.
Simulation times are normalized by their median value.

(namely the blocked lower-upper matrix decomposition (LU)
and the ocean simulation (OCEAN) applications) the simula-
tion time variations consist of one order of magnitude (from
0.5 to 5). The integer radix sort (RADIX) application is
characterized by the lowest simulation time variability with a
2× difference between the slowest and the fastest simulations
(about 0.75–1.5 normalized time, respectively). This means
that, when using a computer cluster (or a multicore system)
to run simulations in parallel, simulation scheduling becomes
a relevant problem. One computing node might run different
short simulations while another computing node runs a
single long simulation. This consideration suggests us that,
without an accurate scheduling of the parallel simulations,
the simulation time variability might lead to a significant
underutilization of the parallel computational resources. This
intuition drove [18], where machine learning techniques
were used to predict the simulation times associated with
different architectural configurations and thus to schedule the
simulations.

In this paper, we extend [18] by introducing DESPER-
ATE++, a simulation scheduling technique for parallel design
environments that includes two orthogonal analytic prediction
models to characterize candidate simulations by predicting
not only the simulation time—as done in [18]—but also the
configuration quality. The analytic model of configuration
quality is used to focus the exploration on the most promis-
ing design regions, while the analytic model of simulation
time is used to schedule the simulations. In this paper, we
also describe in detail the novel predictive scheduling tech-
nique. Finally, we demonstrate that DESPERATE++ overcomes
state-of-the-art approaches for parallel computing environ-
ments, including [18], and we show some experimental results
including model accuracy and related overheads.

The reminder of this paper is organized as follows.
Section II reports the related works in the field of DSE
for multicore systems, while Section III explains a motivat-
ing example. Section IV presents the proposed methodology.
Empirical evaluation of the proposed approach in reference
to the state-of-the-art is reported in Section V. Finally, the
conclusion is provided in Section VI.

II. RELATED WORKS

In recent years, the automatic multiobjective DSE prob-
lem for multicore architectures generated an increas-
ing interest in the electronic design automation research
community [19]–[22].

The first main problem in the field of DSE is that current and
next generation of homogeneous and heterogeneous systems
are able to expose a large number of parameters that should be
tuned to find the most suitable architectural configuration for
the target application domain. To tackle this problem, many
previous works propose heuristic solutions derived from differ-
ent areas ranging from genetic algorithms [13], [23], [24] and
other nature-inspired optimization algorithms [4], [25], [26],
up to simulated annealing [3], [27] and structured design of
experiments [28], [29].

The second main problem is related to the fact that DSE
is a typical predesign phase, where the architecture has not
been already tapeout or prototyped and thus the evaluation
of system configurations are based on long simulations. To
alleviate this problem, several techniques have been adopted
to speed-up the simulation time considering both sampling
techniques [30]–[32] and parallel simulators [33]–[35]. In the
context of the DSE phase, researchers proposed to better
tackle the problem with the usage of approximate sys-
tem models. These models are analytic approximations of
system performance that are learned after an initial train-
ing phase [36] and used to determine where to focus the
costly evaluations [5], [6], [37]. Widely used methods are
linear regressions [38], radial basis functions [5], [39], neu-
ral networks [40], regression trees [28], [41], and statistical
techniques such as Gaussian processes [42] and Kriging
interpolation [11], [43].

An orthogonal option to speedup the DSE process is to
exploit a parallel computing environment to concurrently eval-
uate different system configurations [44]. This approach, that
is the core of the proposed solution, cannot be based simply on
a job scheduler for parallel and distributed environments [45],
since it is not enough to support a structured DSE with
optimization purposes. Combined with parallel optimization
algorithms, the usage of a parallel computing environment
has been successfully exploited in the field of iterative
compilation [46], dynamic memory management [47], and
microprocessor optimization [48]. On top of these works, the
proposed method combines a parallel DSE algorithm with
quality and time prediction models to support the scheduling
of simulations on the parallel resources.

In [18], we combined the advantages of a parallel computing
environment and analytic performance prediction models. We
proposed DESPERATE, a prediction-based simulation schedul-
ing technique for parallel design environments that adopts
an analytic prediction technique for estimating the simulation
run-time with the goal of balancing the workload on the com-
putational nodes. In this paper, we extend [18] by proposing
the DESPERATE++ DSE algorithm that adds a configuration
quality predictor in an orthogonal way to the previous simu-
lation time prediction model. Given some candidate design
configurations, the combination of the two models predict:
1) the quality of these configurations, to focus the exploration



Fig. 2. Comparison of traditional prediction techniques based on pruning
the design space and the proposed one minimizing idle times on simulation
nodes.

effort on the most promising design regions and 2) their simu-
lation times, to fully exploit the parallel environment. Finally,
in this paper we demonstrate that, thanks to this new feature,
the novel DESPERATE++ approach overcomes the exploration
performance of its predecessor by providing a 1.3× speedup.

III. MOTIVATING EXAMPLE

Traditional heuristic optimization algorithms are very time
consuming when considering the problem of tuning computer
architecture parameters. Their lack of efficiency is mainly due
to the high cost of computational intensive simulations.

So far, several works proposed to speedup the DSE process
by pruning the number of simulations to be executed by means
of an approximate system model [6], [11], [28], [37], [41].
This approach is promising when considering a single sim-
ulation node in the environment hosting the DSE process.
With the term simulation node, we refer to each computa-
tional resource needed to run a single simulation, being this
simulation either single-thread or multithread [49].

Let us clarify with a motivating example why the prun-
ing approach becomes less appropriate when the goal is to
speedup the exploration process given a host environment
where different nodes are available to execute simulations
in parallel [44], [46]–[48]. In this case, simply pruning sim-
ulations might result in an underutilization of the overall
computing infrastructure leading no benefits in terms of the
overall exploration time.

Let us consider that we need to evaluate four architec-
tural configurations whose simulations take 1–4 time units,
respectively. These four configurations might represent the
individuals of a population based heuristic DSE algorithm
(e.g., a genetic algorithm with a population size γ = 4).
Simulating these four configurations by using a sequential
approach would take ten time units (Fig. 2). Let us consider
that we decide to prune the second and the third simulations
since an approximate system model suggests us that these
configurations are suboptimal. A sequential approach using
traditional pruning techniques (Fig. 2) simulates the first and

the fourth configuration taking five time units. Thus, in this
specific case the approximate model allows to save 50% of
the simulation time.

When considering a parallel computing environment, it is
possible to achieve a significant speedup by running different
simulations concurrently. In this example, when considering
that four simulation nodes are available to run one simulation
per node, the evaluation lasts four time units since this is the
duration of the longest simulation. In this situation, we obtain
no further speedup by skipping the second and the third simu-
lation because, we still have to wait for the termination of the
longest simulation (parallel traditional approach in Fig. 2).

In a parallel simulation environment, the simulation time
variability typical of architectural simulators (Fig. 1) leads
to an underutilization of the computational resources hosting
the simulations. In this paper, we propose a methodology to
exploit this simulation time variability. Rather than pruning
the number of simulations to be executed, our idea con-
sists of identifying an efficient simulation scheduling based
on: 1) the available computing resources and 2) an analytic
model predicting the time required to execute the simula-
tion of each design configuration. In the example (parallel
proposed approach in Fig. 2), we consider that simulation
pruning is not necessary and two more simulations can be
scheduled during the idle periods (reserve simulations). These
reserve simulations (taking two time units each in the pro-
posed example) will not affect negatively the overall DSE
time but they will increase the number of simulations run,
thus providing additional information and potentially lead to
the identification of better architecture configurations. The pro-
posed DESPERATE++ approach combines the simulation time
prediction model with an analytic model on the quality of
architectural configurations. While the simulation time pre-
diction model is used to decide whether or not to run the
reserve simulations, the configuration quality prediction model
supports the selection of the configurations to be considered
as reserve simulations to focus the exploration on the most
promising design region.

IV. PROPOSED METHODOLOGY

In [11] and [43], we demonstrated that the quality of
design configurations are correlated in the design space
(intuitively similar configurations have similar quality).
This finding implies that optimal design configurations are
not uniformly distributed in the design space but rather
their distribution follows a problem-specific density func-
tion. Given that, we believe that estimation of distribution
algorithms (EDAs) represent a good matching for the archi-
tectural DSE problem [26]. EDAs are optimization algorithms
explicitly designed to learn the probability distribution of good
solutions to focus the DSE process toward design regions
densely populated by optimal design configurations. EDAs
are particularly suitable for implementing the proposed DSE
approach because the design configurations to be simulated are
independently sampled with a given probability distribution
and can be launched in parallel. This mechanism is very flex-
ible because, when a computing node is expected to become



Fig. 3. Base MOA algorithm and (represented as dashed boxes) the additional
modules introduced by the proposed approach.

idle, we can sample a new reserve simulation from the given
probability distribution and launch the simulation. The base
EDA over which we develop the proposed methodology is the
Markovianity-based optimization algorithm (MOA) [50] that
has been selected for its efficiency.

MOA is an iterative optimization process as presented in
Fig. 3. At each iteration, a set of γ configurations is sampled
from the design space with a given probability distribution.
These simulations represent the base set P and are all sched-
uled for execution on the available computing resources. Once
all simulations are completed, simulation results are processed
as follows. First, the set B representing the m best configura-
tions is identified. Then, a Markov network is learned to model
the probability distribution that best fits the distribution of the
set B [50]. In this model, the probability distribution of good
design configurations is represented by an undirected graph
whose nodes represent design variables and their probabil-
ity distributions, while edges represent dependencies between
different variables. The next iteration is initialized by sam-
pling this new probability distribution. The MOA algorithm
starts by setting an uniform distribution as initial probabil-
ity distribution and it ends by returning the Pareto optimal
configurations found so far after running a given number of
iterations. Off-the-shelf tools exist to implement the MOA algo-
rithm. In this paper, we use the MATLAB implementation
derived from [51].

The proposed approach extends the MOA algorithm to
better exploit a parallel simulation environment. The addi-
tional modules required to extend the MOA algorithm are
reported in Fig. 3 by using dashed boxes. At each iteration
of DESPERATE++, the probability distribution model is sam-
pled to generate a set of (γ + ρ) design configurations. The
scheduler partitions this input set in a base set P of γ ele-
ments (as in MOA) and a reserve set R of ρ elements. The
set P represents the set of configurations to be simulated as
for the MOA algorithm. The set R represents the reserve list
of candidate configurations to be simulated if computational
resources are available.

In DESPERATE++, a prediction model that estimates the
quality of architectural configurations is responsible for parti-
tioning the sample set of configurations—input to the simula-
tion scheduler—into the two sets P and R. Other scheduling
decisions are taken based on the simulation time prediction
model. At each iteration of the algorithm, the collected simula-
tion results are used to update these analytic prediction models
to improve their accuracy. Besides, the probability distribu-
tion model based on a Markov network is also updated as in

Fig. 4. Actual and estimated rank for simulated configurations x ∈ X and
nonsimulated configurations x′ /∈ X, given the set X of configurations
simulated so far.

MOA. In the proposed approach, the first iteration proceeds by
sampling γ configurations uniformly distributed in the design
space that are all simulated. These simulations are used to
bootstrap the analytic models.

A. Predicting the Quality of Architectural Configurations

We measure configuration quality in a multiobjective
perspective [11] by using the concept of the nondominated
rank r(x). The analytic prediction model of configuration qual-
ity r̂(x) represents an approximation of the nondominated rank
r̂(x) ∼ r(x).

Without loss of generality, let us consider a multiobjec-
tive minimization problem where each objective oi(x) has to
be minimized. Let us call X the set of configurations simu-
lated so far. The Pareto front P(X) ⊆ X represents the best
configurations among the set X

x ≺ x′ ⇐⇒ ∀i, oi(x) ≤ oi
(
x′) ∧ ∃i, oi(x) < oi

(
x′) (1)

P(X) =
{
x ∈ X | !x′ ∈ X, x′ ≺ x

}
(2)

where ≺ represents the Pareto dominance operator. The
nondominated rank r(x) of a configuration x ∈ X is a measure
of how deep x is nested in sub-optimal (nonPareto) solutions.
This concept is graphically represented in Fig. 4 for a 2-D min-
imization problem whose objectives are δ and ε. All the design
configurations x belonging to the Pareto front have r(x) = 1.
Configurations with r(x) = 2 are those which are dominated
only by design configurations with r(x) = 1. The higher r(x)
is, the worse the design configuration x is.

More formally, given the set of design configurations sim-
ulated so far X, we define a sequence of sets %n ⊆ X and
Pareto fronts Pn ⊆ X such that

%n = X, n = 1 (3)

Pn = P(%n), n ≥ 1 (4)

%n = %n−1 " Pn−1, n > 1. (5)

The nondominated rank of a design configuration x ∈ X is
then defined as

r(x) = n ↔ x ∈ Pn. (6)

At each iteration of DESPERATE++, an artificial neural net-
work (ANN) is trained to fit the nondominated rank of the



Fig. 5. Proposed DESPERATE++ simulation scheduler.

design configurations simulated so far. We use a fully con-
nected network with a single hidden layer. The number of
neurons in the hidden layer is set to half the number of the
input neurons [52]. The feedforward backpropagation training
scheme is adopted for the learning mechanism. The sigmoid
tangent activation function is used for the hidden neurons
while the output neuron uses a linear activation function.
Nondominated rank of design configurations not yet simulated
x′ /∈ X (i.e., simulation candidates) is predicted in a continuous
domain (Fig. 4).

1) Selecting the Base and Reserve Sets: The simulation
scheduler of DESPERATE++ is represented in Fig. 5. At each
iteration of the optimization loop, (γ + ρ) configurations
are sampled from the design space given the probability
distribution in the current Markov network model. These con-
figurations are sorted by their predicted quality r̂(x) and then
partitioned to shape out the base and the reserve sets. In
particular, the base set P includes the γ most promising con-
figurations in reference to their predicted quality r̂(x), while
the reserve set R includes the remaining ρ configurations.

Then, all configurations x ∈ P are scheduled for sim-
ulations, while configurations x ∈ R are scheduled only
if their execution is expected to reduce the overall idle
time of the computing system hosting simulations. Thus, in
DESPERATE++, the optimization is driven toward the optimal
design configurations thanks to two concepts: 1) the non-
dominated rank prediction model r̂(x) that selects the most
promising configurations in the base population P and 2) the
Markov network learning (Fig. 5) that learns the probabil-
ity distribution to drive the search for the best configuration
candidates as in MOA.

B. Simulation Scheduler

The simulation scheduler of DESPERATE++ exploits a
simulation time prediction model to carefully schedule the
simulations with the goal of better utilizing the available
computing resources. The simulation time t(x) of a configu-
ration x is approximated with an analytic predictor function
t̂(x) ∼ t(x). To implement this analytic model, we have
been inspired by fitness prediction techniques used in other
EDAs. In particular, we consider the analytic model proposed
in [53] for the univariate marginal distribution algorithm. Let
us identify with Xi the value of the ith parameter for a
configuration x. Let us define t̄ as the mean simulation time
computed over all the configurations executed so far and t̄(Xi)

as the mean simulation time computed only over those config-
urations whose ith parameter has the value Xi. The simulation
time prediction is computed analytically as follows:

t̂(x) = t̄ +
∑

i

(
t̄(Xi) − t̄

)
. (7)

The simulation scheduler in DESPERATE++ (Fig. 5) sorts
the configurations in each set P and R with respect to the
expected simulation time t̂(x) in descending order. Then,
all configurations x ∈ P are scheduled starting from the
one expected to take the longest time. New simulations
are launched as soon as a simulation node terminates the
simulation currently running.

The scheduler keeps track of each simulation under execu-
tion. Let us call S the set of configurations currently under
simulation and s(x) the time elapsed from the instant we
launched the simulation of x ∈ S. Thus, the expected remain-
ing simulation time τ̂ (x) for the configuration x ∈ S is
approximated by using the analytic model t̂(x)

τ̂ (x) =
{

t̂(x) − s(x), if t̂(x) > s(x)
0, otherwise.

(8)

Let us refer to the number of nodes available to host sim-
ulations as θ . Once the last configuration x ∈ P has been
launched, the set S has a size equal to θ . Then, as soon as
simulations are terminated, some nodes might become idle.
However, we will consider a set S always of size θ where idle
nodes have an expected remaining simulation time τ̂ = 0.
Given the set S of currently running simulations, we can
compute the overall expected idle time w(S) as

◦
τ (S) = max

x∈S

(
τ̂ (x)

)
(9)

w(S) =
∑

x∈S

( ◦
τ (S) − τ̂ (x)

)
(10)

where ◦
τ (S) is the time needed for terminating the longest sim-

ulation while ◦
τ (S)− τ̂ (x) are the idle times, i.e., the time each

computational node is expected to be idle.
Once all configurations x ∈ P have been launched, the

simulation scheduler waits for the termination of the next
simulation. At that point, the scheduler computes w(S) by con-
sidering the new idle node (for the simulation just terminated).
Then, it parses the configurations x′ ∈ R, and computes the idle
time w(S′) considering that we are launching the simulation
of the configuration x′ (i.e., S′ = S ∪ x′). If launching the new
simulation reduces the overall idle time [i.e., w(S′) < w(S)],
then the simulation is launched otherwise the configuration x is
discarded from the reserve set. Thus, the simulation schedule
depends on the sorting of sets P and R as well as on the point
in time when the running simulations are terminated that, in
turn, influences the values of τ̂ and thus of w(S), determined
by (8) and (10).

When no one configuration x ∈ R exists for reducing the
idle time, DESPERATE++ waits for the termination of the sim-
ulations currently running. Then, it continues as the traditional
MOA algorithm, i.e., it identifies the set B representing the m
best configurations; it models their distribution with a Markov
network and returns this distribution model as input to the



TABLE I
DESIGN SPACE FOR THE TARGET SHARED-MEMORY

MULTICORE ARCHITECTURE

next iteration (Fig. 5). Once the elaboration of the configura-
tion sets P and R is terminated, actual simulation results are
learned by the simulation time prediction model and by the
nondominated rank prediction model to improve the prediction
accuracy.

Finally, we would like to highlight how the proposed sim-
ulation scheduler also manages the case of elastic design
environments, where the number of resource allocated to the
DSE phase is variable (depending on cluster-level power-aware
policies or when other design tasks are requesting/releasing
computing resources). To manage this case, the previous
formulation should include the following two considera-
tions: 1) when a resource is no more available, its expected
remaining simulation time τ̂ is always equal to ◦

τ (S) and
2) when a resource is back into the available set, its expected
remaining simulation time is τ̂ = 0, as for standard idle
resources.

V. EXPERIMENTAL RESULTS

To validate the proposed methodology, we targeted the cus-
tomization of a symmetric multicore architecture modeled
by using the SESC [7] simulation infrastructure. This infras-
tructure models out-of-order MIPS-based (R10K architecture)
multiprocessors. It estimates the energy and execution time
metrics associated to a pair of application-architectural con-
figuration. These two system level metrics are the objectives
of the multiobjective optimization problem.

The target design space is composed of parameters related
to task level and instruction level parallelism and to the mem-
ory configuration. A detailed view of the parameters and their
ranges is shown in Table I. In particular, their values can
assume only integer levels representing a power of two thus
generating a design space of roughly 128 000 (217) possible
configurations.

Regarding the application scenarios, we considered four
benchmarks derived from the SPLASH-2 parallel suite [17]:
complex 1-D fast Fourier transform (FFT), RADIX, OCEAN,
and LU. Additionally, we adopted three different input param-
eter settings for each application creating 12 different applica-
tion scenarios. In reference to the SPLASH-2 framework [17],
the three input parameter settings for the different benchmarks
are as follows.

1) FFT: -m14, -m12, and -m10.
2) RADIX: -n64k, -n32k, and -n16k.
3) OCEAN: -n34, -n18, and -n10.
4) LU: -n128, -n64, and -n32.

Fig. 6. Tuning of the normalized population size NP.

Given this experimental setup, the exhaustive exploration of
the whole design space would have required 354 days of sim-
ulations by using a single computing node design environment
composed of an Intel Xeon processors running at 3 GHz. In
this paper, we used a cluster including up to 64 computing
nodes to generate the reported experimental results.

A. Tuning of the Normalized Population Size

First, we want to tune the proposed algorithm in terms of ρ,
that is the size of the reserve population R. The size of the
base population γ is set to 64. The value 64 has been cho-
sen because it represents the maximum number of parallel
simulation nodes θ considered in this paper.

Let us define the normalized population size NP as

NP = (γ + ρ)

γ
. (11)

NP represents the populations’ size (γ + ρ) relatively to
the base population size γ . For example, NP = 2 means that
the overall populations’ size sum is twice the base popula-
tion (i.e., reserve and base sets have the same size). Values
larger than two mean that the reserve population is larger than
the base population. We investigate the NP values in the set
{2, 4, 8, 16, 32}. Results reported for the NP parameter tuning
consider four computing nodes to host simulations in parallel,
θ = 4.

Each setting of NP is evaluated in terms of average distance
from reference set (ADRS) reached by DESPERATE++ when
the DSE is stopped after a certain amount of time. The ADRS
metric [54] evaluates the quality of the Pareto front found
with a multiobjective optimization algorithm by measuring its
distance from the reference Pareto-optimal solutions obtained
through an exhaustive exploration. The lower the ADRS, the
better is the Pareto-front.

In DESPERATE++, increasing NP means to increase the
pressure on the analytic model that estimates the quality of
the architectural configurations. As NP grows, a larger number
(γ + ρ) of configurations is exposed to the simulation sched-
uler during the selection of the γ best configurations that
compose the base population P. Fig. 6 reports the effect of the
parameter NP on the accuracy of the Pareto solution identified
after a given exploration time.1 For a very short exploration

1The exploration time is measured with respect to the time required for
carrying out an exhaustive exploration using the same number of simulation
nodes.



Fig. 7. Speedup of the proposed DESPERATE++ algorithm in reference to the
baseline DESPERATE algorithm by varying the number of simulation nodes
and the ADRS.

time (0.1% of the exhaustive exploration time), the value of NP
is rather irrelevant. The analytical model is inaccurate during
the initial exploration phase because too few configurations
have been simulated. For longer exploration time, a larger NP
leads to a better ADRS. The best NP value estimated empir-
ically is 8. Further increasing NP lets the analytic prediction
model become too much relevant in the DSE process. Thus,
the effects of model errors emerge. Model errors push the opti-
mization toward local optima slowing down the optimization
for NP values higher than 8.

B. Comparison with respect to the State-of-the-Art

In this section, we compare DESPERATE++ with respect to
several state of the art techniques. First of all, we focus on
comparison between the enhanced DESPERATE++ algorithm
and its baseline implementation DESPERATE [18] to prove the
benefits introduced by the proposed extension.

As highlighted in Section II, DESPERATE differs from DES-
PERATE++ because there is no nondominated rank prediction
model, thus the base and reserve populations are picked up
at random from the sample set of configurations input to the
simulation scheduler. Note that the simulation time prediction
model (7) and the method for selecting whether or not to run
a reserve simulation do not change for the two techniques.

Fig. 7 reports the speedup obtained by DESPERATE++ with
respect to DESPERATE when both methods are run up to
solutions characterized by a given ADRS value. Results for
different ADRS values (5%, 2.5%, 1%, and 0.5%) are reported
by different bars. The analysis is carried out by varying the
number of nodes concurrently hosting the simulations (from
1 to 64 by power of 2). The speedup of DESPERATE++ is
generally higher when targeting more accurate solutions char-
acterized by lower ADRS. However, a clear trend in relation
to the number of nodes θ cannot be pointed out. Generally,
when considering from 1 to 32 simulation nodes, the resulting
speedup is around 1.3×. When using 64 simulation nodes the
speedup is in the range of 1.1×–1.25×.

We also compare DESPERATE++ in reference to five state-
of-the-art optimization algorithms. Two out of them do not
use any analytic prediction model to speedup the optimization
process: 1) the MOA [50] and 2) the multiobjective genetic
algorithm named NSGA-II [55]. Two other algorithms use a
moderate mix of accurate simulations and analytic prediction

Fig. 8. Speedup of DESPERATE++ in reference to the MA-NSGA-II algorithm
considering 64 simulation nodes by varying the population size γ of the
MA-NSGA-II and the ADRS.

models to avoid unnecessary simulations. These algorithms
are: 3) a metamodel-assisted NSGA-II (MA-NSGA-II) where the
approximation is based on an artificial neural network [56] and
4) OSCAR [11], a technique based on a Kriging model to itera-
tively search the best architecture configuration to be simulated
in the next iteration. So far, OSCAR has been proven to be
the best sequential exploration algorithm for the target design
space. The last algorithm: 5) RESPIR [5] extensively uses an
analytic prediction model and simulates only those config-
urations expected to be Pareto optimal on this approximate
model. These reference methodologies except the MOA algo-
rithm have been previously applied for the design optimization
of computer architectures. Evolutionary algorithms such as
the NSGA-II are proposed in [24] and [57], the MA-NSGA-II

algorithm has been applied in [23] and [58] while OSCAR and
RESPIR have been proposed in [5] and [11].

Given the randomness introduced by the optimization pro-
cess in the initial sampling for all the methods, algorithm
evaluations are carried out by repeating ten times the opti-
mization of each application scenario, each time changing the
initial population. We use a population size γ = 64 for MOA

and NSGA-II (the same size of the base population in the
proposed approach). For the MA-NSGA-II algorithm, the sim-
ulation pruning mechanism reduces the number of simulations
to run at each generation. This implies that, by setting γ = 64
for this algorithm, less than one simulation per node would be
launched when having 64 simulation nodes (64 is the maxi-
mum number of simulation nodes considered in this paper).
Thus, for MA-NSGA-II, we investigate larger population size
γ as well, within the set {64, 128, 256}. Fig. 8 shows the
speedup of the proposed DESPERATE++ algorithm in reference
to the MA-NSGA-II for different settings of γ , when consid-
ering an exploration environment of 64 simulation nodes. The
MA-NSGA-II provides the best performance with γ = 128 that
leads to the minimum DESPERATE++ speedup. Thus, the set-
ting γ = 128 is used in the next analysis for the MA-NSGA-II

algorithm.
1) Convergence Frequency Analysis: The use of analytic

performance models to approximate the simulation output
introduces an estimation error that can drive the exploration
toward local optima. This impacts negatively—especially in
case of pruning configurations—on the probability of identi-
fying accurate solutions characterized by low ADRS values.



Fig. 9. Probability of converging toward solutions whose ADRS is lower
than a given threshold.

Fig. 9 shows the probability of converging toward solutions
characterized by a given ADRS for the different methodolo-
gies. This probability is estimated over the different algorithm
executions. In this paper, MOA, NSGA-II, MA-NSGA-II, and DES-
PERATE++ are stopped after processing 50 generations. RESPIR

is run until it converges and stops issuing the simulation of any
new configuration [5]. OSCAR is stopped after 500 iterations
(i.e., OSCAR simulates 500 design configurations).

MOA and NSGA-II algorithms are not subject to any model
error and their convergence probability is very high, almost
100%. To escape from local optima, MA-NSGA-II simulates
some configurations even if these are suboptimal in refer-
ence to the approximate model [56]. This mechanism lets the
algorithm converge toward accurate solutions with a higher
probability.

Also DESPERATE++ has a high probability of converging
toward accurate solutions. At each iteration of the proposed
algorithm, a set P of γ configurations is selected from a pool
of γ + ρ configurations. This selection process is robust with
respect to approximation errors since it allows to simulate
some design configurations that are predicted as suboptimal
by the approximate model. In fact, whenever in the pool of
γ + ρ configurations the optimal designs are fewer than γ ,
some suboptimal configurations are included in P.

OSCAR exploits a statistical analysis to estimate model
uncertainty and it uses this information for escaping from
local optima. Its convergence probability is approximately
90% when targeting accurate solutions characterized by
0.5% ADRS.

RESPIR is characterized by a low convergence probability
since it prunes most of the design configurations. This algo-
rithm simulates only design configurations that are optimal for
the approximate analytic models. When these configurations
turn to be suboptimal for the real system this algorithm fails
to identify solutions having low ADRS value.

2) Speedup Analysis: We analyze the exploration speedup
obtained by DESPERATE++ in reference to the alternative
optimization algorithms when targeting the identification of
solutions with a given ADRS. The RESPIR methodology is
excluded from the analysis since it is likely to miss the iden-
tification of solutions with low ADRS values. All remaining
methodologies have been parallelized at population-level, i.e.,
all design configurations to be evaluated in a generation are
executed in parallel as long as simulation nodes are available.

Regarding OSCAR, it represents an exception because it is
not a population based algorithm but it is a sequential DSE
approach.

Comparison results in Fig. 10 report the average speedup of
DESPERATE++ obtained by varying the number of nodes avail-
able to host the simulations (from 1 to 64 parallel nodes). The
proposed approach surpasses MOA and NSGA-II algorithms
always providing a speedup greater than 1 [Fig. 10(a) and (b)].
These techniques are population-level parallelized but do not
make use of any prediction technique.

MA-NSGA-II is an enhanced version of NSGA-II where
some simulations are pruned on the basis of the approximate
prediction model. Thus, the speedup of DESPERATE++ in ref-
erence to MA-NSGA-II [Fig. 10(c)] is significantly lower than
for the NSGA-II case [Fig. 10(b)]. When using 64 simula-
tion nodes and considering solutions with 0.5% of ADRS,
the speedup in reference to NSGA-II is about 4× while a
speedup of 1.26× is measured in reference to MA-NSGA-II

algorithm.
In reference to the sequential prediction-based technique

named OSCAR [Fig. 10(d)], the speedup grows significantly
when increasing the number of simulation nodes. Note that
the comparison with OSCAR [Fig. 10(d)] has been reported
with a different scale since the speedup range (y-axis) is sig-
nificantly larger than for the other three methods. The speedup
in reference to OSCAR ranges from 0.25×–0.5× when using
a single simulation node (sequential optimization) to 8×–16×
when using 64 simulation nodes.

To summarize, when considering 64 simulation nodes and
targeting a solution with 0.5% ADRS, DESPERATE++ provides
a speedup from 1.26× up to 4× in reference to population-
level parallelized DSE algorithms and a speedup of 16× in
reference to OSCAR.

3) Accuracy Analysis: When final Pareto solutions are not
available, a practical stopping criterion is to define the amount
of time given for the optimization process and to stop the
exploration once that time is elapsed. In this analysis, we
decided to fix the stopping criteria after 3.5 days of exploration
run-time, representing the 1% of the sequential exhaustive
exploration time for the target experimental setup . This value
has been considered constant over the different design envi-
ronments and we focused on the quality of the solution found
by the different methods.2

Fig. 11 shows the improvement in the final result quality
obtained by the proposed DESPERATE++ in reference to the
alternative algorithms when considering 3.5 days of simula-
tion run-time as stopping criterion. The quality improvement
is measured in terms of ADRS. In fact, evaluating with a

2The tuning of a time-based stopping criterion is usually a hard task since
there is the possibility to do not find any good solution within the allocated
time slot. To reduce this risk, the designer can allocate a fraction of the
exhaustive search (e.g., 1% as for the analyzed case) that makes him confi-
dent with the results and then converting it in the actual stopping criterion.
For tuning this stopping criterion in an unknown design space, an approxi-
mate estimation of the length of the sequential exhaustive exploration time
can be extrapolated once the first γ architectural configurations in the base
population P are simulated, i.e., after the first algorithm iteration. This is done
by computing the average simulation time over P and multiplying it for the
number of design configurations in the design space.



(a) (b)
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Fig. 10. Speedup of DESPERATE++ with respect to the reference state-of-the-art algorithms by varying the number of simulation nodes and the ADRS.
Comparison to (a) MOA (parallel), (b) NSGA-II (parallel), (c) MA-NSGA-II (parallel and prediction-based, γ = 128), and (d) OSCAR (sequential and prediction-
based).

(a) (b) (c)

Fig. 11. ADRS improvement after 3.5 days of exploration run-time (i.e., 1% of the sequential exhaustive exploration time) for different optimization
algorithms and number of simulation nodes. (a) Using 16 simulation nodes. (b) Using 32 simulation nodes. (c) Using 64 simulation nodes.

single number two sets of Pareto points in a multidimensional
objective space would be otherwise troublesome [54].

Given the variability introduced by the randomness in the
optimization algorithms, Fig. 11 reports by box-plot diagrams
the median and the distribution of the ADRS improvement.
We focused the analysis for those cases where the number of
simulation nodes are equal to 16, 32, and 64. In those cases,
DESPERATE++ overcomes on average all reference method-
ologies with an ADRS improvement greater than 50%. More
compact distributions are shown for the ADRS improvement in
the cases of NSGA-II and OSCAR with respect to MA-NSGA-II

and MOA. This was expected considering the results shown
previously in Fig. 10 since DESPERATE++ is converging faster
to good solutions and thus the additional time can be used to
refine the quality of the results.

4) Utilization of the Host Computing Resources: Fig. 12
reports the analysis of the average system utilization obtained
when running the exploration until reaching a Pareto front
characterized by 1% of ADRS.

In this analysis, MA-NSGA-II algorithm is evaluated for
all the considered settings γ ∈ {64, 128, 256}. The sys-
tem utilization improves significantly when increasing the
population size. However, when using 64 simulation nodes,
MA-NSGA-II provides the best exploration performance with
γ = 128 (Fig. 8). In fact, by increasing the population
size to γ = 256, MA-NSGA-II performance degrades and
DESPERATE++ reports larger speedups (Fig. 8). Increasing
the population size to 256 makes every generation longer.
Regardless of the better utilization (Fig. 12), a population set-
ting of γ = 256 has a worse exploration performance than



Fig. 12. Utilization of the simulation nodes when running the exploration
until a Pareto front with 1% ADRS is reached.

a population setting of γ = 128 (Fig. 8). In fact, a smaller
population size might reduce the system utilization but avoids
to waste time in simulating suboptimal configurations during
the earliest generations and gives the possibility to quickly
exploit the new knowledge gathered at each generation. The
best setting of γ is strongly problem dependent and cannot be
generalized.

The worst case in terms of system utilization is OSCAR that
is a sequential DSE strategy [11] thus using a single simulation
node regardless the available number of nodes (Fig. 12). The
MA-NSGA-II − γ = 64 (population size set to γ = 64) follows
with the lowest utilization among the remaining approaches.
The NSGA-II and MOA algorithms (both with a population size
set to γ = 64) are characterized by an utilization higher than
MA-NSGA-II − γ = 64 since their population is not shrunk
down by predictive simulation pruning techniques.

The proposed predictive simulation scheduler integrated in
DESPERATE++ represents the best methodology to exploit par-
allel DSE environments with an utilization very close to the
one obtained for MA-NSGA-II − γ = 256 (Fig. 12) but with
a significant exploration speedup (Fig. 8).

C. Validation of the Prediction Models

Results on the accuracy of the analytic models estimating
the simulation time and the nondominated rank are reported
respectively in Fig. 13(a) and (b). Relative model errors are
inferred at run-time during the algorithm execution. At each
generation g, we estimate the mean relative error (MRE)
relatively to the metric excursion measured so far.

Fig. 13 shows the MRE trends depending on the algorithm
generation in terms of mean, 10th and 90th percentile of the
MRE. The simulation time prediction model [Fig. 13(a)] has
an initial mean MRE of 10% that decreases quickly below 5%
within few generations. The MRE for the nondominated rank
model [Fig. 13(b)] has a peculiar behavior where the mini-
mum mean MRE is obtained between the 5th and the 10th
generation. After reaching its minimum, the MRE increases
slightly. In fact, the nondominated rank is defined on the base
of the simulations launched so far (Fig. 14). By increasing the
number of simulated design configurations, the nondominated
ranking function r(x) becomes more complex. We represent
this concept graphically in Fig. 14, where an additional simula-
tion launched during the generation g increases the granularity

(a)

(b)

Fig. 13. Relative errors for the analytic prediction models. (a) Relative
error for the simulation time prediction model. (b) Relative error for the rank
prediction model.

Fig. 14. Variation in the nondominated ranking function introduced by the
execution of a single simulation after the generation g.

representation of the nondominated rank for the generation
g + 1. By adding one simulation, the ranking of some points
changes and additional complexity in modeling the new rank-
ing function is introduced. At initial generations, the prediction
accuracy of r̂(x) ∼ r(x) is improving, but after some gen-
erations the MRE increases again. Regardless this peculiar
behavior, the rank model is characterized by an MRE between
15% and 5%.

D. Overhead Analysis

The overall exploration time is the sum of two components:
1) the evaluation time needed to gather results from the simu-
lation nodes and 2) the overhead of the exploration algorithm
needed to implement the optimization including the time spent
to train and to use the analytic models.



Fig. 15. Box-plot of execution time distribution of algorithm overheads for
identifying a solution characterized by 1% of ADRS.

Fig. 15 reports the box-plot of the distribution of the algo-
rithms’ overhead accumulated during the exploration process
until solutions characterized by 1% ADRS are identified.
Overheads are subject to variations that depend on different
sources such as the number of points in the model training
sets and the number of simulations actually launched at each
generation.

OSCAR shows the highest overhead that is most of the times
from 100 to 1000 s with a mean of 450 s. The proposed
DESPERATE++ follows with an overhead from 50 to 125 s
and a mean value of 80 s. The difference between the two
approaches is due to the simpler prediction model adopted by
the proposed techniques with respect to OSCAR.

The overhead of DESPERATE++ is mainly related to the
nondominated rank prediction model that must be retrained at
every generation in order to learn the new ranking function.
The baseline DESPERATE version not including the nondomi-
nated rank prediction model has a significantly lower overhead
with a mean of 20 s. The overhead difference of 60 s in average
between the two methods shall be traded off in reference to
the DESPERATE++ exploration speedup of 1.3× (Fig. 7). The
proposed methodology saves about 30% of simulation time
that is generally much longer than 60 s overhead.

The MOA algorithm has an overhead very close to the DES-
PERATE algorithm. The main difference of DESPERATE with
respect to MOA is the inclusion of the simulation time predic-
tion model [the same model as in DESPERATE++, (7)]. The
small overhead difference of DESPERATE in reference to MOA

demonstrates the efficiency of the simulation time prediction
model.

The NSGA-II has a very low overhead due to its simplicity in
selecting the simulations to run. The MA-NSGA-II overhead is
about 15 s due to the necessity of managing the analytic perfor-
mance model [23]. A similar overhead characterizes the MOA

algorithm. The MOA overhead is mainly related to the man-
agement of the Markov model for the probability distribution
of good solution candidates.

Note that, the average simulation speed of the SESC simula-
tor on our machines (Intel Xeons cores at 3 GHz) for executing
the applications under study is about 381 Kcycles/s. This
means that the average execution time overhead for the entire
exploration of DESPERATE++ is equivalent to the simulation
run-time of approximately 30 Mcycles. Thus, it is negligi-
ble with respect to the actual simulation requirements of the

applications investigated in this paper. It is worth noting that,
the longer the simulations the lower is the relative algorithm
overhead, since it is not dependent on the complexity of the
simulated application.

E. Analysis on the Generality of Results

The results presented so far have been obtained by using
the SESC simulator [7] for a set of 12 benchmarks repre-
senting three data-sets for each one of the four considered
SPLASH-2 applications [17]. The target platform modeled by
SESC is homogeneous, however, the proposed approach is not
only limited on this class of architectures and we envision the
possibility to adopt it for other problems, such as in the context
of heterogeneous architectures.

To support our claim, we complement the results reported
so far by evaluating the proposed approach for different DSE
problems. We adopt the DTLZ test problems [59], a set of
seven analytic multiobjective test problems explicitly designed
for evaluating the performance of DSE heuristics. By using
these analytic test problems it is possible to compute the exact
Pareto optimal solutions without facing the computational
burden of actually running several computational expensive
simulations.

For modeling the execution time variability typical of archi-
tectural simulators (Fig. 1), the optimization algorithms are
evaluated by considering the last objective function of each
DTLZ problem as simulation time cost. Thus, we consider
as cost of evaluating a given design configuration the value
returned by an analytic function at that design configuration.

The DTLZ design space we used is composed of seven
design parameters, each one spanning over 30 different values.
Overall, the design space consists of about 2 · 1010 different
configurations.

Results in terms of exploration speedup are reported in
Fig. 16. As noted for the SESC optimization, the proposed
DESPERATE++ approach overcomes all the reference method-
ologies by reporting in general a speedup factor higher than
1. An exception is the OSCAR methodology, that represents
the fastest sequential exploration approach reporting a speedup
factor smaller than one when considering one or two simula-
tion nodes. Speedup values are generally lower for the DTLZ
problems (Fig. 16) than for the SESC optimization problem
(Fig. 10). This result is mainly related to the error in the
simulation time prediction model of (7). For each of the mul-
tiobjective DTLZ problems, we represent the simulation time
as the last objective function of the multiobjective problem.
The DTLZ problems include strong nonlinearities that let the
prediction be more difficult than for the simulation time of
the SESC simulator. Fig. 17 reports the MRE of the approx-
imate simulation time prediction model in (7) for the DTLZ
test problems. We can observe that its mean value at the first
generation is about 30% that is significantly larger than what
measured for the SESC problem [Fig. 13(a)]. This error in
turn influences negatively the performance of the proposed
DESPERATE++ algorithm.

Note that, the simulation time prediction model presented
in this paper can be easily replaced by other analytic models.



(a) (b)
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Fig. 16. Speedup of DESPERATE++ by varying the number of nodes hosting the simulations and the ADRS. Comparison to (a) MOA (parallel), (b) NSGA-II
(parallel), (c) MA-NSGA-II (parallel and prediction-based, γ = 128), and (d) OSCAR (sequential and prediction-based).

Fig. 17. Simulation time prediction error for the DTLZ test problems.

The model in (7) has been chosen in this paper because: 1)
it has been previously proposed in the context of EDA such
as the baseline MOA [53]; 2) it is accurate enough to provide
acceptable approximation errors [Figs. 13(a) and 17]; and 3) it
introduces low overheads (see Fig. 15).

VI. CONCLUSION

In this paper, we presented DESPERATE++, a DSE method-
ology to jointly using analytic prediction models and parallel
computing resources to speedup the optimization process
for multicore systems. The proposed approach exploits two
orthogonal analytic prediction models. A simulation time pre-
diction model defines a simulation schedule aware of the
underlying computational resources. A configuration quality
prediction model speeds-up the optimization by focusing the
exploration process on the most promising design region.

The proposed approach has been evaluated in reference to
state of the art DSE strategies reporting up to 4× speedup
in reference to parallel DSE approaches. A speedup of up
to 16× has been obtained with respect to the best sequential
exploration method.
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