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1. Introduction

In non-adiabatic fixed bed reactors the use of structured cata-
lyst supports offers superior control on the bed transport charac-
teristics with the possibility to adjust the support properties in
an optimal manner. In this regard, open-cell metallic foams (some-
times referred to as sponges) are characterized by particularly
promising features. Their light structure, with a porosity generally
higher than 80%, is less prone to excessive pressure drop [1–3]
even in applications with high spatial velocities. At the same time,
the relatively high value of the surface area density [4–6] allows for
realizing reasonably high catalyst loads in the reactor [7,8]. More-
over, the continuity of the solid support provides an additional
path for the heat flux, particularly in the case of foams made of
highly conductive metals, without the problem of preventing radial
mixing as encountered in monolithic honeycomb structures.
It is worth noticing that, despite a general similarity between
the physical processes, a main difference exists in the relative
importance of heat transfer mechanisms in open-cell foams on
the one side and conventional packed beds on the other side. For
example, in a particle random packing the near wall region is gen-
erally characterized by different hydrodynamic conditions,
because the void fraction is not constant but much higher close
to the reactor wall [9]. Moreover, the role of inter-particle conduc-
tion is extremely weak as a result of the finite number of confined
point contacts. The conduction inside the interconnected solid
matrix of consolidated porous media such as open-cell foams, in
contrast, is quite significant and may even represent the main con-
tribution to heat transfer for systems operating with low conduc-
tive fluids and/or low flow rates [6,10].

For these reasons, the correlations for the effective heat transfer
coefficients that are available in literature [11] from extensive
analysis of unconsolidated packed beds are not directly applicable
to open-cell foam beds [12]. Instead, new data must be collected
and evaluated for the specific application. Open-cell foams made

http://crossmark.crossref.org/dialog/?doi=10.1016/j.cej.2014.11.055&domain=pdf
mailto:hannsjoerg.freund@fau.de


Nomenclature

List of symbols

A [m2] area of the heated surface
Bi [–] Biot number
c [J kg�1 K�1] specific heat capacity
Dh [m] hydraulic channel diameter
dh [m] hydraulic pore diameter, 4e

Sv
dp [m] average pore inner diameter
dc [m] average cell inner diameter
e [J kg�1] specific internal energy
F [–] Forchheimer inertial coefficient
H [m] height of the 3D foam model

Hg [–] Hagen number, Dp
DL

qud3
h

l2 ;

hi [W m�2 K�1] interphase heat transfer coefficient
hU [W m�2 K�1] heat transfer coefficient between the fluid and

the unfinned wall
hW [W m�2 K�1] wall heat transfer coefficient
k [W m�1 K�1] thermal conductivity
kf [W m�1 K�1] fluid thermal conductivity
ks [W m�1 K�1] solid thermal conductivity
ke [W m�1 K�1] effective conductivity of the foam bed
K [m2] permeability
L [m] length of the 3D foam model
m [m�1] equivalent Biot number for a single strut;
M [m�1] corrected m coefficient for open-cell foam structure;

Nu [–] Nusselt number at the wall, hwdp

kf
p [Pa] pressure
Pe [–] Peclet number based on interstitial velocity, qucf dp

ekf

Pr [–] Prandtl number, lcf

kf

q [W m�2] heat flux for unit area
R [m K W�1] thermal resistance
Re [–] Reynolds number based on pore diameter and intersti-

tial velocity, qudp

el

S [m2] interphase open-cell foam area
Sv [m�1] geometric interfacial area density, or volumetric sur-

face, of foam

ts [m] average middle strut section
T [K] temperature
u [m s�1] velocity
U [W m�2 K�1] overall heat transfer coefficient
W [m] width of the 3D foam model
X, Y, Z [m] Cartesian coordinates

Greek symbols

C [m2] channel cross sectional area
e [–] bed porosity
g [–] efficiency
l [kg s�1 m�1] dynamic viscosity of fluid
q [kg m�3] mass density
s [Nm�2] viscous stress tensor

Subscripts

b bulk
c cell
e effective
f fluid properties
F fin
h hydraulic
i interphase
in inlet
lm logarithmic mean
n normal
out outlet
p pore
q fixed heat flux
s solid properties
T fixed temperature
U unfinned
w wall
x, y, z Cartesian coordinates
of highly conductive metals were investigated in several studies
[13–16] for pure air thermal exchanger, such as compact heat
sinks. However, in none of these previous studies the effect of
the coupling between the foam packing and the heated surface
was considered, as the metal sample was directly brazed with
the exchanger walls. Owing to the high solid matrix conductivity,
such a configuration leads to a relatively homogeneous tempera-
ture distribution which can be described by a 1D model for the
heat transport.

In contrast, if the open-cell foam is used as catalyst support it is
packed inside the reactor and thus a gap will always exist between
the foam and the externally cooled or heated reactor wall. For this
case, a two dimensional description of the temperature profile
with a 2 parameter model is more appropriate [17]. In previous
experimental studies an annulus of small, but finite size was
always present between the support and the reactor wall. In some
cases it was attempted to minimize the gap influence by the use of
layers of carbon foil to wrap the foam samples in order to avoid
bypassing in the experimental set-up [18]. In any case it becomes
obvious that the size of this gap and its influence on the flow and
transport properties must be considered. However, only few data
are available in literature to estimate the heat transfer coefficients
in the near wall region of an open-cell foam bed.
Previous publications mainly report on experimental studies of
heat transfer with air in the laminar flow regime, where, e.g., a cor-
relation for the heat wall coefficient was derived for an individual
Al2O3 foam [17]. In another study, the average value of this param-
eter was estimated for different b-SiC or polyurethane foams [19].
A few estimates of the wall heat transfer coefficient for an alumin-
ium foam and two-phase flow are also available [20]. However, in
neither of these studies the effect of the gap size is considered at
all. In a recent study [21], based on metal foam samples with dif-
ferent gas flow rates, it was pointed out that the thermal continuity
was not assured despite the tight fit between the samples and the
reactor wall. Nevertheless, despite the gap existence was postu-
lated, the effect of the gap itself was not focus in these previous
investigations, mainly due to the difficulty and high uncertainty
in measuring this parameter in the experimental set-up.

To overcome the limitations of experimental set-ups, in this
work a numerical study is therefore proposed. In fact, computa-
tional fluid dynamics (CFD) represents an appropriate method to
perform a detailed analysis and characterization of thermal and
fluid phenomena within catalytic fixed bed reactors [22–24]. In
addition, the use of such simulations as numerical experiments
allows to fully control the operative condition and the gap size at
the wall. Based on these simulations, the purpose of this study is



to systematically investigate the effect of different wall coupling
scenarios on the thermal performance of the system. The final goal
is to identify correlations for the effective heat transfer coefficients
necessary for a simplified 2D description of a reactor packed with
an open-cell metal foam.

To achieve this goal, the 3D models of two different open-cell
foams, both made of aluminium, are used in this study. Moreover,
air as well as water is considered as working fluid in the simula-
tions. While the majority of experimental heat transfer data were
collected in gas–solid set-ups [17,19,21], in many processes the
operative fluid is liquid [25]. Thus, in the present work the simu-
lated fluids are both air, for comparison and validation purposes,
and water, to also explore liquid–solid systems. Another aspect
to be considered is the flow regime. As observed in literature
[26], the majority of experimental data lie in the laminar flow
regime; however, many industrial processes are operated in the
turbulent regime. For this reason, the flow rates explored in the
present simulation studies cover a wide range in order to also
include the turbulent flow regime. Summing up, the detailed CFD
simulation studies performed in this work allow for the investiga-
tion of a number of well-defined system configurations including
those that are not easily accessible by experimental approaches.
2. Numerical model and mesh generation

The investigation of the mechanisms responsible for the heat
transfer between the reactor wall and the solid foam was per-
formed in detail by finite volume analysis (FVA). The mesh gener-
ator and the solver for the FVA were implemented in the open
source environment OpenFOAM v2.1.1 [27], a general library of
C++ classes for numerical simulation [28] mainly used for compu-
tational fluid dynamics (CFD) simulations [29].

With the purpose to validate the results of the simulations with
literature data, three different classes of studies were performed:
estimation of pressure drop (without heat addiction through the
Fig. 1. 3D models of the samples used in this numerical study. (a) Sample 1, 10
nominal PPI. (b) Sample 2, 40 nominal PPI. Dimensions W(Y) � H(X) � L(Z),
11 � 11 � 40 mm.
boundaries), evaluation of the interphase heat transfer, and conju-
gated heat transfer.

2.1. Geometry

The mesh for the numerical simulations considers a rectangular
cuboid of 11 � 11 � 40 mm size (Fig. 1) extracted from 3D models
of aluminium (Al 6101 T6) open-cell foams. The 3D models of the
foams were obtained from micro-computed tomography (l-CT)
scans, a non-destructive method to generate accurate measure-
ments of the internal structures of the sample [30]. Two samples
with a similar porosity but different nominal pore density (10
PPI Fig. 1a, 40 PPI Fig. 1b) were selected for the studies. The rele-
vant geometrical properties used to characterize the open-cell
foam samples are: the solid fraction (1 � e), the thickness of the
strut (ts), the average diameter of the lateral face, or pore, of a sin-
gle foam cell (dp), the average diameter of the single foam cell (dC),
and the volumetric surface area (Sv). These values are summarized
in Table 1. Details on the experimental techniques used by the
authors to evaluate such properties and a clarifying magnification
with the optical microscope highlighting cell, pore and struts can
be found in a previous work which was more focused on the char-
acterization of the supports [10].

For the simulation of the pressure drop and interphase heat
transfer, the mesh consists only of the fluid phase, as negative of
the solid matrix in Fig. 1. About 1.2 and 2.7 million control vol-
umes, of which 74% are hexahedral, were used in the generation
of the mesh of sample 1 and 2, respectively. For the simulation
of the conjugated heat transfer, in contrast, the mesh has to be gen-
erated for both, the solid and the fluid phase. According to the dif-
ferent gap size in the studies, the range of the number of control
volumes used for these simulations is between 1.6 and 2.3 million
for sample 1 and 6.5–8.6 million for sample 2, with a fraction of
hexahedral volumes of about 88%. More details about the mesh
resolution, mesh independence of the solution and variations in
grid size are reported in Section 4.3.

2.2. Governing equations

For the simulation of conjugated heat transfer the heat conduc-
tion equation is solved in the solid region, while mass, momentum,
and energy conservation equations are solved in the fluid phase.
The comprehensive general balance equations were implemented
in conservative form for steady-state conditions. The mass conser-
vation equation for the fluid phase is thus given by:

r � ðq~uÞ ¼ 0; ð1Þ

where q is the fluid density and u is the fluid velocity. The conser-
vation of momentum, neglecting buoyancy effects, is given by:

r � ðq~u~uÞ ¼ �rpþr �~seff ; ð2Þ

where p is the pressure and~seff is the effective viscous stress tensor,
which includes turbulent viscosity if a turbulent model is selected.

Neglecting gravitational potential energy and internal heat gen-
eration, the equation of energy conservation for the fluid phase can
be written as:

r � ðqe~uÞ ¼ �r �~qeff �r � p~u�r � ½~seff �~u�; ð3Þ

where e is the internal energy per unit of mass and~qeff is the rate of
heat addition to the fluid due to effective conduction, including the
turbulent thermal conductivity if a turbulent model is selected.

The energy equation for the solid, without heat generation, is:

r � ðksrTÞ ¼ 0; ð4Þ

where ks is the thermal conductivity of the solid.



Table 1
Relevant geometric properties of the investigated foam samples.

1 � e Sv (m�1) dc (mm) dp (mm) ts (mm) dh (mm)

Sample 1 10.3% 649 3.58 1.85 0.39 5.53
Sample 2 11.0% 936 2.45 1.29 0.31 3.80
As stated above, different flow regimes were explored in the
simulations. Defining a Reynolds number based on the pore diam-
eter and the interstitial bulk velocity, four different regimes can be
identified [31]: Darcian creeping flow (Re 6 1�10), Forchheimer
flow (1�10 < Re 6 150), post-Forchheimer unsteady laminar flow
(150 < Re < 300) and fully turbulent flow (Re > 300). As a conse-
quence, for simulations with Reynolds numbers higher than 300
(here: in the range of 1E+3–1E+4) a Reynolds averaged Navier–
Stokes (RANS) based turbulent model is used. Among the available
RANS models, the shear-stress transport (SST) k-x model was
selected because it is considered more flexible for wall bounded
flows as it includes a blending function to ensure that the model
equations behave appropriately in both the near-wall and far-field
zones [32].

Two different fluids are considered in the simulations: air and
water. For air the equation of state for an ideal gas is applied, while
for the simulations with water the fluid is considered incompress-
ible, but density variation due to temperature effects is included in
the formulation. All the simulations are performed in the subsonic
regime (Mach number <0.3). The effect of temperature variation is
also considered in the calculation of the viscosity, implementing
the Sutherland [33] model for air and a polynomial dependency
for water. The other thermophysical properties are assumed
constant and are calculated for the average temperature of the
system.

2.3. Boundary conditions

Different boundary conditions are considered in the simula-
tions, according to the specific fluid dynamic cases or thermal
parameters investigated.

2.3.1. Pressure drop simulations
For the pressure drop calculations, the flow direction is fixed in

the Z-axis and the standard set of Dirichlet boundary conditions for
the inlet velocity and outlet pressure is imposed. No-slip boundary
conditions and zero gradients for the pressure field are imposed at
the interface with the solid foam. The external wall is not consid-
ered and therefore symmetric boundary conditions are applied at
both the Y-axis and X-axis faces. The fluid properties are calculated
at 300 K.

2.3.2. Interphase heat transfer simulations
For the evaluation of the interphase heat transfer, the recon-

structed 3D model is supposed to represent a volume deep inside
the reactor bed. Thus, no external walls are considered and similar
boundary conditions as for the case of pressure drop simulations
are applied for velocity and pressure. An external contribution to
the energy equation is directly applied at the interface between
the open-cell foam and the fluid. This contribution is implemented
in the form of a constant heat flux, increasing the temperature of
the fluid which enters at 300 K. The case of a fixed heat flux was
found to be more representative of a real case than a case study
with fixed solid temperature [34]. To preserve the assumption of
constant thermal conduction, the maximum increase of the fluid
temperature was kept below 2 degrees for water simulations and
10 degrees for air simulations.
2.3.3. Conjugated heat transfer simulations
In contrast to the previous simulations, for the case of conju-

gated heat transfer the computational mesh also includes the solid
phase. Moreover, the effect of the wall coupling is explicitly inves-
tigated in detail. For this reason, the mesh was changed accord-
ingly in order to consider a wall on the bottom face of the X-axis.
Three different scenarios of physical coupling were considered:

(1) Direct contact with the solid matrix;
(2) Gap of 100 lm;
(3) Gap of 1 mm.

Since the mesh height is kept constant, the solid matrix is
shifted in X direction, as can be seen in Fig. 2. The examples of sam-
ple 1 presented in Fig. 2 show the effect of the gap on the velocity
field (Re = 50). There is almost no difference between case 1 and 2
(Fig. 2a and b), while for the larger gap of case 3 (1 mm, Fig. 2c), the
near wall region becomes a preferential bypass for the fluid flow.

In order to represent a fully developed flow a pressure drop is
imposed in the flow direction (Z-axis) as proposed in literature
[34,35]. For this, the result of the pressure drop simulations served
as input data. No-slip boundary conditions are now applied also at
the bottom face of the X-axis, which represent the external wall. To
allow heat transfer between the two phases, at the fluid–solid
interface continuity of the heat flux and equal surface temperature
is imposed [34]. The heated surface is now located at the inner
wall, while the fluid entrance temperature is 300 K.

Two different cases are considered at the inner wall surface:
fixed temperature and fixed heat flux. The first case is applied for
air and water simulations with direct contact between the mesh
of the open-cell foam and the wall face and for the case of a
100 lm gap, respectively. The second case is used only for selected
simulations with air (for all three cases, i.e., direct contact, 100 lm
gap, and 1 mm gap), in order to compare this condition with the
simplified case of an adiabatic boundary condition between the
foam solid phase and the wall. Moreover, the additional case of
physical contact between the wall and the solid phase while
assuming a thermal discontinuity (i.e., adiabatic boundary condi-
tions), is simulated for air. This set of simulations allows for eval-
uating the validity of such simplified approximations which are
common for simulations of conventional packed beds of spherical
particles.
3. Results

The simulations were run on the ‘‘lima cluster’’ of the High Per-
formance Computing Center of the University of Erlangen-Nürn-
berg (Regionales RechenZentrum Erlangen, RRZE). A second order
upwind scheme was used for the convective calculations in the
turbulent regime and for the conjugated heat transfer simulations,
while a linear scheme was used in the other cases. The pressure
field is solved with the semi-implicit method for pressure-linked
equations (SIMPLE). The simulations were stopped when the nor-
malized residual for continuity, energy and momentum equation
dropped below 10�6.
3.1. Pressure drop

The pressure drop was evaluated by simulations of fluid flowing
through the open-cell supports in order validate the implemented
CFD model for the whole range from laminar to turbulent condi-
tions. The general trend of the pressure drop increasing as function
of increasing velocity was found in reasonable agreement with lit-
erature data and models [1]. However, no literature model is recog-
nized to be generally valid, with reported standard deviations as



Fig. 2. Distribution of the dimensionless velocity component in flow direction
ðU� ¼ UZ=UZ;MaxÞ in a longitudinal section (Y-axis normal) of the 3D model of sample
1 for different wall coupling scenarios. (a) No gap; (b) 100 lm gap; (c) 1 mm gap.
Re = 50.
high as 100%. For the comparison in this work, an empirical general
correlation, recently proposed for metallic and ceramic open-cell
foams [36], was selected. In Fig. 3, the results from simulations
are presented in dimensionless form (Reynolds number vs. Hagen
number and hydraulic pore diameter) showing the same trend as
the literature correlation, while deviations up to 60% can be
observed depending on the specific case.

The pressure drop can be expressed as sum of viscous and iner-
tial terms, such as in the Forchheimer equation for flow in porous
media:
Dp
DL
¼ l

K
uþ Fffiffiffiffi

K
p qu2; ð5Þ
Fig. 3. Simulation results of dimensionless velocity (Reynolds number) and
correspondent dimensionless pressure drop (Hagen number) compared with a
general correlation (a: [36]) for pressure drop in both ceramic and metal open-cell
foams.
where K is the Darcian permeability and F is the Forchheimer iner-
tial coefficient.

The values for the coefficients K and F are assumed to be a func-
tion of the geometrical characteristics of the bed only, and they can
be calculated as result of best fitting interpolation (i.e., minimizing
the sum of the square of residuals between the results from simu-
lations and pressure drop per unit length as function of a second
order polynomial of velocity). The resulting values are presented
in Table 2, showing a reasonable agreement with those calculated
using an empirical literature correlation [37].
3.2. Interphase heat transfer

The average interphase heat transfer coefficient (hi, W m�2 K�1)
is calculated for each simulation as:

hi ¼
R R

S
qdS

ðTx�Tb;ZÞR R
S ds

; ð6Þ

where q is the specific heat flux at the fluid-foam interface and S is
the surface of the open-cell foam. The bulk temperature (Tb) is
defined as the average temperature weighted by the mass flow
(un⁄q) crossing a section of fluid (Cz) normal to the axial coordinate
(Z):

Tb;Z ¼
R R

C Tf unqdCR R
C unqdC

����
Z

; ð7Þ

The results for the interphase heat transfer coefficients are pre-
sented in Fig. 4, for both samples and fluids, as function of the
dimensionless velocity (i.e., Reynolds number). The dimensionless
heat transfer coefficient itself is presented as the ratio between
Nusselt number and the one-third power of the Prandtl number,
to plot the results of both air and water simulations.

Different models are proposed in literature to predict the inter-
phase heat transfer coefficients [16,37–39], but in general a wide
variation of experimental literature data around the fitting correla-
tions can be observed (> 40% [40]). The reason for this is mainly
connected to the irregularity in the geometrical properties of the
commercial foam samples such as, e.g., distribution of pore sizes
and cross section diameters or closed cells. For comparison pur-
poses, a simplified literature correlation [39] is used as reference
in Fig. 4. In order to be consistent with the present paper, the ori-
ginal correlation was modified to use the pore diameter as charac-
teristic length, based on the geometrical relation of the cubic cell
model [15]. The graph of Fig. 4 proves that the results of the
description of the heat transfer in the numerical study are consis-
tent with literature data.
3.3. Conjugated heat transfer

According to the specific boundary conditions, the average
overall heat transfer coefficient (U, W m�2 K�1) is calculated in



Table 2
Viscous and inertial coefficients calculated from the simulations compared with those
calculated with literature correlation.

K (m2) F (m�1) Ka (m2) Fa (m�1)

Sample 1 1.2e-7 3.8e-2 7.4e-8 4.1e-2
Sample 2 4.5e-8 3.7e-2 4.6e-8 4.4e-2

a Literature model [37].
two different ways. If a fixed heat flux is imposed on the heated
surface, the coefficient is calculated according to Eq. (8):

Uq ¼
R R

A
q

ðTW�Tb;Z Þ
dAR R

A dA
; ð8Þ

where q is the specific heat flux and A is the surface of the heated
wall. On the other hand, for the simulations where a fixed temper-
ature is applied on the external wall, the overall heat transfer is
instead calculated as given in Eq. (9):

UT ¼
R R

A qdAR R
A dA

1
DTlm

ð9Þ

where DTlm is the log mean temperature difference, calculated as:

DTlm ¼
DTout � DTin

lnðDTout=DTinÞ
; ð10Þ

In Eq. (10) DTin and DTout are the temperature differences
between the inlet or the outlet fluid average temperature and the
fixed temperature of the wall. The results for the overall heat trans-
fer coefficient for the simulations with air and water are shown in
Fig. 5, for both sample 1 (a) and sample 2 (b), as function of the
pore Reynolds number. In general, the overall heat transfer coeffi-
cient is dependent on the heat transfer properties of both the solid
and the fluid phase. In our simulations, the 3D models are based on
specimens with nearly identical solid fraction and thus also very
similar effective thermal properties of the solid phase, as con-
firmed in a previous characterization [10]. For this reason, the rel-
ative differences of the overall heat transfer coefficient calculated
for each run must be related to the fluid phase or to the different
boundary conditions applied at the wall interface.

3.3.1. Effect of wall coupling
Focusing on the simulations with air, three cases can be distin-

guished with regard to the analysis of the thermal coefficient. The
first case is the one presenting the lowest thermal coefficient at
same Reynolds numbers, i.e., the configuration corresponding to
Fig. 4. Simulation results of dimensionless interphase heat transfer coefficient
(ratio between the Nusselt number based on average strut cross section and Prandtl
number) and correspondent dimensionless velocity (Reynolds number based on
average pore diameter) compared with a literature correlation [39].
the maximum gap size (1 mm). Then, the second case comprises
a group of data composed by the two investigated cases with a
gap size of 100 lm, i.e., with fixed heat flux or fixed temperature,
and the simplified model with no heat flux (adiabatic) at the inter-
face between the wall face and the solid phase mesh. This group
results in a slightly higher overall coefficient than the previous
case. However, the difference tends to decrease with increasing
Reynolds numbers, as can also be observed for other kinds of struc-
tured packings such as, e.g., cross flow structures [41]. As can be
seen in Fig. 5, the ratio of the overall heat transfer coefficients for
the cases with fixed heat flux at 100 lm and 1 mm changes from
a factor of 2.2 (for sample 1), or 3.5 (for sample 2), to about 1 when
changing from the lowest to the highest investigated velocity.

Some preliminary conclusions can be inferred from the simula-
tions with thermal discontinuity between the open-cell foam mesh
and the inner wall face. The thermal overall coefficients of the air
simulations with adiabatic boundary conditions are closer to the
ones with 100 lm gap and higher than those with 1 mm gap. This
suggests that, for the studied cases, the area of the open-cell foam
mesh normal to the wall inner surface (the potential area of direct
contact) has no impact on the thermal performance if there is no
thermal continuity between the solid phase of the open-cell foam
and the wall. Instead, the heat transfer is partially affected by the
thermal conductivity of the fluid and the thickness of the gap. This
explains the lower values of the overall thermal coefficient for sim-
ulations with 1 mm gap and the decreasing difference between the
water (i.e., a highly conductive fluid) simulations with or without
gap.

The largest values (case 3) are obtained when the solid phase is
thermally directly connected with the wall. As example, Fig. 6
shows the temperature scale of the flow stream and the solid mesh
(sample 1) for the two cases of fixed wall temperature directly
applied to the solid phase or with a gap of 100 lm. The normalized
temperature is in the higher 20% for the case of direct wall-solid
contact and in the lower 40% for the case of a gap. In fact, the over-
all heat transfer coefficient in the case of fixed wall temperature is
in average 7.4 times higher than the corresponding value for the
case of a 100 lm gap (see Fig. 5). Of course, this result is expected
and connected to the lower thermal resistance for the heat flux
moving directly inside to the highly conductive solid matrix. Nev-
ertheless, for this configuration, the case with Dirichlet boundary
conditions exhibits a coefficient larger than that for the case with
Neumann boundary conditions. This could also be related to the
different procedure of thermal coefficient evaluation (Eq. (8) vs.
Eq. (9)). Similar considerations are valid for the simulations with
water as fluid. However, here the difference between the cases
with or without the gap is less prominent, the values decrease from
a factor of 2 to 1 in the range of explored Reynolds numbers. This
clearly points out the significant impact of the used boundary con-
dition at the wall skin in the modeling of the real performance of
open-cell foam packed reactors. More generally speaking, this
impact is not only important for the investigated cases here, but
also for other heat transfer literature studies where coefficients
are often reported for only one specific boundary condition (which
sometimes is even not explicitly stated).
3.3.2. Effect of the fluid thermophysical properties
From Fig. 5 it can clearly be seen that at the same Reynolds

number the heat transfer coefficient in runs with a fluid represent-
ing water properties is about one order of magnitude higher than
the corresponding ones with air. In particular, it is about 11 times
higher for the simulations with direct contact between the wall
and the solid matrix, and an average ratio of about 41 times higher
for the case of a 100 lm gap.



Fig. 5. Overall heat transfer coefficient for sample 1 (a) and 2 (b) as result of
different open-cell foam and wall coupling and air or water as fluid: perfect contact
(p.c.), adiabatic boundary condition (ad.b.c.), gap of 100 lm or 1 mm, fixed
temperature (T,w) or fixed flux (q,w) on the heated surface.
3.3.3. Effect of velocity
Increasing the velocity has a positive effect in all the configura-

tions studied. However, while the Reynolds number increases
about 3 orders of magnitude for air and 4 for water, the overall heat
transfer coefficient only increases about one order of magnitude.
This effect is more important for the simulations considering a
Fig. 6. Temperature distribution ½T� ¼ ðT � TwÞ=ðTin;f � TwÞ� in simulations of conjugated
solid phase (a and b) or with a gap of 100 lm (c and d). Solid phase: a and c. Fluid stre
gap close to the wall. For example, the simulations for air with a
1 mm gap intersect the ones with a 100 lm gap, and the simula-
tions with a 100 lm gap for water even intersect those with the
direct wall-solid coupling.

3.3.4. Effect of foam geometry
For each of the investigated wall coupling scenarios, the trend

as a function of the Reynolds number is similar for both the sam-
ples. However, the absolute value of the overall heat transfer coef-
ficient is higher for sample 2 (i.e., an average increment of about
40%). At this point it is worthy of note that the two 3D models were
derived from samples with similar porosity, but different pore den-
sity. As sample 2 features a higher pore density, it means that
decreasing the size of the pore or strut diameter (i.e., increasing
the specific surface) has a positive effect on the resulting overall
heat transfer coefficient.
4. Connection between overall and local thermal properties

In the previous Section 3.3 the 1D heat transfer coefficient
derived for each numerical test was analyzed. It is obvious that this
coefficient is not more than a lumped parameter, representing the
overall effect of the micro scale and near wall heat transfer [42]. In
contrast to this traditional approach (and in contrast to most
experimental set-ups), the simulations performed in this work
allow for the identification of the individual contributions of solid,
fluid, and interphase heat transfer. Therefore, the aim of this para-
graph is to separately investigate the wall heat transfer coefficient
in order to derive empirical correlations according to the specific
wall coupling scenario. Since the transversal temperature gradient
is much higher than the axial one, the contribution of the axial
effective conductivity is neglected. In fact, the uncertainty due to
this approximation, estimated with a general criterion derived
for heat transfer in packed beds [43], was found important only
for the simulation at the lowest Reynolds number (less than 1%
already for the simulations with air at Reynolds numbers higher
than 100 or water as fluid, assuming an axial effective conductivity
of the same order as the radial one).

4.1. Case of thermal continuity between the wall and the solid matrix

When open-cell metallic foams are used as compact heat sinks
they are usually directly brazed to a base plate. For this scenario,
different authors attempted to describe the heat transfer in
heat transfer for sample 1. Cases of fixed wall temperature directly applied to the
ams: b and d.



Fig. 7. Parity plot between overall heat transfer coefficients estimated from the
simulations and the values calculated according to Eq. (12). Open symbols: hU = hi.
Solid symbols: hU – hi.
resemblance to the conventional approach for finned surfaces [44–
46]. For example, assuming a repetitive simple cubic structure for
the foam matrix with adiabatic tip, Ghosh [45] proposed to correct
the standard fin efficiency (gF), accounting for the cross connec-
tions in the foam filaments, while the cross connections itself are
considered as additional fins, affected by an efficiency factor, too
(g½):

gF ¼
tanh ðMHÞ
ðMHÞ ; M ¼ m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 4g1=2Þ

q
;

g1=2 ¼
tanh m dp

2

� �
m dp

2

� � ; m ¼

ffiffiffiffiffiffiffiffi
4hi

ksts

s
; ð11Þ

Following this approach, the overall heat transfer efficiency is
the result of the contribution of the heat flux through the extended
surface and the heat transfer from the unfinned base (hU). Using
this foam efficiency and the average fluid temperature, the overall
heat transfer coefficient weighted on the base surface can be calcu-
lated according to Eq. (12) [47]:

U ¼ gF hiSvH þ hUe;
AF

A
¼ LWSmH

LW
;

AU

A
¼ LWe

LW

� �
; ð12Þ

The geometrical parameters are a consequence of using the base
surface as reference area. The second term on the right side of Eq.
(12) is often neglected because the bare base area is usually much
smaller than the one of the extended surface. Moreover, even when
this contribution is taken into account the same convective coeffi-
cient is used for both the extended surface and the base. Based on
this assumption, the overall heat transfer coefficients calculated
with Eq. (12) are shown in Fig. 7 in comparison with the values
derived from the simulations. The data (hollow symbols) of sample
1 and 2 are displayed for both air and water simulations for the
cases with fixed temperature or fixed heat flux on the heated base.
However, the use of the interphase heat transfer coefficient [39]
also on the unfinned base results in an overprediction of the overall
coefficient.

On the other side, using electrical analogy, the equivalent ther-
mal resistance can also be written as sum of the phase contribu-
tions as in Eq. (13) [42]:

1
Re
¼ 1

Rf ;e
þ 1

Ri þ Rs;e
; ð13Þ

where the equivalent thermal resistances are inversely proportional
to the corresponding effective thermal coefficients: Re / 1

U, Rf ;e / Dh
kf ;e

,
Ri / A�AU

hiS
and Rs;e / Dh

ks;e
.

Thus, the wall heat transfer coefficient between the fluid and
the bare surface can be assessed distinguishing the values of solid
and interphase heat transfer resistances. In fact, the effective solid
conductivity of the reticulated samples in our simulations can be
predicted with a literature model [48], as established in a previous
study [10]. The interphase heat transfer coefficient can in turn be
estimated as shown in Section 3.2. The positive residual is the con-
tribution connected with the fluid phase. It can be either consid-
ered negligible for air simulations (or gas in general), or, in
contrast, it can be the determinant contribution for highly conduc-
tive fluids such as, e.g., in the simulations with water. In this case,
the Nusselt number based on the estimated unfinned convective
coefficient has been correlated with a power law of the Reynolds
number (based on dp for both the dimensionless numbers), result-
ing in an exponent of 0.52 and pre-multiplicative constants of 0.81
and 0.93 for sample 1 and 2, respectively.

As a result, the overall heat transfer coefficients were recalcu-
lated replacing in Eq. (12) the estimated value of the fluid thermal
coefficient. The new coefficient values reveal a reduced margin
with the simulation data as can be seen in the parity plot of
Fig. 7 (filled symbols).

4.1.1. Adaptation for heterogeneous catalytic supports
In an equivalent electric resistance scheme, the interphase

resistance can be placed in series with the solid or with the fluid
effective conductivity. The first case, the same as in the network
of Eq. (13), is more effective when the open-cell foam is used as
heat exchanger. In contrast, when the structure is used as catalytic
support the most relevant temperature is the one on the surface of
the catalyst where the reaction takes place. Therefore, it is more
appropriate to account the interphase thermal resistance in series
with the effective conductivity of the fluid phase. Thus, Eq. (13) has
to be modified to:

1
Re
¼ 1

Rf ;e þ Ri
þ 1

Rs;e
ð14Þ

It is worth mentioning that the same networks of Eqs. (13) and
(14) are obtained for unconsolidated packed beds when the two
limiting cases are high or low flow rate conditions [42]. In any
case, three different physically relevant regimes can be identified,
where only one among interphase, fluid, or solid thermal effective
conductivity is dominant. Therefore, it is reasonable to define two
dimensionless parameters to take into account the solid and fluid
effective conductivity, and the interphase heat transfer
coefficient:

k ¼ ks;e

kf ;e
; and Nue;i ¼

hiðDh=2Þ2Sv

kf ;e
; ð15Þ

The boundary between each region depends on the ratio of
these parameters and geometrical constants [49]. However, for
metallic open-cell supports only two cases are relevant. If the fluid
is a gas, k is generally much greater than 1, and this results in the
physical case where the solid effective conductivity is the domi-
nant contribution. If the fluid is a liquid, with increasing Reynolds
number k could become lower than 1, but usually Nue;i > 1, which
means that it falls in the physical regime where the fluid effective
conductivity is dominant.



Fig. 8. The wall heat transfer coefficients with air and water simulations estimated
for the cases with gap size of 100 lm and adiabatic BC (ad.b.c.) with fixed
temperature (T,w) on the heated base. (a) Correlation proposed in this work, Eq.
(16). The data are shown in dimensionless form as Nusselt and Peclet numbers
based on the pore size as characteristic length.
4.2. Case of thermal discontinuity between the wall and the solid
matrix

When the solid foam matrix is not directly coupled with the
wall, the additional resistance of the near wall region must be
added in series to the bed effective conductivity. With a pseudo-
homogeneous approach, the effective heat transfer coefficients in
tubular geometries can be calculated from the measurements of
the wall and the central axis temperature profiles [50], using a
truncated series of first kind Bessel functions. In a similar way,
the wall heat transfer coefficient can in a first approximation be
estimated from the present simulations. The results were found
virtually equivalent to those calculated with the literature relation
between 2D and 1D thermal parameters [51,52], i.e., subtracting
the effective bed conductivity calculated as in Eq. (13) from the
overall heat transfer coefficient. For this reason, this approach
was used to derive the wall heat transfer coefficients for all the
simulations with thermal discontinuity between the solid matrix
and the heated wall.

The results for the simulations with a gap size of 100 lm are
presented in dimensionless form in Fig. 8. The Nusselt numbers
are related to the simulations of fixed wall temperature with water
and air for both, sample 1 and sample 2, and are plotted as function
of the Peclet numbers. The characteristic length used here is the
pore (window) diameter in consistency with the common
approach for packed beds. This was done in order to account for
the different thermal properties of the two different types of fluids
investigated.

On the basis of the simulations for the case of constant wall
temperature and 100 lm gap a best fitting correlation, Eq. (16),
is derived consisting of a static and a dynamic term.

Nu ¼ 1:97þ 0:09 Pe0:73; 2 < Pe < 6:4 Eþ 4; ð16Þ

It is worth noticing that Eq. (16) reasonably predicts even the
wall coefficients of the simulations for the foam-wall adiabatic
BC (also reported in Fig. 8), despite the fact that this data was
not included in the derivation of the correlation coefficients. In fact,
for both cases with foam-wall adiabatic BC and 100 lm gap, the
deviation between the wall heat transfer coefficients evaluated
from the simulations or from Eq. (16) is below 25%, except for
the data at the lowest flow rates where the sensitivity to the mea-
sured temperature is higher, and thereby also the impact of the dif-
ferent wall thermal boundary conditions.

The simulation results for the case of constant wall heat flux
and 100 lm gap size, on the other hand, could be fitted by the fol-
lowing Eq. (17):

Nu ¼ 3:52þ 0:02 Pe0:88; 2:2 < Pe < 829; ð17Þ

In an analogous manner, a correlation is also proposed for the
simulations with a 1 mm gap and constant wall temperature. The
dependency on the Peclet number is kept the same as in Eq. (16),
while the static contribution is subject to re-assessment and fit-
ting. This approach was chosen since according to Fig. 5 the overall
coefficients of simulations with air at 100 lm, 1 mm, and adiabatic
B.C. converge with increasing Peclet number. The resulting correla-
tion is given in Eq. (18):

Nu ¼ 0:91þ 0:09 Pe0:73; 2:2 6 Pe 6 749; ð18Þ

The wall heat transfer coefficients for the simulations with a
1 mm gap and values calculated by Eq. (18) are presented in
Fig. 9 in terms of Nusselt and Peclet numbers. The difference
between the coefficients derived from the simulations and those
calculated with Eq. (18) remains in the region of 25%.

The dynamic contribution, which is a function of the Peclet
number, shows the same dependency on the flow rate and fluid
properties, at least in the range of conditions explored in this
study. Instead, the main effect of the gap size is connected with
the static contribution to the wall heat transfer coefficient. In par-
ticular, when increasing the distance between the solid matrix and
the wall, the static contribution decreases. However, this coeffi-
cient is not directly proportional to the thickness of the gap, which
changes by a factor 10. This suggests that with a gap size of 1 mm,
the pure mono-directional conductive description of the near wall
heat transfer is sufficient, but more detailed analysis at different
gap sizes is required.
4.2.1. Comparison with literature correlations
As already mentioned in the Introduction, only few publications

are available in literature for comparison of the wall heat transfer
coefficients estimated in this numerical study. In particular, we are
aware of only two published correlations for the wall heat transfer
coefficient in channels filled with open-cell foams [17,21]. In both
studies, the correlations are derived from thermal experiments
with gas flow in the laminar regime, and therefore their applicabil-
ity is limited. The first correlation was derived on the basis of the
results collected with air for one single 30 PPI Al2O3 foam of 87%
porosity [17], and it considers only the convective contribution.
The wall Nusselt number is linked to a power law of the Reynolds
number, and both the dimensionless numbers are based on the
inverse of the specific surface area as characteristic length. In the
second work [21], instead, the wall heat transfer coefficients are
estimated from temperature profiles collected over five metal foam
samples in the range of 10–40 PPI and 90–95% porosity, using gas
(N2, He) as fluid. The Nusselt number based on the wall heat trans-
fer coefficient and the cell diameter is modeled as the sum of a sta-
tic and a dynamic contribution, and the static contribution was
dominant in the explored range of flow rates. The dynamic part
is instead related with a power law to the Reynolds number.

Different levels of agreement are found between the wall heat
transfer coefficients predicted with these literature correlations
and those derived in the present study. When focusing on the cases
with air and using the first correlation [17] and a specific surface
calculated according to the reference, the absolute average devia-
tion has a minimum value of 24% in simulations with 100 lm
gap and fixed temperature and a maximum of 33% in the simula-
tions with 1 mm gap.

In order to compare with the present results, instead, the sec-
ond correlation [21] can be rephrased in terms of foam pore size
as characteristic dimension, assuming an average cell to pore size
ratio of 2.23 [53] and Pr = 0.72, thus obtaining:



Nu ¼ 3:22þ 0:019 Pe0:8; 1:25 < Pe < 80; ð19Þ

The structural similarity with Eq. (17) for the case of 100 lm
gap (the same gap value was postulated but not measured by the
authors in [21]) is evident, whereas in quantitative terms the devi-
ation of the static term is �8.5%.

However, when the same correlations are applied to the water
simulations (i.e. high Pe numbers), the average error increases up
to 77% and 59%, respectively. The reason for this is that the corre-
lation in [21] was developed based on experiments using gases as
working fluids, featuring a Prandtl number eight times smaller.

4.2.2. Controlling radial thermal resistance
Defining for both the overall and the wall heat transfer coeffi-

cient a Biot number based on the effective conductivity of the foam

bed Bi ðUÞ ¼ UDh
ke

; Bi ðhwÞ ¼ hwDh
ke

;
� �

the two of them can be related

as Bi ðUÞ ¼ nBi ðhwÞ
nþBi ðhwÞ, where n is a correcting coefficient in the range

of 6–8, depending on the reference [42]. It can easily be seen that
the overall Biot number is bounded between the two limiting
cases: Bi (U) 	 Bi (hw), Bi (hw) ? 0, and Bi (U) 	 n, Bi (hw) ?1.
Otherwise, by defining an arbitrary relative error a (0 < a < 1), it
is possible to identify the cases where only one out of the wall
and the bed heat transfer coefficients must be taken into account:

Bi ðhwÞ 6 an ! U ffi hwðerr: ¼ aÞ;

Bi ðhwÞP
n
a
! U ffi ke

Dh
nðerr: ¼ aÞ; ð20Þ
4.2.3. Comparison with unconsolidated packed beds
Also for the case of conventional fixed bed reactors of random

packings the wall heat transfer coefficient is calculated by well-
established correlations as the sum of a stagnant and a dynamic
contribution [54]. The static contribution is constant and it is con-
trolled by the gas thermal conductivity as the bed porosity is
reasonably close to 40% in typical applications. The dynamic con-
tribution is connected to the flow rate, and it shows a strong posi-
tive dependency on the Reynolds number. In case of low
conductive fluids (e.g., gas and oxidative atmosphere) or low flow
rates, the convective transfer mechanism collapses. As this is, how-
ever, the main contribution to packed bed heat transfer coeffi-
cients, in such conditions this reactor technology is limited and
unfavourable. Instead, in the same conditions the heat transport
using open-cell foam beds is superior, because the heat conduction
Fig. 9. The wall heat transfer coefficients estimated for the air simulations of
sample 1 and 2 and a gap size of 1 mm. (a) Correlation proposed in this work, Eq.
(18). The data are shown in dimensionless form as Nusselt and Peclet numbers
based on the pore size as characteristic length.
is still effective. As example, the overall heat transfer coefficient of
a tubular reactor with a pellet or a foam packing can be compared
for the oxidation of methanol to formaldehyde using Fe and Mo
oxide catalysts [55]. The properties of the foam packing have been
selected according to a commercially available open-cell foam (40
PPI, 85% porosity, Aluminium) similar to the sample considered in
this study but with greater relative density to enhance the effective
radial thermal conductivity. The wall heat transfer coefficients are
similar, but higher for the case of the foam packed reactor (310 vs.
275 W m�2 K�1). Thus, the overall effective conductivity depends
on the effective thermal conductivity of the support. As the
open-cell foam features an effective radial conductivity one order
of magnitude higher than that of the random packing (�10 vs. 1
W m�1 K�1), the overall heat transfer coefficient is about 50%
higher.
4.3. Source of error

In the finite volume analysis the resolution of the mesh grid has
a crucial impact on the quality and reliability of the results. For this
reason, the final meshes used in the simulation studies were
checked to be consistent with the geometrical properties of the ori-
ginal samples. The relative errors between the 3D model and the
data measured with micro-computed tomography are smaller than
3% for the specific surface and smaller than 0.4% for the porosity.
On the other side, in laminar simulations, the flow field was com-
pared for grids with different resolution. According to a literature
approach [56], the error in the evaluation of the interphase and
overall heat transfer coefficients connected with the use of the fin-
est mesh has been estimated to be about 4%. Moreover, to mini-
mize the impact of inlet, length and exit effects, a sensitivity
analysis was carried out. In particular, the thermal coefficients
were calculated also for the case of a shortened volume, removing
a section of 5 mm, which corresponds roughly to 3–4 pore diame-
ters for sample 1 and 2, respectively, at the inlet and at the outlet of
the 3D model. The average variations in the estimated coefficients
is found to be below 3%, except for the case of conjugated heat
transfer simulations with air at the lowest flow rate (Re < 10),
where the average variation of the overall heat transfer coefficient
reaches the peak of 39%. That way, it could be proven that the
structure of the open-cell foam reduces the boundary effects to a
region of only a few pore diameters.
5. Summary and Conclusion

Within the framework of the characterization of the effective
thermal properties of metal open-cell foams as novel and enhanced
supports in catalytic reactors, the focus of this study is the effect of
the gap size between the foam and the reactor wall on the wall
heat transfer coefficient. In order to close the knowledge gap
regarding suitable data and correlations in open literature, a sys-
tematic numerical study was performed for an in-depth investiga-
tion of the influence of the coupling between the solid phase of the
structured support and the reactor wall.

The numerical approach allowed overcoming the limits of con-
ventional experimental facilities by also exploring the range of
high Reynolds numbers up to the turbulent regime, and also by
considering different fluid properties such as air (Pr = 0.7, STP)
and water (Pr = 5.8, STP). Two different geometrical models, gener-
ated from scanning of real samples of 10 and 40 PPI by micro-com-
puted tomography, were used in this study. The validity of the
numerical model has been proved by comparing the calculated
results of independent simulations for pressure drop, interphase,
and conjugated heat transfer with available literature correlations.
Nevertheless, the present lack of experimental data suitable for



extensive validation of the results of this modeling study for the 
whole explored range of operation conditions suggests the neces-
sity to further continue the analysis, especially on the experimen-
tal side.

The overall heat transfer coefficients were estimated for four 
different scenarios of wall coupling: thermal continuity, adiabatic 
boundary conditions, gap of 100 lm, and gap of 1 mm. As expected 
from previous evidences, the thermal discontinuity between the 
solid foam matrix and the wall dramatically affects the overall heat 
transfer performance of the foam bed system, when conduction in 
the solid phase is the dominant mechanism. However, the differ-
ence between the performance of the coupled and uncoupled con-
figuration decreases when increasing the flow rate and the thermal 
properties of the fluid phase. This can lead to the opposite case 
where convection in the fluid phase is the dominant contribution 
to the heat transfer, such as in the simulation with water at the 
highest flow rates.

For the cases of thermal discontinuity between the wall and the 
support, new correlations for the wall heat transfer coefficient 
were derived and are proposed in this paper in the form of a static 
and a dynamic term depending on the Peclet number. The range of 
validity in terms of Peclet number covers four orders of magnitude 
(between 2 and 6E+4) for the case of a 100 lm gap (Eq. (16)), and 
two orders of magnitude (between 2 and 749) for the case of a 
1 mm gap (Eq. (18)). The effect of the gap size on the wall heat 
transfer coefficient was found to be significant only for the static 
contribution of the above-mentioned correlations.

In conclusion, the new correlations derived in this work enable 
to predict the wall heat transfer coefficient of metal open-cell foam 
reactors for a wide range of flow rates and working fluids. More-
over, it is possible to evaluate whether the wall heat transfer or 
the effective radial conductivity is the controlling parameter for 
the radial heat transfer. The generally expected and assumed 
promising heat transfer performance of metal open-cell foams 
used in catalytic reactors can be confirmed with the results of this 
work. However, as an additional important new aspect the strong 
dependence of the heat transfer on the Peclet number with turbu-
lent flow and on the estimated tolerance with the wall has been 
revealed and analyzed in detail. The results underline the crucial 
importance of the proper placement and fitting of the foam inside 
the reactor in order to exploit the full potential of these promising 
new catalyst support structures.
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