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ABSTRACT

This paper presents a numerical approach to compute the performance of a double diaphragm shock tube facility for structural response investigations. To assess the influence of different sources of dissipation, including partial diaphragm opening and shock tube vibration, numerical simulations are carried out using several different finite element models of increasing complexity to compute shock tube performance. The numerical model accounting for tearing and partial opening of the diaphragms is the one that best reproduces the results of the experiment, thus indicating that the diaphragm non-ideal opening process is the most relevant cause of losses. Both the numerical and the experimental results agree in predicting shock tube efficiency in terms of intensity of the reflected shock of about 50-60% with respect to ideal, one-dimensional conditions.
Keywords: shock tube performance, shock tube for structural testing, finite-element scheme, finite-volume scheme, fluid-structure interaction.

1 INTRODUCTION

The response of critical civil and industrial infrastructure such as government structures, nuclear power plants, power stations, tunnels and shopping centers to shock and blast loading has become a topic of great interest. Terrorist attacks around the world and the resulting casualties and damage have highlighted the vulnerability of existing infrastructure to the highly impulsive nature of the blast loads. It is primarily government and military organizations that have developed blast resistant design guidelines and retrofit procedures, while the civil engineering community has not traditionally been involved in blast engineering research. The methods currently adopted in blast-resistant design are largely based on empirical observations of live explosive tests [1-11].

Experimental activities are particularly relevant in this field not only for validating computational methods, but also because of the limited amount of existing experimental blast data. Experimental investigation of structures or structural components has traditionally been performed through live explosive testing, but the use of explosives remains very limited due to its dangerous and expensive nature. An alternative technique for creating impulse loading on portions of a structure involves use of shock tubes; they offer an opportunity to impose on the specimen surface the loading history typical of blast waves due to explosions. As reported, for example, in [12], the use of shock tubes to create impulsive loading scenarios has several advantages over the use of explosives, such as safety, cost and repeatability of experiments, though it also has some limitations, mainly related to the size of the structural members tested.
There has been considerable interest in research into blast simulation methods since the 1960s, at which time a research symposium titled "Military Applications of Blast Simulation" was formed for the sole purpose of designing blast simulators to produce the specially tailored waveforms representative of nuclear blasts [13-14]. By the mid-1980s, with the aim of measuring blast loads from nuclear explosions on full-sized military equipment such as tanks, small aircraft and helicopters, several large air-blast simulators had been built in various countries as part of a well-financed defense effort as, for example, the facility described in [15]. The use of shock tubes to simulate blast loading on structures is not new, and this technique was developed to reproduce blast waves nearly identical to those obtained in live explosive tests [16-17]. The literature reports experimental observations for material blast testing covering concrete specimens [18-19], steel plates [20], reinforced masonry walls [21] and polymeric materials [22]. In recent years, new shock tube facilities have been developed for structural applications [12, 23-25] and the response of composite materials, including glass-reinforced polymers, 3-D woven composites [23, 26] and fiber-reinforced concrete materials [27], has been investigated.

The importance of shock tube facilities in blast engineering is thus apparent. However, this growing interest in shock tube development has not been matched by studies of shock tube efficiency. In fact, the design of a shock tube facility for blast engineering applications involves many challenges, mainly due to the difficulty of predicting the pressure history against the specimen, which, together with the impulse and the duration of the positive phase, is the most important parameter in order to correctly load the specimen.

Pressure loads are strongly influenced by several parameters, such as tube geometry...
(boundary layer effect), tube wall response and the diaphragm opening process. Note that the diaphragm opening process is difficult to assess using an analytical approach. Previous studies have investigated tube wall deformation when subjected to internal shock waves [28-33], the mutual interaction between the shock wave and the structure [34-35], the boundary layer effect on the shock wave [36-40] and the influence of incomplete diaphragm opening on shock wave formation [41-46], including the structural dynamics and the diaphragm failure mechanism [47-48].

This paper presents a numerical approach based on finite element (FE) models used to predict the performance of a facility recently developed in Italy [25]. The efficiency of the device is evaluated taking several sources of dissipation into account. Due to the fact that the shock tube under study is intended for structural applications, shock tube performance is evaluated here in terms of the peak value of the pressure at the end-wall position. In the following, with a slight misuse of technical terms, we refer to the reflection of the impinging shock wave as “reflected pressure”, to distinguish it from the “incident pressure” measured before the arrival of the shock wave, in accordance with standard practice in describing shock tube flows for blast engineering.

This paper is intended to provide guidelines to researchers for designing effective shock-tube facilities for structural engineering applications. The authors wish to share the methods they devised in order to verify the experimental apparatus developed at the Politecnico di Milano.

2 EXPERIMENTAL APPARATUS

The primary purpose of the shock tube facility studied in this paper is investigation of the structural response of a circular plate resting on soil when subjected to a shock wave [25]. Investigation of the underground tunnel lining under blast and fire conditions
represents the general framework in which the present shock tube was conceived. The innovative features of the shock tube are a suitable end-chamber designed to investigate soil-structure interaction and burner equipment to heat concrete specimens in order to study to what extent thermal damage can affect the transmitted and reflected pressure wave as well as the structural response.

A detailed description of the shock tube facility with emphasis placed on the principles that have driven the experimental design choices may be found in [25]; only the features of interest are summarized in the following description.

A schematic layout of the shock tube device in the assembled configuration ready to test a specimen is shown in Figure 1a. Four chambers, movable on a linear guide system, are shown in Figure 1a: (a) the driver section, (b) the buffer or diaphragm section, (c) the driven section, and (d) the specimen/soil section. The total length of the shock tube is 14.9 m.

![Fig. 1 Lateral view of the shock tube facility: (a) configuration with specimen/soil chamber and (b) configuration with blind end flange](image)

The buffer chamber is located between the driver and driven chambers and two diaphragms are placed in it. The three chambers have a circular cross-section with an internal diameter of 481 mm. The gas used in the experiments is helium for the driver
and buffer chambers, while the driven gas is air under ambient conditions.

The driver and driven chambers have a length of 2.35 m and 10.5 m, respectively, with a 13.5 mm thick wall, while the buffer chamber has a length of 260 mm. The external diameter of the buffer chamber is 857 mm, equal to the maximum diameter of the flange welded on the driver and driven extremities. The buffer chamber is separated from the driver and driven chambers by two scored steel diaphragms; a gasket is placed on each side of the diaphragms to guarantee seal during the experiments. When the twenty screws are tightened with an impact torque wrench, each edge of the buffer, driver and driven sections bites into the diaphragms, guaranteeing an effective seal between the different shock tube chambers.

One innovative feature of the shock tube is the specimen/soil chamber, which is 1.8 m long and 13.5 mm thick and has an inner diameter of 583 mm. The specimen/soil section can be connected to the driven section through an ad hoc flange welded at one of its extremities; a blind flange closes the other end of the chamber. The chamber contains a circular slab specimen continuously supported on the soil. Further details of the specimen/soil chamber may be found in [25].

In the present paper, the performance of the shock tube is not evaluated in the full configuration normally adopted during structural tests (Fig. 1a), but instead the specimen/soil chamber is substituted with a blind end flange (Fig. 1b). In this case, the blind end flange is connected to the end flange of the driven chamber and reproduces the ideal situation of a rigid end. In this way the source of dissipation given by the finite specimen/soil axial stiffness on the performance of the shock tube equipment does not need to be modeled.
2.1 Firing mechanism

Either a single or a double diaphragm mode can be adopted for each test run. In double diaphragm mode, which is the test procedure adopted in this study, the buffer chamber is filled with a gas at a pressure approximately equal to the average of the driver \((p_d)\) and driven \((p_l)\) gas pressure. When the gases reach the assigned pressure levels in both chambers, the gas in the buffer chamber is vented, allowing it to return to atmospheric pressure. At that instant, the differential pressure between the driver and the buffer sections exceeds the rupture pressure of the corresponding diaphragm, and the first diaphragm opens. As a consequence, when the pressure wave arrives at the second diaphragm’s interface, the second diaphragm fails and the firing mechanism is completely activated.

As mentioned above, no breaking devices are used to force the diaphragms open. Diaphragms are in fact designed to break under a given pressure difference. All diaphragms used in this study are made of S235 JR structural steel in accordance with [49]. This choice of material was motivated by the fact that steel can guarantee a burst pressure in the range of interest with a small thickness. In addition, S235 JR steel is easily available and inexpensive. The diaphragms are of a circular shape with a diameter of 697 mm, and are obtained by laser cutting from hot rolled plates. On one surface of the diaphragm, two grooves are scored through a milling machine. The two grooves are inclined at 90° with respect to each other and cross the center of the diaphragm.

In this study, two different types of diaphragms with a thickness of 2 mm are used; they differ in score depth, which was equal to 1.3 and 0.8 mm, respectively. The two diaphragm types correspond to increasing levels of burst pressure and were used for the two different pressure combinations inside the driver and buffer chambers, as described
in the following section.

2.2 Instrumentation and test program

In order to study shock tube performance, an appropriate set of instruments is applied to the tube. A set of three ICP (Integrated Circuit Piezoelectric) dynamic pressure transducers is positioned along the tube axis as indicated in Figure 2. The transducers (PT1-PT3) have a quartz sensing element with a full scale pressure of 6.9 MPa, a sensitivity of 0.7 mV/kPa, a rise time lower than 1 μs and a resonant frequency higher than 500 kHz.

Pressure transducer signal conditioning is performed by an ICP signal conditioner with gain equal to one, a bandwidth equal to 10 kHz and a broadband electrical noise equal to 3.5 μV rms.

All channels are acquired by means of the same data acquisition system with 56 parallel channels with a maximum sampling rate of 3 MS/s per channel and a 14-bit resolution. The data acquisition for all the channels is triggered by the signal of the first pressure transducer along the tube (PT1 in Fig. 2): when the measured pressure exceeds a threshold value indicating the arrival of the shock wave, the system starts acquiring data.

Fig. 2 Location of the instruments on the shock tube facility (units mm)
Two sets of experiments are discussed in this work, with different pressure levels inside the driver and buffer chambers. The first set of experiments, referred to below as low pressure experiments, adopt an absolute pressure of 5.4 and 3.2 bar inside the driver and buffer chambers, respectively. The second set of experiments, referred to as high-pressure experiments, adopt an absolute pressure of 15 bar inside the driver chamber and 8 bar inside the buffer chamber. In all the experiments the driven chamber contained air under ambient conditions, while the driver and buffer chambers were pressurized with helium after being vacuumed at about -800 mbar with respect to ambient pressure. A summary of the initial conditions inside the shock tube chambers during the two sets of experiments is reported in Table 1.

<table>
<thead>
<tr>
<th>Experiment type</th>
<th>Driver pressure* (bar)</th>
<th>Driver gas</th>
<th>Buffer pressure* (bar)</th>
<th>Buffer gas</th>
<th>Driven pressure* (bar)</th>
<th>Driven gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low pressure</td>
<td>5.4</td>
<td>helium</td>
<td>3.2</td>
<td>helium</td>
<td>1.01</td>
<td>air</td>
</tr>
<tr>
<td>High pressure</td>
<td>15</td>
<td>helium</td>
<td>8</td>
<td>helium</td>
<td>1.01</td>
<td>air</td>
</tr>
</tbody>
</table>

Table 1 Initial conditions inside the shock tube chambers during the two sets of experiments (* absolute pressure values)

3 FINITE VOLUME ONE-DIMENSIONAL SHOCK TUBE SOLVER

A finite volume approach (FV – 1D) is used to solve the one-dimensional inviscid flow within the shock tube and to compute the reference solution with zero losses. The fluid is described as an ideal mixture of constant-specific-heat ideal gases, namely, air and helium. The mixture properties are computed as

\[ p(T, \rho) = RT\rho \]  
\[ e(T) = c_v T \quad c_v = \text{const} = \frac{R}{\gamma - 1} \]  
\[ p(e, \rho) = (\gamma - 1)\rho e \]
where $p$ is pressure, $\rho$ is density, $T$ temperature, $e$ internal energy per unit mass, $c_v$ is specific heat at constant volume, $c_p$ is specific heat at constant pressure and $\gamma = c_p / c_v$ is the specific heat ratio. Both $R$ and $\gamma$ are obtained by weighting pure-component values using mass-fraction.

To simplify the numerical scheme, diaphragm opening is assumed to be instantaneous and the buffer chamber is not explicitly included in the initial conditions. Therefore, a discontinuous initial condition is imposed at time $t = 0$, with the initial discontinuity located at the beginning of the driven section: $p$, $T$, $\rho$ and $\gamma$ of both driver and driven gases are imposed at $t = 0$. Wall boundary conditions are imposed on both shock-tube ends.

A finite-volume Lax-Wendroff method is used to solve the one-dimensional unsteady Euler equations. Upwind stabilization is obtained by means of a Total Variation Diminishing (TVD) approach, where the high-order Lax-Wendroff flux is blended with the first-order Roe upwind scheme in the proximity of flow discontinuities. The switch is controlled by the van Leer limiter. Details of this standard Godunov scheme may be found, for instance, in [50].

A uniform grid of 1000 cells is used in all computations, with a Courant-Friedrichs-Lewy (CFL) number of 0.5. The corresponding time step is about $0.6 \times 10^{-6}$ s in all simulations. The numerical solution over 1000 cells is almost undistinguishable from that obtained on the coarser and finer grids made of 500 and 2000 cells, respectively, thus confirming the grid independence of the reference solution.
4 NUMERICAL FE MODELS

Finite element numerical models are devised to reproduce wave pressure propagation inside the tube, the opening process of the diaphragm and fluid-structure interaction. The impulsive phenomena involved, and the need to reproduce fluid-structure interaction, led to the choice of the Finite Element explicit solver LS-DYNA [51].

All numerical analyses are carried out adopting a Lagrangian description for the shock tube structure and the steel diaphragms and a Eulerian domain for the gases contained in the shock tube chambers and the air outside the tube walls. An Arbitrary Lagrangian Eulerian (ALE) formulation is selected to describe the phenomenon of fluid-structure interaction. This choice allows the energy flux from gases to the structure after the opening of the diaphragms to be reproduced, permitting estimation of gas pressure loss and the stress field in the structure due to gas propagation along the tube.

4.1 Description of the models

The maximum test pressures obtainable in the facility and its global efficiency are evaluated using FE numerical models in which different sources of dissipation are included separately. The main characteristics of all the models are summarized in Table 2 and discussed below.
The first step in the numerical investigation consists in development of a one-dimensional model (in the following model FE – 1D) considering infinite stiffness of tube wall and instantaneous diaphragm opening without energy loss. The entire length of the three chambers is modeled using solid hexahedral elements, aligned in the axial direction. The only degree of freedom associated with the nodes is axial translation. Axial constraint is given to the eight nodes located at the extremities of the tube length. These constraint conditions lead to a pure 1D simulation, even though based on 3D elements. This choice is due to the best effectiveness of the 3D element formulation in this kind of problem. This approach permits reproduction of wave propagation affected only by chamber length, the nature of the gases and the initial conditions. The aim of this model is to evaluate the influence of the numerical approach adopted by comparing

<table>
<thead>
<tr>
<th>Mesh</th>
<th>FE - 1D</th>
<th>FE - 3Dₐ</th>
<th>Models</th>
<th>FE - 3Dₘ</th>
<th>FE - 3Dₜ</th>
<th>FE - 3Dₜₗ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid</td>
<td>Element type</td>
<td>8-node hexahedron</td>
<td>8-node hexahedron</td>
<td>8-node hexahedron</td>
<td>8-node hexahedron</td>
<td>8-node hexahedron</td>
</tr>
<tr>
<td>Element N.</td>
<td>2412</td>
<td>76608</td>
<td>76608</td>
<td>76608</td>
<td>52208</td>
<td></td>
</tr>
<tr>
<td>Smallest size</td>
<td>2 x 2 x 0.5 cm</td>
<td>2 x 2 x 1.4 cm</td>
<td>2 x 2 x 1.4 cm</td>
<td>2 x 2 x 1.4 cm</td>
<td>2 x 2 x 1.4 cm</td>
<td></td>
</tr>
<tr>
<td>Shock-tube structure</td>
<td>Element type</td>
<td>3-node shells</td>
<td>3-node shells</td>
<td>46116</td>
<td>46116</td>
<td>Not included</td>
</tr>
<tr>
<td>Element N.</td>
<td>Not included</td>
<td>Not included</td>
<td>46116</td>
<td>46116</td>
<td>Not included</td>
<td></td>
</tr>
<tr>
<td>Smallest size</td>
<td>1.3 cm</td>
<td>1.3 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diaphragms</td>
<td>Element type</td>
<td>4-node shells</td>
<td>4-node shells</td>
<td>Not included</td>
<td>Not included</td>
<td>5700</td>
</tr>
<tr>
<td>Element N.</td>
<td>Not included</td>
<td>Not included</td>
<td>Not included</td>
<td>Not included</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smallest size</td>
<td>1 x 1 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Characteristics of the FE models adopted for numerical analyses
this solution to the one obtained with the finite volume presented in the previous
section. A mesh sensitivity study is carried out using element sizes of 1 mm, 5 mm and
20 mm. The solution is found to be almost independent of mesh size.

In order to verify the quality of the 3D mesh in reproducing the gas volume
contained in the real device geometry, a gas-only 3D model (referred to as model FE –
3D_A below) is created. A second 3D model, referred to as model FE – 3D_B, is devised
including the tube wall and the Fluid-Structure Interaction (FSI). With the aim of
verifying the FSI algorithm adopted, model FE – 3D_B considers the limiting situation of
an infinitely stiff tube wall that represents the same condition as model FE – 3D_A and
should therefore produce the same results. Infinite stiffness of the tube wall is achieved
by the introduction of additional constraints that fix all the nodes of the tube wall to the
ground.

The additional constraints included in model FE – 3D_B are removed in a third model
(referred to as Model FE – 3D_C) simulating finite stiffness of the shock tube structure.
The pressure disturbances propagating within the shock tube cause the tube walls to
vibrate, so that a part of the gas’s internal energy is dissipated by means of elastic tube
strain energy.

In the aforementioned models (FE – 3D_A, FE – 3D_B and FE – 3D_C), the gases are
modeled using solid hexahedral elements filling the internal chambers and a small layer
of air outside the tube; external air layer is only included in models FE – 3D_B and FE –
3D_C. This external layer is necessary to allow wall displacement, since, in the FSI
approach adopted here, the Lagrangian mesh describing the structure moves within the
Eulerian mesh describing the fluid. The shock tube structure (models FE – 3D_B and FE
– 3D_C) is modeled using solid elements and shell elements with 3 integration points
through the thickness. The mechanical interaction between the gases and the structure is
gained using the ALE approach. In model FE – 3Dc the shock tube structure can
move along its axis, as in the experiments (see Section 2). An external view of the finite
element model FE – 3Dc is given in Figure 3a, while Figure 3b provides a vertical cross
section of the model in which gases under different conditions are denoted with
different colors.

The reduction of performance due to the diaphragm opening mechanism is analyzed
by modeling the firing mechanism. To this aim a further 3D model is created (in the
following model FE – 3Db), in which the gases are modeled using solid hexahedral
elements filling the internal chambers. The two steel diaphragms are represented using
shell elements, while the shock tube structure is not taken into consideration, and is
replaced by boundary conditions imposed on the gas domain. Also in this model,
mechanical interaction between gases and diaphragms is achieved by means of the ALE
approach. To reduce the computational burden, the opening mechanism of the
diaphragms is modeled by almost instantaneous venting of the buffer chamber (about 1
ms). The firing mechanism is implemented in the FE – 3Db analysis by a sudden
reduction of the internal energy in the intermediate chamber gas, so that in 1 ms the
value of the intermediate chamber pressure drops to the atmospheric value. By design,
the buffer venting results in a larger pressure difference across the diaphragms; a failure
criterion associated with the material allows the diaphragm to petal by means of
activation of element erosion when the maximum allowed plastic strain on the material
is reached without any damage evolution law.

In all the models, the simulation starts with the three chambers at the design
pressures: namely, the driver chamber at the maximum pressure, the intermediate
chamber at the intermediate pressure and the driven chamber at atmospheric pressure.

Fig. 3 Finite element model: (a) external view of the Lagrangian domain including the whole structure; (b) vertical section of the Eulerian domain including all the gases: red, yellow and blue represent respectively the gases inside driver, buffer and driven chamber, while green volume represents the air outside the shock-tube.
4.2 Materials and equation of state

This section describes the constitutive laws and the equation of state for each material (fluid: air and helium; shock tube structure; steel diaphragms).

4.2.1 Fluid

For the gases (air and helium) contained in the shock tube chambers and for the external air surrounding the shock tube, a *MAT_NULL material, considered as inviscid, is adopted. A linear polynomial Equation of State for linear internal energy, given by the following expression, is introduced:

\[ p = C_0 + C_1 m + C_2 m^2 + C_3 m^3 + (C_4 + C_5 m + C_6 m^2) e \]  

(4)

where \( m = \rho / \rho_0 - 1 \) being \( \rho / \rho_0 \) the ratio of the current to the initial density and \( C_i (i = 0 - 6) \) are the polynomial coefficients. A model for a constant-specific-heat ideal gas is obtained by setting the coefficients in (4) equal to \( C_0 = C_1 = C_2 = C_3 = C_6 = 0 \) and \( C_4 = C_5 = \gamma - 1 \).

Each chamber is initialized by imposing the density, specific heat ratio, specific internal energy, and initial pressure values reported in Table 3. The temperature inside and outside the shock tube chambers is initially assumed to be equal to 293.15 K.

4.2.2 Steel shock tube components

Having designed the shock tube facility to operate in the elastic regime over the full range of service pressures, a linear elastic material (*MAT_ELASTIC) is assumed for all shock-tube components and the corresponding material properties are listed in Table 4.
<table>
<thead>
<tr>
<th>Experiment type</th>
<th>Driver gas (Helium)</th>
<th>Buffer gas (Helium)</th>
<th>Driven gas (Air)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low pressure</td>
<td>Specific heat ratio $\gamma$ (-) 1.668 1.668 1.4</td>
<td>Density $\rho_0$ (kg/m$^3$) 0.889 0.528 1.204</td>
<td>Pressure $p$ (MPa) 0.541325 0.321325 0.101325</td>
</tr>
<tr>
<td></td>
<td>Specific internal energy $E_0$ (kJ/m$^3$) 810.64 481.19 253.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High pressure</td>
<td>Specific heat ratio $\gamma$ (-) 1.668 1.668 1.4</td>
<td>Density $\rho_0$ (kg/m$^3$) 2.465 1.316 1.204</td>
<td>Pressure $p$ (MPa) 1.501325 0.801325 0.101325</td>
</tr>
<tr>
<td></td>
<td>Specific internal energy $E_0$ (kJ/m$^3$) 2248.25 1199.993 253.36</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Fluid initialization properties

Table 4 Material parameters adopted for the shock tube structure and diaphragms

<table>
<thead>
<tr>
<th>Material type</th>
<th>*MAT_ELASTIC</th>
<th>*MAT_PLASTIC_KINEMATIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho$ (kg/m$^3$)</td>
<td>7850</td>
<td>7850</td>
</tr>
<tr>
<td>Young modulus $E$ (MPa)</td>
<td>210000</td>
<td>210000</td>
</tr>
<tr>
<td>Poisson ratio $\nu$ (-)</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Yield stress (MPa)</td>
<td>-</td>
<td>355</td>
</tr>
<tr>
<td>Tangent modulus $E_t$ (MPa)</td>
<td>-</td>
<td>806</td>
</tr>
<tr>
<td>Ultimate strain (%)</td>
<td>-</td>
<td>24.8</td>
</tr>
</tbody>
</table>

4.2.3 Steel diaphragms

Two scored steel diaphragms made of S235 JR steel are modeled with a simple elastic-plastic material (*MAT_PLASTIC_KINEMATIC) characterized by linear kinematic hardening associated with the erosion of elements upon reaching failure strain. In Table 4, $E_t$ indicates the slope of the bilinear stress strain curve. For both types of diaphragm, referred to below as type A and B for diaphragms used in low and high pressure experiments, respectively, a small specimen having the same thickness as the diaphragms is extracted from the same plate as was used to obtain the diaphragms. The
specimens, 300 mm long and 20 mm wide, are tested under uniaxial tension following the standard tensile tests described in UNI EN ISO 6892-1 [52]. The nominal stress – strain curves obtained from the tensile tests on the two small specimens are converted into true stress – true strain curves (Fig. 4) according to the following relationships:

\[ \varepsilon = \ln(1 + \varepsilon_{nom}) \]  
\[ \sigma = \sigma_{nom}(1 + \varepsilon_{nom}) \]

where \( \varepsilon_{nom} \) and \( \sigma_{nom} \) represent nominal strain and stress. The yield stress and the ultimate strain adopted in the analyses are derived from Figure 4. All material properties used for the diaphragms are reported in Table 4.

![Uniaxial tensile true stress-true strain curves used for diaphragm types A and B](image)

**Fig. 4** Uniaxial tensile true stress-true strain curves used for diaphragm types A and B

## 5 RESULTS AND DISCUSSION

In this section, the results of the FE numerical models are first compared to the reference finite volume solution presented in Section 3 (model FV – 1D). The most representative model results (model FE – 3D) are then compared with the experimental data.

The experimental measurements together with the results of all the numerical models
are summarized in Tables 5 and 6, for low and high pressure conditions respectively. In these tables, \( p_i \) and \( p_r \) refer to the incident and reflected pressures, respectively, and the subscript \( j \) ( \( p_{j=1-3} \) ) refers to the position along the driven chamber, with reference to the position of transducers PT1-PT3 (see Fig. 2). In addition, Tables 5 and 6 report the incident \( (v_i) \) and reflected \( (v_r) \) wave velocities calculated as the average along the driven chamber in the space between transducers PT1 and PT2 \( (v_{i1} \text{ and } v_{r1}) \) and between transducers PT2 and PT3 \( (v_{i2} \text{ and } v_{r2}) \).

### Table 5

<table>
<thead>
<tr>
<th></th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( v_{i1} )</th>
<th>( v_{i2} )</th>
<th>( v_{i3} )</th>
<th>( v_{r1} )</th>
<th>( v_{r2} )</th>
<th>( v_{r3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FV - 1D</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.26</td>
<td>0.37</td>
<td>0.59</td>
<td>570.15</td>
<td>576.59</td>
<td>463.82</td>
<td>397.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 1D</td>
<td>0.22</td>
<td>0.22</td>
<td>0.20</td>
<td>0.25</td>
<td>0.35</td>
<td>0.55</td>
<td>571.49</td>
<td>574.92</td>
<td>449.42</td>
<td>391.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D A</td>
<td>0.22</td>
<td>0.21</td>
<td>0.20</td>
<td>0.25</td>
<td>0.35</td>
<td>0.54</td>
<td>563.48</td>
<td>576.46</td>
<td>438.60</td>
<td>401.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D B</td>
<td>0.22</td>
<td>0.21</td>
<td>0.20</td>
<td>0.24</td>
<td>0.34</td>
<td>0.54</td>
<td>555.74</td>
<td>576.81</td>
<td>432.34</td>
<td>391.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D C</td>
<td>0.22</td>
<td>0.21</td>
<td>0.20</td>
<td>0.24</td>
<td>0.34</td>
<td>0.54</td>
<td>555.52</td>
<td>576.81</td>
<td>432.34</td>
<td>391.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D D</td>
<td>0.12</td>
<td>0.11</td>
<td>0.11</td>
<td>0.18</td>
<td>0.23</td>
<td>0.28</td>
<td>450.31</td>
<td>494.82</td>
<td>347.21</td>
<td>363.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.19</td>
<td>0.25</td>
<td>0.28</td>
<td>501.00</td>
<td>453.03</td>
<td>380.37</td>
<td>364.26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5 Incident and reflected peak pressure \( (p_i, p_r) \) and wave velocity values \( (v_i, v_r) \) under low pressure conditions (FV = Finite Volume; FE = Finite Element)

### Table 6

<table>
<thead>
<tr>
<th></th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( v_{i1} )</th>
<th>( v_{i2} )</th>
<th>( v_{i3} )</th>
<th>( v_{r1} )</th>
<th>( v_{r2} )</th>
<th>( v_{r3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FV - 1D</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.80</td>
<td>1.22</td>
<td>1.96</td>
<td>764.34</td>
<td>779.58</td>
<td>543.84</td>
<td>454.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 1D</td>
<td>0.48</td>
<td>0.52</td>
<td>0.48</td>
<td>0.74</td>
<td>1.13</td>
<td>1.83</td>
<td>768.58</td>
<td>776.27</td>
<td>540.66</td>
<td>446.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D A</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.72</td>
<td>1.12</td>
<td>1.82</td>
<td>759.59</td>
<td>789.04</td>
<td>520.02</td>
<td>459.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D B</td>
<td>0.49</td>
<td>0.49</td>
<td>0.48</td>
<td>0.67</td>
<td>1.03</td>
<td>1.73</td>
<td>740.69</td>
<td>791.01</td>
<td>498.01</td>
<td>439.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D C</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.65</td>
<td>1.01</td>
<td>1.71</td>
<td>740.87</td>
<td>791.01</td>
<td>498.01</td>
<td>433.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FE - 3D D</td>
<td>0.32</td>
<td>0.31</td>
<td>0.30</td>
<td>0.50</td>
<td>0.76</td>
<td>0.99</td>
<td>606.02</td>
<td>673.81</td>
<td>416.74</td>
<td>395.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td>0.37</td>
<td>0.27</td>
<td>0.46</td>
<td>0.64</td>
<td>0.64</td>
<td>1.15</td>
<td>613.12</td>
<td>703.70</td>
<td>431.03</td>
<td>390.95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 Incident and reflected peak pressure \( (p_i, p_r) \) and wave velocity values \( (v_i, v_r) \) under high pressure conditions (FV = Finite Volume; FE = Finite Element)
Figure 5 shows a comparison of the pressure time history for pressure transducers PT1-PT3 between the reference FV – 1D model (dashed line) and the FE – 1D model (continuous line) under low and high pressure conditions (see Table 1). The pressure signals for the finite volume and the finite element 1D models are almost indistinguishable in both the low and high pressure conditions, thus confirming the applicability of the FE approach to study such phenomena. In the following, all pressure signals are synchronized in correspondence with the incident shock wave passage through transducer PT1.

![Pressure time history comparison between FV – 1D (dashed line) and FE – 1D numerical model (continuous line) for pressure transducers PT1-PT3: (a) low and (b) high pressure experiments](image)

In Figure 5, the pressure signal PT1 shows the passage of the incident shock wave, which is followed by a region of constant pressure. Then pressure decreases due to the arrival of the rarefaction wave, which is reflected at the end wall of the driver chamber. The pressure increases again as the shock wave reaches position PT1, after being reflected at the driven-section end-wall. The reflected shock is immediately followed by the reflected rarefaction wave, this time reflecting off the driven section end-wall. The interaction between the reflected shock and rarefaction is clearly visible in Figure 5. A
similar profile is predicted at positions PT2 and PT3 in the high pressure scenario; in the low pressure scenario, the interaction between the shock and the rarefaction wave is already visible at stations PT2 and PT3.

In order to evaluate the accuracy of the models (models FE – 3D_A and FE – 3D_B) and separately assess the influence of the different sources of non-ideality discussed in Section 4 (models FE – 3D_C and FE – 3D_D), namely, tube vibration, finite wall stiffness and the diaphragm opening mechanism, the numerical results from the diverse models responses are compared to the FE – 1D model.

Figure 6 compares the pressure time history of the numerical models FE – 1D and FE – 3D_A at 300 mm upstream of the driven end-wall (PT3 location) under low and high pressure conditions. The response of the two models is almost indistinguishable in both cases with a maximum difference of the peak reflected pressure between the two models equal to about 1.5%, thus assessing the correctness of use of a three-dimensional description in model FE – 3D_A.

The correctness of the FSI algorithm, disregarding finite tube wall stiffness, is assessed in Figure 7 by comparing the pressure time history of the numerical models FE – 1D and FE – 3D_B at location PT3 under low and high pressure conditions. Under low pressure, introduction of the FSI has practically no effect with respect to the previous model, as is apparent in Figure 6a and Figure 7a. Under high pressure, the FSI has a minor effect on the model’s response, shifting the difference in terms of peak reflected pressure from approximately 1% to 5%, respectively between models FE – 1D and FE – 3D_A (Fig. 6b) and between FE – 1D and FE – 3D_B (Fig. 7b). These results prove the correctness of the FSI algorithm for the limiting condition of an infinitely stiff tube wall.
Fig. 6 Pressure time history comparison between numerical FE models 1D and 3D\textsubscript{A} for pressure transducer PT3: (a) low and (b) high pressure experiments.

Fig. 7 Pressure time history comparison between numerical FE models 1D and 3D\textsubscript{B} for pressure transducer PT3: (a) low and (b) high pressure experiments.

Figure 8 compares the pressure time history of the numerical models FE – 1D and FE – 3D\textsubscript{C} at location PT3 under low and high pressure conditions. In model FE – 3D\textsubscript{C}, finite tube stiffness is found not to significantly affect the peak value of reflected pressure. In particular, under low pressure conditions, model FE – 3D\textsubscript{C}, as previous 3D models, computes a peak value of the reflected pressure that is 1.5\% lower with respect to the FE – 1D model; under high pressure this difference is about 7\%. The results of FE – 3D\textsubscript{B} and FE – 3D\textsubscript{C} models are almost identical and are characterized by the same difference with respect to the FE – 1D model. This difference is mainly due to the
introduction of the FSI effect (difference of about 5% between models FE – 1D and FE – 3D_B) rather than finite tube stiffness (difference equal to approximately 1% between FE – 3D_B and FE – 3D_C peak reflected pressure). However, it is worth noting that the differences seen between the FE – 3D_A, FE – 3D_B and FE – 3D_C models are in the order of the numerical uncertainty in the simulations (grid resolution, etc.).

Figure 8 shows that for the pressure values under study and the shock tube’s geometric characteristics, finite tube stiffness has a negligible effect because of low deformation. This result is also confirmed by a simple analytical derivation detailed in Appendix A, where it may be observed that the maximum cross section area percentage variation of the tube is less than 0.066% in all the cases considered. Comparison of the maximum radial displacement obtained with the numerical FE – 3D_C model and the analytical one reported in Appendix A respectively confirms the validity of the FE model.

Fig. 8 Pressure time history comparison between numerical FE models 1D and 3D_C for pressure transducer PT3: (a) low and (b) high pressure experiments

Figure 9 shows the pressure signal history for models FE – 1D and FE – 3D_D at the same PT3 location. The diaphragm opening mechanism strongly influences the pressure signal history. The opening mechanism of the diaphragm leads to a reduction of both
incident and reflected peak pressure with respect to the reference values. In the low
pressure scenario, the incident and reflected pressure reductions are about 50% with
respect to the reference values, whereas in the high pressure scenario the incident and
the reflected peak pressure differences are equal to 38% and 46% of the corresponding
reference case values, respectively.

![Pressure time history comparison between numerical FE models 1D and 3D for pressure transducer PT3: (a) low and (b) high pressure experiments](image)

For complete petalling, the open area is equal to that of the square inscribed in the
circular cross-section, namely, the ratio of the open area to the cross-sectional area is
$2/\pi$ or 64%. In the actual experiment, this ratio is found to be close to 50%. A rough
estimate of pressure peak reduction due to the incomplete petalling may be obtained
from the empirical relation presented in [46], which provides a 5% reduction for
complete petalling (64% open area) and a 10% reduction for a 50% opening.
Fig. 10 Diaphragm opening mechanism during FE analyses: (a) plate to membrane transition behavior at 1.2 ms, (b) tearing propagation (2.4 ms) and (c-d) petal formation (3.6 ms and 7.2 ms). Contour represents the Von Mises stress field, with red associated with the maximum value. In a), b) and c) maximum Von Mises is 555 MPa. In frame d) maximum Von Mises value is 498 MPa.

The FE analysis illustrates diaphragm transition from plate to membrane behavior, characterized by the formation of negative plastic hinges along the diaphragm’s
clamped edge followed by yielding of the whole petal region, resulting in formation of
the deformed shape typical of the membrane regime (Fig. 10a). Numerical results reveal
that tearing occurs propagating from the central region of the diaphragm at the
intersection of the grooves toward the fixed edges (Fig. 10b). The opening process
concludes with complete petal formation (Fig. 10c-d).

The significant differences between the ideal pressure and the estimated pressures
pose a serious question about which specific phenomena lead to the observed non-ideal
pressure losses.

Available literature explains the non-ideality of the real shock-tube pressure
measurements by also including fluid-dynamic disturbance due to the partial opening of
the diaphragm, which results in a sudden diameter restriction interrupting the regular
section of the tube and which is characterized by the percentage of section reduction
measured at the end of each test [41-46].

Gaetani et al. [46] show an empirical correlation between the percentage of section
reduction at the end of the tests and the pressure loss measured, permitting estimation of
shock tube performance with no need to investigate the opening mechanism in detail.

The approach in [46] is developed from experimental and simulation data obtained in
a tube 80 mm in diameter loaded with air at a pressure of around 100 kPa and thin
polymeric diaphragms characterized by an average opening time around 0.3 ms with a
constant flow duration of about 7 ms. Under these operating conditions, the disturbance
caused by the dynamics of the opening mechanism is very limited due to the short
opening time (about 7 ms), because most of the mass has passed through the diaphragm
section when the opening mechanism is terminated.

On the contrary, the case considered in this paper is characterized by an ideal
pressure profile with a “triangular” shape, an overall duration of about 5-7 ms and a firing mechanism that takes more than 3-4 ms to be completed, with the first phase characterized by an orifice behavior which gradually releases pressure, guiding the flux to a resulting “cone shaped” flux front. This relatively long partial release of pressure, with almost the same duration as the ideal flux, indicates that in the present case, the dynamics of the opening process cannot be disregarded without overestimating the pressure peak.

This will be evident if we compare the ideal pressure curves with the experimental ones. The effect of the slow release of pressure causes the pressure to reduce during the first 5-7 ms, corresponding to a time span consistent with the expected duration of the actual diaphragm opening process, and then to increase slightly over time, because of the slow flux release.

Considering the FE – 3D_{D} simulations and focusing on the evolution of the pressure field during the diaphragm opening process, it will be apparent that the first compression wave starts propagating in the driven chamber when the opening process is still in its early stages. In fact, looking at the timing of the opening process in Figure 10, the first significant venting section is created at 2.4 ms, but, due to the significant inertia of the steel diaphragms and the ductile fracture mechanism, the complete opening process happens almost 5 ms later. This period of time during which a vent is opened but the opening process is not complete allows pressure to start propagating slowly, thus introducing non-ideality.

In particular, the results of the FE – 3D_{D} simulations clearly show that, right after the beginning of the fracture, the flow through the small (growing) orifice generates the first semi-spherical waves to propagate in the driven chamber. This first phase causes non-
ideal (non-planar) wave fronts in both the compression and rarefaction waves, which will stabilize during propagation on a planar wave characterized by low pressure and speed, similar to that observed in the dynamic simulations in [44].

Depending on the diaphragm material, design and conditions, the orifice formation phase continues till the balance of pressure and fracture progress causes the diaphragm to petal and increase the venting flow. During this phase, the maximum flux of energy is released, forming additional pressure perturbations reflecting against the driven end-wall and reaching the maximum pressure rate. Maximum flux is released when the petals are still moving, thus indicating that the final deformation of the diaphragms is less relevant than the case considered in [46], and that in the present case, opening dynamics are driving tube non-ideality.

Pressure rates $\frac{dp}{dt}$ are thus directly related to $\frac{dA(t)}{dt}$, where $A(t)$ represents the function describing the section of the orifice generated by fracture propagation and bending of the petals.

Looking at the values reported in Tables 5 and 6, model FE – 3Dp best represents the experimental evidence. For this reason, comparison of the results of this model with the experimental pressure recorded by transducers PT1, PT2 and PT3 is shown in Figures 11-13, respectively. With the exception of transducer PT2 under high pressure conditions (Fig. 12b), where the model overestimates the experimental data, in all other cases the FE numerical model underestimates the experimental incident and reflected peak pressures. Under low pressure conditions, the numerical model provides a good prediction of the experimental response with a maximum relative difference in the incident peak of about 14% (Fig. 12a) and of 10% for the reflected peak pressure (Fig. 12a) for all pressure transducers. Under high pressure conditions the numerical
model departs more significantly from the experimental data: a maximum relative
difference of about 35% (Fig. 13b) and of 23% (Fig. 11b) is found for the incident and
the reflected peak pressures, respectively. The good estimation of the incident and
reflected peak pressures provided by the model FE – 3D$D_i$ with respect to the
experimental measurements justifies good prediction of the incident and reflected wave
velocities, where a time delay is barely detectable between the numerical and the
experimental signals.

**Fig. 11** Pressure time history comparison between experimental data and numerical model FE – 3D$D_i$ for
pressure transducer PT1: (a) low and (b) high pressure experiments

**Fig. 12** Pressure time history comparison between experimental data and numerical model FE – 3D$D_i$ for
pressure transducer PT2: (a) low and (b) high pressure experiments
A more quantitative yet concise shock tube performance indicator is the ratio between the value of peak pressure obtained from either experiments or numerical simulations and the corresponding reference pressure (Table 7).

<table>
<thead>
<tr>
<th>Low pressure test</th>
<th>High pressure test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_{pi} (%) )</td>
<td>( \eta_{pr} (%) )</td>
</tr>
<tr>
<td>FE – 1D</td>
<td>100.93</td>
</tr>
<tr>
<td>FE – 3D( \lambda )</td>
<td>101.17</td>
</tr>
<tr>
<td>FE – 3D( b )</td>
<td>102.43</td>
</tr>
<tr>
<td>FE – 3D( c )</td>
<td>102.43</td>
</tr>
<tr>
<td>FE – 3D( d )</td>
<td>53.74</td>
</tr>
<tr>
<td>Experimental</td>
<td>59.53</td>
</tr>
</tbody>
</table>

This ratio is referred to as shock tube efficiency \( \eta \) and is evaluated for incident peak pressure \( \eta_{pi} = (p_{i}^{j} - p_{i}^{FV-1D})/p_{i}^{FV-1D}; j = FV-1D, FE-1D, FE-3DA, \ldots \text{, etc.} \) and reflected peak pressure \( \eta_{pr} = (p_{r}^{j} - p_{r}^{FV-1D})/p_{r}^{FV-1D} \). In the experiments, reflected peak pressure efficiency is about 50% and 60% for low and high pressure conditions.
respectively. The reflected peak pressure efficiency evaluated for model FE – 3D is equal to 47% and 50% under low and high pressure conditions, respectively.

The larger efficiency observed in the experimental reflected pressure for the high pressure tests is possibly due to a faster diaphragm opening process. In fact, as already discussed in Section 2.1, the diaphragms used for low and high pressure tests are characterized by the same thickness but different core depth. This means that the masses of the diaphragms and the energy needed to create negative plastic hinges in the petalling formation are similar for both types of diaphragms (Fig. 10). This fact, combined with the different energies initially stored in the driver chamber, leads to lower opening times for high pressure tests and a consequent higher efficiency in terms of reflected pressure.

In comparison to most gas dynamic shock tubes, in the shock tube under study boundary layer losses do not represent a major factor due to the large diameter to length ratio, and can thus be neglected. The influence of boundary layer losses on incident peak pressure value is discussed in Appendix B.

6 CONCLUSIONS
The present work reports on the performance of a double diaphragm shock tube facility adopted for structural response investigations. For this purpose a performance indicator is introduced that accounts for pressure losses at the tube end-wall, where, unlike standard shock tubes, the material specimen is tested.

A numerical approach based on several finite element models of increasing complexity is proposed to expose the different sources of losses. The models accounts for several sources of dissipation, including tube wall vibration, finite tube stiffness, the boundary layer and the diaphragm opening mechanism. The models allowed us to
estimate the different contributions to the overall efficiency of the device. Two
parameters are considered in order to evaluate device efficiency: incident and reflected
peak pressures.

Comparison of the reference one-dimensional finite volume results with the
experimental ones revealed that the shock tube device under study has an efficiency in
terms of reflected peak pressure ranging between 50\% and 60\% for low and high
pressure tests respectively. The numerical results indicate that the most relevant source
of dissipation is represented by the diaphragm opening process. Indeed, the numerical
model including only the effects of diaphragm opening (model FE – 3D_D), reproduces
experimental pressure time history responses fairly well, with a maximum error in
reflected peak pressures in proximity of the tube end-wall of about 14\%.
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APPENDIX A

An estimate of the tube expansion under static and dynamic conditions is reported in the following appendix.

The shock tube examined in this work can be considered a thin-walled cylinder where the hoop stress can also be assumed to be constant throughout the thickness. For this reason, the hoop stress ($\sigma_h$) in static conditions is given by the well-known equilibrium equation:

$$\sigma_h = \frac{p_{int} r_0}{h} \quad (A1)$$

where $p_{int}$ represents the internal pressure, which is considered here, for the sake of simplicity, to be the peak reflected pressure; the internal pressures considered are those obtained from the FV – 1D model (see Tables 5 and 6), equal to 0.59 MPa and 1.96 MPa for the low and high pressure scenarios, respectively. In the same equation, $r_0$ represents the internal radius ($r_0 = 240.5$ mm) and $h$ the tube wall thickness ($h = 13.5$ mm). The circumferential strain $\varepsilon_h$ is equal to:

$$\varepsilon_h = \frac{\sigma_h}{E_s} \quad (A2)$$

where $E_s$ is the steel’s Young Modulus ($E_s = 210000$ MPa). Applying equations (A1) and (A2) to the high pressure scenario, the percentage of circumference variation is equal to 0.0166%, while the cross sectional area varies by $(1 + \varepsilon_h)^2$, corresponding to a percentage area variation of 0.033%.

The static loading case may be generalized to a dynamic situation by considering the tube elastic and taking inertia into account. Applying Newton’s second law in the radial direction and using the small angle approximation [33], it is possible to obtain the following Ordinary Differential Equation:
where $r(t)$ is the time varying radius of the tube and $\rho_s$ is the density of the tube material ($\rho_s = 7850 \text{ kg/m}^3$). In this equation, a constant value of internal pressure over time is assumed, since a very short integration period is considered (0.5 ms). Integrating equation (A3), the maximum tube radius expansion reaches a value of twice the value estimated under static conditions (i.e., radius increases by about 0.08 mm in the high pressure scenario); the maximum increase in tube cross-sectional area is then equal to 0.066%.

The tube variation expansion histories under low and high pressure conditions are shown in Figure A1; in this figure, simple harmonic oscillator behavior under dynamic conditions is compared with static solutions.

![Fig. A1 Expansion tube histories under low and high pressure conditions.](image)

Table A1 compares maximum tube wall radial displacement ($\max(R(t) - R_0)$) obtained using the analytic dynamic solution with the corresponding values obtained using the FE numerical simulation FE – 3Dc. The discrepancy observable in the table is due to the different load histories in the two models (constant pressure for the analytical...
model and experimental decreasing pressure for the numerical model) and probably also due to a slight overestimation of the modal stiffness of the discretized tube. The results of Table A1 provide a good validation of the FE solid dynamics model.

<table>
<thead>
<tr>
<th>Test type</th>
<th>Analytical model</th>
<th>FE-3DC model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum radial displacement (mm)</td>
<td>Fundamental period (ms)</td>
</tr>
<tr>
<td>Low pressure</td>
<td>2.40×10^-2</td>
<td>0.29</td>
</tr>
<tr>
<td>High pressure</td>
<td>7.98×10^-2</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table A1 Maximum expansion tube radial displacement and corresponding fundamental period under low and high pressure conditions.
APPENDIX B

Pressure losses in the shock tube due to the formation of a boundary layer past the shock and the rarefaction wave were investigated in [36-40]. In this Appendix, the simplified model of Mirels [39] and Mirels and Mullen [40] is applied to the present configuration to determine the influence of boundary layer losses on incident peak pressure value.

The model is based on a number of simplifying assumptions, as follows. The governing equations are linearized according to the small perturbation hypothesis, which is valid here provided that the boundary layer is thin with respect to tube diameter. Longitudinal waves are assumed to be one-dimensional and the thickness of the rarefaction wave is assumed to be zero. The latter two assumptions are valid provided that the shock and rarefaction intensity are small. Further details on the method can be found in [39-40].

Figure B1 shows pressure reduction due to the presence of the boundary layer in the less favorable scenario, namely, the high pressure test scenario. As it moves away from the diaphragm location, the post-shock pressure deviates from the (constant) value predicted by the inviscid one-dimensional theory because of viscous losses. Mirels’ model, however, predicts that the maximum relative pressure loss due to viscous effects that is observed at the tube end-wall is 2.5% a value that is negligible with respect to all the non-ideal pressure losses discussed in the main text of the paper.
Fig. B1 Pressure reduction due to boundary layer effect in the high pressure scenario. The quantity $1 - \Delta P_{ad}$ is the relative reduction in over-pressure past the shock wave, and it depends on the shock coordinate $x$, that is, the distance from the diaphragm. The difference $1 - \Delta P_{ad}$ is $(P_{re} - P_{id})/P_{id}$, with $P_{re}$ post-shock pressure according to the Mirels model [39-40] and $P_{id}$ post-shock pressure from the ideal one-dimensional inviscid theory.
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