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1. Introduction

Recent industry research trends [1] show that wired and
wireless networking technology must be treated as an inte-
grated entity to create a flexible, service-centric network
architecture. A possible such architecture is a wireless-opti-
cal broadband access network (WOBAN) (Fig. 1) that is
formed by a wireless mesh network (WMN) to provide
end users access and an optical backhaul network to carry
the aggregated traffic collected over the WMN [2].
Improvement of wireless technologies, ease of deployment,
and cost-effectiveness has made WMN an attractive access
network architecture for real-world deployment [3]. The
optical backhaul network comprises of a Passive Optical
Network (PON) [4] with an Optical Line Terminal (OLT) in
the Central Office (CO) which is connected via optical fiber
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Fig. 1. WOBAN architecture and its traditional cloud access.
to multiple Optical Network Units (ONU). At the front-end
of WOBAN, a set of wireless nodes (routers) form a WMN.
A selected set of these nodes, called gateways, are con-
nected to the optical part of the network. In this way, a WO-
BAN can achieve cost-effective deployment of a WMN while
having higher performance due to the optical backhaul net-
work. Furthermore, a centralized OLT allows traffic in the
wireless and optical segments of a WOBAN to be managed to-
gether [5]. Such benefits make such an architecture com-
mercially attractive [7].

Today’s access network proposals, such as WOBAN, are
being increasingly shaped by the services that they provide
to the end users. Currently, in a WOBAN, cloud services are
accessed from cloud servers that can be anywhere in the
metro/core network. Consequently, a user’s request for a
cloud service must be transported through the wireless
mesh, possibly over multiple hops, to reach the OLT via
the gateways and be delivered to an appropriate server.
The response from the server for the different services
are also transported over possibly multiple wireless hops
to the end users. In this traditional setting (Fig. 1), the ser-
vices requested by a user may consume a significant
amount of wireless bandwidth in the WMN, which is lim-
ited because of contention, interference, and limited capac-
ity [8]. Moreover, because most traffic flows have to go
through one of the few gateways, links near the gateways
become a bottleneck. In this paper, we propose a service-
oriented architecture, called Cloud-Integrated WOBAN

(CIW), to address these limitations by creating an inte-
grated platform to provide cloud services.

In CIW, we propose to integrate cloud components (CC),
such as storage [9] and servers [10], within the WMN of a
WOBAN. A CC can be a storage and/or processing unit that
can provide services. Many cloud services are local and
the geographic relevance of these services is within the
footprint of the front-end of a WOBAN. For example, finding
parking locations, parking rates, and parked cars can be
done with local information. Unlike a typical content dis-
tribution system, a CIW hosts and serves these cloud ser-
vices locally using the CCs. These services can be
accessed from the CCs through web-based interfaces [11].

CCs not only can store contents, but can also facilitate
the services associated with these contents. Note that a
CC can periodically synchronize with a centralized cloud
(e.g., a data center) for distributed service availability.
Availability of these low-cost and easy-to-deploy CCs
[9,10] make CIW a technologically feasible and practically
deployable architecture. Even though resources of these
CCs are limited compared to a centralized cloud, each can
have sufficient processing and storage capability [9,10] to
host and serve a certain (limited) number of local services.
Such an architecture allows the traffic associated with
these cloud services to be offloaded from the wireless
backhaul and diverted towards the CCs. This reduces the
bandwidth usage of the wireless front-end of WOBAN, re-
moves traffic bottleneck near gateways, increases carried
load of WOBAN, and facilitates local updates to the cloud,
as shown in Fig. 2. Hence, deployment of CCs saves some
of the bandwidth needed for the local services at the ‘‘cost’’
of processing and memory capabilities introduced in the
WMN of a WOBAN.

Integrating a cloud with WOBAN imposes a few unique
challenges that are unlike traditional cloud over network
approaches. As shown in Fig. 2, CIW should be specifically
designed so that it can offload the traffic from the wireless
backhaul of WOBAN to the locally-hosted CCs. As offloading
is currently being considered as a technique to increase sca-
lability and reduce bottleneck in the backhaul [12], this
inherent offloading property of CIW makes it an attractive
architecture. Offloading of service traffic decreases wireless
contention, reduces congestion near the gateways, and frees
up capacity for other traffic which can be used to increase
the carried load of the network. The other challenge is the
traffic pattern in a WOBANwhere almost all the service traffic



Fig. 2. A Cloud-over-WOBAN (CIW).
travels to and from the OLT.CIW should be designed to redis-
tribute this traffic across the network which achieves fur-
ther performance improvement for WOBAN.

To manage the traffic efficiently, CIW needs an algo-
rithm that carries the local cloud traffic to the CCs while
routing the other traffic through the OLT. Moreover, as
the CCs host local services, the demand for such services
may vary depending on the locality and the time of the
day, and idle CCs can be turned off for energy savings. In
the same way, idle ONUs can be turned off as well when
load is low [13]. To turn off a network components, the
typical energy-savings approach is to pack the flows on
as few links as possible [13]. Because of the packing of
flows, performance of WOBAN may degrade for this scheme.
Hence, we propose a new scheme, Green Routing for CIW
(GRC), that self-manages the network components by acti-
vating a minimum number of CCs and ONUs while shutting
down the unused ones in CIW to achieve power savings. It
also performs ‘‘anycast’’ load-balanced routing through the
active ONUs and CCs using shortest-delay paths utilizing
the architecture of a PON. Note that GRC can be directly
implemented on WOBAN even without the integrated cloud
and power-saving modes.

In this paper, we address both design and operational
aspects of a CIW. First, for the design aspect, we discuss
the architecture and implementation options for a CIW.
We also present a placement scheme for CCs and their ser-
vices in a CIW through a Mixed-Integer Linear Program
(MILP). For the operational aspect, we present a self-man-
aging green routing heuristic algorithm, GRC, and discuss
how it achieves both the energy savings and routing for a
CIW. Our performance evaluation shows that CIW architec-
ture increases the carried load of WOBAN. We also show that
GRC achieves a significant power savings while maintain-
ing a lower average packet delay in a CIW. Our performance
evaluation also supports designing GRC as a heuristic solu-
tion because GRC can favorably operate under different
network scenarios.

The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 introduces CIW. Sec-
tion 4 presents optimal placement of cloud components
in a CIW. Section 5 discusses the GRC algorithm and how
to achieve energy savings through it. Illustrative numerical
examples are shown in Section 6. Section 7 concludes the
study.

2. Related work

In this work, we propose a service-oriented architecture
(SoA) for WOBAN. We also introduce a green routing algo-
rithm that achieves energy savings for WOBAN. Hence, we
briefly discuss some related works in the literature for each
of the aspects of our work, namely SoA and energy-savings
in wireless and optical access networks.

� WOBAN: there are several proposals for performance
improvements for WOBAN. Capacity and Delay-Aware
Routing Algorithm (CaDAR) [5] performs optimum
capacity distribution on wireless links and performs
shortest-delay-path routing in WOBAN. Cost-effective
capacity enhancement of the WMN is shown in [8] to
improve the performance over wireless backhaul. How-
ever, none of the solutions integrates cloud with WOBAN

for a service-oriented design.
� SoA: there are several papers in the literature that dis-

cuss network architectures designed for services. An
overview of how web services can be provided using
SoA is presented in [11]. In [14], a traditional view of
SoA is presented where service is provided through
web-based interfaces. In another similar approach,



Ref. [15] promotes how information technology can
generate value in a SoA. In [16], a service-oriented net-
work design is proposed where different components of
SoA exchange information through a network. A ser-
vice-oriented network design for wireless sensor net-
works is presented in [17]. Many of the services
requested by the users are local; hence, location-depen-
dent services are important to identify. An overview
and classification of services that are location depen-
dent are discussed in [18]. It opines that, for any wire-
less access network such as a WOBAN, location-based
services, i.e., local services, are an additional source of
revenue generated from the investments in the infra-
structure [18]. However, none of them discusses an
infrastructure-based integration of cloud services with
an access network.
� Facility location problems: in general, a facility location

problems in a telecom network involve placement of
facilities at most suitable locations. Suitability of a loca-
tion is usually determined based on the objective (e.g.,
network bandwidth, access latency, etc.) of the prob-
lem. Placement of service components in network sites
is discussed in [19], which presents four algorithms for
placement of services based on the cost of acquiring
components to be installed at the various sites. In
[20], a solution approach for determining number and
locations of service facilities in a distributed and scal-
able manner is proposed. This approach includes itera-
tive re-optimization of the number and locations of
the service facilities within predetermined locations. A
generic discussion based on current and suggested
practices for content distribution (i.e., facility location
for contents) in presented in [21], which elaborates con-
tent distribution practices associated with different
data mining approaches and their corresponding bene-
fits. Different challenges in providing effective ways of
using these practices for large-scale data management
involved in content distribution is further discussed in
[21]. Even though facility location problems are dis-
cussed in these works, they do not consider specific
wireless characteristics of a WMN. As a result, they do
not address the specific set of challenges that are
unique to wireless backhaul of a WOBAN.
� Energy-savings: various energy-saving approaches have

been proposed for cloud-enabled access networks. A
relevant proposal to our work is the utilization of
nanodata centers (NaDa) to lower the energy con-
sumption in the network, as proposed in [22], that
integrates small-scale content delivery system at the
edge of the network and uses peer-to-peer (P2P) com-
munication for content distribution. However, such
implementation introduces an additional burden on
the end users with additional power and bandwidth
requirement. An energy-saving routing scheme for
WOBAN is proposed in [13] that packs flow on fewer
links to reduce the load on ONUs so that they can be
shut down for energy saving. Because of the packing
of flow, the performance of WOBAN may degrade for
this scheme. Moreover, this scheme does not consider
cloud services.
Focusing specifically on the optical domain, there are
several proposals on energy efficiency for PON. A
low-power state for PON equipment has been pro-
posed in [23]. Challenges and solutions to put ONUs
into low-power mode for power saving using MAC-
layer control and scheduling is discussed in [24].
In the wireless domain, there are numerous proposals
for energy savings, e.g., a model to represent the
performance of multi-hop radio networks under
energy constraints is presented in [25]. It also presents
routing algorithms that can intelligently utilize the
available energy. In [26], the authors propose energy-
aware routing policies that find minimum-energy
routes while avoiding energy depleted nodes. A two-
layer wireless sensor network architecture is proposed
in [27] to maximize the lifetime of sensor nodes. How-
ever, as wireless nodes in a WMN provide user access,
they usually collect, inject, and forward user traffic. As
a result, most of the wireless nodes, especially ones
near the gateways, need to be active most of the time
and finding energy-efficient paths over the wireless
mesh is often difficult.

3. Cloud-Integrated WOBAN (CIW)

In order for a service provider to guarantee the cloud
services to its users, it is important to integrate the services
into network provisioning and planning. Hence, we present
CIW, an integrated infrastructure platform to provide cloud
services within an access network.
3.1. Motivation for CIW

Many of the cloud services requested by the end users
are local, and quite often, it is possible to serve them lo-
cally. For example, finding parking locations, rates, and
finding parked cars can be served with local information;
spam originating from a WOBAN can be blocked within
the wireless front-end without the need for it to go to
the OLT. For such local services (e.g., parking location), it
is better to manage the local changes locally. Hence, we
consider how to integrate a cloud with WOBAN to create a
CIW. It offloads traffic from wireless backhaul and reduces
its bandwidth usage, removes bottleneck near gateways by
diverting traffic away, increases carried load of the net-
work by responding to requests locally, and keeps updates
local, as shown in Fig. 2.

It is important to note that integrating a cloud is partic-
ularly suitable for a WOBAN. As WOBAN is driven by an OLT
from a central office, it is possible to route and manage
the wireless and optical traffic together. With today’s tech-
nology, memory and processing power is available within
reasonable cost [10]. On the other hand, wireless backhaul
bandwidth is scarce [28]. CIW can address these limitations
of WOBAN in a cost-effective way.



Fig. 3. Various implementation approaches for a CIW.
3.2. CIW architecture

In a CIW, we add CCs, such as storage, or a server,
with the wireless nodes of a WOBAN. If a cloud-service re-
quest can be served from within, it is forwarded to the
appropriate CC instead of the OLT. Then, the CC sends
back the corresponding response. Depending on the
policy of the service provider, equipment provider, and
types of services, these CCs may differ. If a CC is de-
ployed with a wireless node, we refer to it as a host
node for services.

When an end user needs to access a cloud service from
a CIW, a cloud request is sent to the wireless node it is con-
nected to. When the request reaches the wireless node
from the user, if the service is available from a CC attached
to that wireless node, it directly responds to the end user
after processing. If the service is not available, the wireless
node sends the request to a nearby host node if the service
is available from the WOBAN. Otherwise the request is sent
to the OLT.

These are some of the possible options of implementing
a CIW.

1. CIW-I: If there is user development space on WMN
products, and a blank wireless box, where a developer
has the flexibility to implement and deploy all the opera-
tional aspects of a wireless router, is available, then each
CC can be integrated within the wireless node. This imple-
mentation model can be developed over Wisper [29] WMN
products. For this Integrated CC (ICC) based implementa-
tion, additional hardware need may be minimal as each
node has some spare processing capacity and memory that
can be utilized to host services. In that case, the cost of
bandwidth is more important than hardware cost. But, in
such an implementation, each node may host only a few
cloud services, so the services should be distributed among
all the nodes. This design is called CIW-I as shown in
Fig. 3(a).
2. CIW-S: For other implementation models, additional
Selective CCs (SCC), e.g., a ‘‘light weight’’ or ‘‘thin’’ server
[10], or a storage [9], with capability to serve local cloud
services, are connected via Ethernet to some wireless
nodes. This model is suitable for WMN products where
additional development space is not available and may
be more common. For example, a wireless node from
Firetide [30] consist of a base station (BS), which is used
to communicate with the end users, and a wireless router,
which is used to form the wireless backhaul of the WMN,
as shown in Fig. 3(b). On the other hand, in wireless nodes
from Tropos [31] and Meraki [32], user access and wireless
backhaul formation are integrated (Fig. 3(b)) and each
wireless node is equipped with at least two radios: one
for end user access and one for forming the wireless back-
haul. For this implementation, as additional SCCs are
deployed, each of them can potentially host several ser-
vices, so only a few such server is needed. The design goal
is to deploy as few SCC as possible while serving all the de-
sired services. This design is called CIW-S as shown in
Fig. 3(b).

4. Optimum placement of CCs and services in CIW

In a CIW, a set of wireless nodes should be equipped
with CCs. These CCs are distributed based on the demands
and requirements of the cloud services. Which services
are to be hosted by which CC is also to be determined.
To have a cost-effective solution, the number of CCs
should be minimized in such a way that it increases the
bandwidth efficiency while hosting all the services. Here,
the ‘‘cost’’ of each service has two parts: (a) cost of pro-
cessing and memory and (b) cost of bandwidth. Process-
ing and memory costs of a service depend on the
processing and memory requirement for a CC to host that
service. In our design, we incorporate processing and
memory requirements of each service and their



corresponding costs to ensure that each CC has sufficient
memory and processing capability to serve the services it
may host. This allows a network designer to consider
these design issues and provides the flexibility to deter-
mine the costs and requirements of each service depend-
ing on specific design criteria. Note that, for cost of
bandwidth, we only consider the wireless backhaul
capacity, where we intend to gain our performance
improvement. We do not consider user access because
usually each node has dedicated resources (e.g., a dedi-
cated radio) to communicate with end users.

Our objective is to minimize the deployment cost of CCs
in CIW, under the constraints that hosts for each service
should be reached within a number of certain hops, and
the number of services at each CC is within it’s memory
and processing capability. We develop the following MILP
to formulate our problem.
4.1. Inputs to the MILP

� xðNÞ = set of N nodes of the WMN of a WOBAN; locations
of these N nodes are given,
� wðKÞ = set of K services to be deployed over WOBAN,
� hC = maximum number of hops a service request/

response travels over the wireless backhaul.
� Cu = radio capacity of node u
� Iuv = set of links that interfere with link ðu; vÞ1
� auv = fraction of background traffic (regular mesh

traffic) on each link ðu;vÞ
� DI

u = cost of an SCC deployment at node u
� Dk

m = cost of memory for service k
� Dk

p = cost of processing for service k
� Dk

BW = cost of unit flow over a link for service k
� M = a large number
� RM

k = memory resource required for service k
� RP

k = processing resource required for service k
� /M

u = memory resource available at node u
� /P

u = processing resource available at node u
� ck

i = aggregated demand for service k from node i
� zk;i

u;h = 1, if demands for service k from node i are served
by node u within hC hops

4.2. Notations for the MILP

� u = a node in WMN of a WOBAN, u 2 xðNÞ
� v = a neighbor of node u in WMN of a WOBAN, i.e., node u

has a transmission link to node v ; v 2 xðNÞ
� k = a cloud service to be deployed in WOBAN, k 2 wðKÞ
� i = a node in WMN of a WOBAN with a demand for a

cloud service, i 2 xðNÞ

4.3. Variables for the MILP

� xk
u = 1, if service k is served from node u

� yu = 1, if an SCC is deployed at node u
1 Let SNRuv = signal-to-noise ratio of link ðu;vÞ, Puv = transmitted power
over link ðu;vÞ;Guv ¼ distanceðu; vÞa ; a = polynomial constant, r = thermal
noise at receiver, b = threshold for SNRuv ; S = set of links s.t. k – u; v ; x – v .
A link ðp; qÞ 2 Iuv if SNRuv ¼ Puv GuvP

ðk;vÞ2S
PkxGkvþr2 6 b when link ðp; qÞ is active [28].
� wk;i
u = 1, if service k is served from node u for a demand

from node i
� kk;i

vu = flow on link ðu;vÞ for service k for a demand from
node i
� Cuv = capacity on link ðu;vÞ
Minimize :
X

k

Dk þ
X

u

yu � DI
u; ð1Þ

Dk ¼
X

u

xk
u � Dk

m þ Dk
p

� �
þ
X

i

X
u

X
v

kk;i
uv � Dk

BW

� �
; 8k ð2Þ

yu P
P

kxk
u

M
; 8u ð3Þ

X
k

xk
u � RM

k

� �
6 /M

u ; 8u ð4ÞX
k

xk
u � RP

k

� �
6 /P

u; 8u ð5ÞX
u

xk
u � zk;i

u;h

� �
P 1; 8k; 8i ð6ÞX

v
kk;i

vu �
X

v
kk;i

uv ¼ ck
i �wk;i

u ; 8k; 8u; 8i ði – uÞ ð7Þ

wk;i
u 6 xk

u; 8u; 8i; 8k ð8ÞX
u
wk;i

u ¼ 1; 8k; 8i ð9ÞX
i

X
k

kk;i
uv 6 ð1� auvÞ � Cuv ; 8u; 8v ð10Þ

X
v
Cuv þ

X
v

Cvu 6 Cu; 8u ð11Þ
X

v
Cvu þ

X
ðp;qÞ2Iuv

Cpq 6 Cu; 8u ð12Þ

xk
u; yu; wk;i

u 2 f0;1g; 8k; 8u; 8i ð13Þ

The objective function, Eq. (1), minimizes cost for all
services. The first part of Eq. (1) consists in the sum of
processing, memory, and bandwidth cost for each service.
The second part of Eq. (1), expressed by DI

u, represents the
cost for CC’s deployment and it is applicable only if CIW-S
is deployed. For CIW-I, all the values of DI

u are 0. Among
the constraints, Eq. (2) defines the cost of each service:
the first part indicates the processing and memory cost
of each cloud service, and the second part describes the
cost of bandwidth. If a wireless link ðu;vÞ carries some
traffic for any service k, then it will incur a bandwidth
cost, otherwise it will not. The bandwidth cost in Eq. (2)
is linear to the flows on the link because it ensures that
the total bandwidth cost incurred on a link is proportional
to the flow on the link. Eq. (3) indicates if an SCC is de-
ployed at a node u. Eqs. (4) and (5) bound the processing
capacity and memory at each node such that the total
processing and memory need for all services at any node
u should be less than its available processing capacity and
memory. Note that, as yu is binary, it chooses the loca-
tions of the SCC. If more than one SCC per location are
to be deployed, it can easily be done by allowing more
processing capacity and memory using Eqs. (4) and (5).
Hence, it provides a designer with flexibility of applying
the MILP for different scenarios.

Eq. (6) bounds the number of hops for each cloud ser-
vice such that each node that requests any service k should
be covered by at least one host node within hC hops over
the wireless backhaul. The value of hC should not be large
(e.g., more than 3) because the performance of WMN de-



grades with a larger number of wireless hops. This con-
straint holds when, for any service k, at least one of the
nodes that is reachable from node i within h hops hosts
service k and the corresponding indicator variable xk

u takes
the value 1. Eq. (7) enforces the flow constraint. If a request
from any node i for service k is terminated at node u, then
the demand ck

i is served at u. Compared to the classical
flow constraint in network design problems, here the des-
tination is not known in advance; it can be any of the host
nodes of service k, including node i. The variable wk;i

u deter-
mines if node u is the destination for a demand from node
i. If node u is the destination, the flow constraint takes up
the value ck

i , otherwise 0. Moreover, Eq. (7) ensures that, if
node i hosts service k, then there is no flow introduced to
the network for a demand from node i. Note that, in a dy-
namic scenario, ck

i is likely to vary. However, for the net-
work design problem, we consider the peak demand that
can be obtained from empirical data.

Eq. (8) ensures that a request from any node i for ser-
vice k is served by one of the host nodes of service k. Eq.
(9) ensures that only one node u serves a request from
node i for service k. Eq. (10) is the capacity constraint: it
ensures that the service traffic is within the capacity that
is not used by background traffic. Eqs. (11) and (12) are
specific to wireless capacity assignment [28]. Eq. (11)
describes that a wireless node’s transmission capacity is
shared with the reception capacity, as a wireless radio
cannot transmit while receiving. Similarly, Eq. (12) de-
scribes that the reception capacity of a wireless node is
shared with all the links for which the signal-to-noise-
and-interference ratio (SINR) is higher than a threshold.
Eq. (13) defines binary indicator variables for each node.
If any node u should host service k, the value of xk

u is 1,
otherwise the value is 0. Similarly, the value of wk;i

u is 1
if a request from any node i for service k is served by
node u.
5. Green routing for CIW (GRC)

After the design of a CIW, we present its the operational
aspects. For efficient operations and provisioning, we
present a heuristic algorithm that self-manages network
components and traffic to achieve power savings and
load-balanced routing. Note that we design GRC as a
heuristic solution because, through our performance
studies in Section 6.2, we observe that GRC can successfully
address the specific issues that it is designed to address
under different network scenarios.

5.1. Routing in GRC

In this section, we address various aspects of routing
over CIW such as efficient path computation for both cloud
traffic (i.e., traffic to and from integrated and centralized
cloud) and regular traffic (i.e., non-cloud traffic, such as
point-to-point traffic).

5.1.1. Auxiliary graph formation
For our routing algorithm, we first represent CIW as an

auxiliary graph, as shown in Fig. 4: all the horizontal links
are the routing links (wireless and optical links) and the
vertical links are ‘‘virtual’’ links that assist the anycast
routing. Among the vertical links, LC links indicate if a
CC is hosted at a wireless node and LS links indicate if a
cloud service is hosted at a particular CC. For example,
an LC link ðu;CC1Þ means node u hosts CC1. Similarly, an
LS link ðS1;CC1Þ means service S1 is available at CC1. LD

links indicate if a service is hosted in CIW and allow
GRC to perform anycast routing among the active CCs.
Among the horizontal links, LW s are wireless links for
every wireless node pair within transmission range of
one another. LEs are Ethernet links between a GW and
an ONU and LOs are optical links between ONUs and the
driving OLT. Using appropriate weight assignment over
these links, GRC can achieve shortest delay and green
routing.
5.1.2. Link-state advertisement
In GRC, each wireless node advertises the link-state

advertisement (LSA) for each link in LW and the OLT broad-
casts LSA for each link in LO periodically. Gateways adver-
tise the LSA for both LW and LE it is incident to. Depending
on the load and capacity on each link, GRC calculates the
delay on each routing link, assuming independent arrivals
and assigns weights to the links based on their delays.
Links with higher delay are assigned higher weights and
vice versa. Note that, it is shown in [5] that LSAs have
low dispersion time in a WOBAN.
5.1.3. Path computation for regular traffic
For regular traffic, all the traffic goes through the OLT.

So, for upstream traffic, GRC computes a path to the OLT
at each wireless node, allowing the traffic to travel
through any of the active ONUs using the shortest-delay
path. As a result, GRC allows a wireless node to select
the most suitable path through anycast routing and bal-
ance load across active ONUs. Similarly, for downstream
traffic, it computes a path to the destination wireless
node at the OLT. Thus, the shortest-delay path is com-
puted for each source–destination ðs� dÞ pair over
fLW

S
LE
S

LOg at node s.
If Cuv is the capacity and kuv is the flow on link

ðu;vÞ 2 LW , then the weight on link ðu;vÞ; WW
uv , is calcu-

lated as 1
Cuv�kuv

þ 1
2Cuv

, where 1
Cuv�kuv

is the queuing and pre-

cessing delay, and 1
2Cuv

is the synchronization delay for
TDM-based operation of a wireless channel [5].

Similarly, weight WE
uv for link ðu;vÞ 2 LE is calculated

as 1
Cuv�kuv

. If the ONU is inactive, then WE
uv ¼ 1. If Puv is

the propagation delay between the OLT and ONU O; DeO
is the upstream delay on all ONUs other than ONU O in
the PON system (can be calculated by the OLT from
dynamic bandwidth allocation), and DW is the average
waiting time for data destined to ONU O at an OLT (can
be calculated from downstream broadcast policy such as
round robin), then the weight WO

uv on upstream link
ðu;vÞ 2 LO is calculated as Puv þ

PeO–O
DeO and the weight

WO
uv on downstream ðu;vÞ 2 LO is calculated as Puv þ DW

[5].



Fig. 4. Auxiliary graph for GRC algorithm.
5.1.4. Path computation for cloud traffic
GRC routes cloud traffic to any active CC hosting the re-

quested service by calculating the serving delay on each
CC. If the CC is active, the serving delay assigned is the
weight WC

uv on link ðu;vÞ 2 LC incident to it, otherwise

WC
uv ¼ 1. Considering independent arrivals, the serving

delay for a CC is calculated as 1
Su�1

l

P
v

kuv�
P

v
kvuð Þ�cu½ �, where

Su is the average service rate of a CC at node u,
1
l
P

v kuv �
P

vkvu
� �

� cu

� �
is the average request arrival rate

[6], v is a neighbor of u; cu is the total traffic load to node u,
and l is the average request length. As each CC hosts and
serve different services together, their aggregated arrival
and service rate is considered.

For each link ðu;vÞ 2 LS, a zero weight (WS
uv ¼ 0) is as-

signed. If a service Sk is hosted in CIW, weight on link
ðu;vÞ 2 LD; WD;k

uv ¼ �. As a result, in the auxiliary graph in
Fig. 4, for a cloud service Sk, GRC performs anycast routing
from any node u to the OLT and the request is served by
any host CC of Sk that has lower serving delay. Here, the
OLT is considered as the destination to perform anycast
routing; the services are actually served from CCs. If a spe-
cific service is unavailable, then WD;k

uv ¼ 1 and the service
request goes through the OLT.
5.2. Energy savings in GRC

It has been observed in [13] that a WOBAN (and essen-
tially a CIW) may serve different regions with different
traffic profiles. We call each such region a ‘‘zone’’. When
the traffic demand is high in one zone, it may be low in an-
other. For example, during the daytime, the downtown
area of a city is busier, and may generate higher traffic,
while in the evening the residential area may become
busier. When the traffic load is lower, fewer ONUs are
needed to carry the traffic and the rest can be turned off
for green routing. They are switched on when the load gets
higher. Note that the energy-saving aspect of GRC is not
generally applicable to CIW-I because the CCs are inte-
grated with the wireless nodes and it is not feasible to turn
an ICC off if there is any wireless traffic at the host node.
However, If a wireless node is inactive, it can go to sleep,
which in turn will put the ICC to sleep.

5.2.1. Enabling technologies
Even though there is no power-saving mode defined for

ONUs in IEEE 802.3 ah/802.3 av standards, there are pro-
posals to include power-saving mode for ONUs [23]. This
power-saving mode will put ONUs to sleep when they
are idle. It is possible to attain up to 90% power savings
by putting ONUs to sleep [13,23]. In a CIW, utilizing the
centralized architecture of PON, the OLT can control the
power savings of ONUs.

Similarly, CCs can be put to sleep when they have low
load [9,10]. These devices can be remotely controlled,
essentially by the OLT, and can be turned off when not
needed. Because of deployment of each service over multi-
ple CCs [33], it is not required to keep all the CCs in a zone
active during a low-load period.

5.2.2. Energy saving strategy in GRC

Based on this idea, GRC utilizes the PON architecture for
energy savings in CIW. As it is possible to do anycast routing
over CIW, if VZ is the set of active nodes in a zone Z, it is en-
ough to keep xZ ONUs active in zone Z such that
xZ � CONU P

P
u2VZ

cu, where CONU is the capacity of an ONU
and cu is the demand at node u. Depending on the load,
the OLT decides how many ONUs are needed for each zone.



This can be viewed as the OLT creating a ‘‘optical bandwidth
pipe’’ to each zone with granularity equal to CONU . In the
same way, for each zone Z, it is enough to keep yZ CCs active

such that yZ � Su P
P

u2VZ

1
l
P

vkuv �
P

vkvu
� �

� cu

� �� �
.

5.3. Wireless hop control

The energy-saving mechanism described in Section 5.2
may lead to an excessive number of wireless hops, which
may degrade the performance. To avoid this, as shown in
Fig. 5, GRC deploys a wireless hop control strategy. GRC
creates a breadth-first search tree (BFST), TO, rooted at
each ONU O, that reaches each wireless node in CIW with-
in hO hops. In other words, each ONU O creates a BFST of
a predetermined length = hO. While selecting the xZ ONUs
for each zone, the OLT ensures that all the active nodes
are within at least one TO, where O is an active ONU. As
each TO is pre-computed, selecting an active ONU requires
just tree traversals of TO at each ONU and determining if
all the active nodes are at least on one of the trees. This
ensures all the wireless nodes in zone Z are within hO

hops of all the active ONUs. For example, in Fig. 5, both
ONU 1 and ONU 2 create BFSTs for hO ¼ 2 and by check-
ing these two BFSTs, GRC can determine if a node is cov-
ered by an ONU within hO wireless hops. Similarly, a BFST,
TC , is computed at each CC with a maximum predeter-
mined length = hC . OLT selects yZ active CCs in zone Z
such that each node u 2 VZ can find at least one host CC
for each of its requested cloud services within hC hops
by traversing TCs.

5.4. Self-management and adaptability of GRC

One of the most prominent features of GRC is that it can
self-manage to recover from failures and adapt itself to
various scenarios. Here, we discuss these features.

� Failure recovery: As GRC is designed to operate with
turned-off network components, it can self-manage
itself for failure recovery. It receives failure information
from LSAs and it adjusts the traffic flow accordingly. In
case of an ONU or a CC failure, GRC simply considers it
to be turned-off and assigns WE

uv ¼ 1 or WC
uv ¼ 1,

respectively. In the same way, if a wireless node fails,
GRC considers it to be inactive, and assigns WW

uv ¼ 1
for all the links incident to the failed node.
� Adaptability: GRC can be adapted to operate over
WOBAN, or any other network architecture with a wire-
less front-end and a centralized backhaul. For example,
if GRC is to deployed over WOBAN alone, all it has to do
is to consider no service is deployed over WOBAN and
assign WC

uv ¼ 1 as described in Section 5.1.4. Then,
none of the traffic will be routed to CCs and it would
perform power-saving, anycast routing for only the
regular traffic.
Another important aspect of GRC is that, although
power savings is a key feature of the algorithm, GRC
is not dependant on it. If green routing is not required,
it can operate as an efficient routing algorithm for
CIW and WOBAN by performing anycast routing over
shortest-delay paths for both regular and cloud traffic
without turning off any network device. This can be
done by assigning the value of xZ and yZ to be all ONUs
and CCs at each zone, respectively. Node that, without
the power-saving feature, GRC performs with similar
efficiency as CaDAR [5], which is shown to be an
efficient routing algorithm for WOBAN, because they
operate on same principles.

Algorithm 1 describes the details of GRC.

Algorithm 1. GRC Algorithm
Precomputation:
(i) Compute BFST, TO, over fLW

S
LEg rooted from

each ONU O with length = hO

(ii) Compute BFST, TC over fLS
S

LC
S

LWg rooted
from each CC C with length = hC

1. Link-State Advertisement (LSA): For each link
ðu;vÞ from node u, advertise periodically the
capacity (Cuv ), flow (kuv ), and time stamp to
wireless nodes

2. Link-Weight Assignment:
(i) WW

uv ¼ 1
Cuv�kuv

þ 1
2Cuv

(ii) WE
uv ¼ 1

Cuv�kuv
if active, WE

uv ¼ 1 otherwise
(iii) WO

uv ¼ Puv þ
PeO–O

DeO for upstream,
WO

uv ¼ Puv þ DW for downstream
(iv) WC

uv ¼ 1
Su�1

l

P
v

kuv�
P

v
kvuð Þ�cu½ � if active, WC

uv ¼ 1
otherwise

(v) WS
uv ¼ 0

(vi) WD;k
uv ¼ � if service is available, WD;k

uv ¼ 1
otherwise

3. Path Computation:
(i) For regular traffic, compute the shortest-delay

path over fLW
S

LE
S

LOg
(ii) For cloud traffic, compute the shortest-delay

path over fLW
S

LS
S

LCg if service is available,
over fLW

S
LE
S

LO
S

LDg otherwise
4. Active ONU Selection: For each zone Z, select xZ

active ONUs such that ðxZ � CONU P
P

u2VZ
cuÞ and

each node u 2 VZ is within hO hops of an active ONU
by traversing TO

5. Active CC Selection: For each zone Z, select yZ active
CCs such that

yZ � Su P
P

u2VZ

1
l
P

vkuv �
P

vkvu
� �

� cu

� �� �
and

each node u 2 VZ can find at least one host CC for
each of its requested cloud services within hC hops
by traversing TC

6. Illustrative numerical examples

To study the performance of a CIW, we use a 164-node
hypothetical WOBAN over Davis, CA, as shown in Fig. 6 with
12 ONUs and 2 GWs per ONU serving three zones (residen-
tial, university campus, and downtown). Each radio has a
capacity of 54 Mbps. We analyze the impact of different
deployment of services in WOBAN and how it affects the
performance. We assume capacity allocation over wireless



Fig. 5. Application of BFST to enforce wireless hop control in GRC.
links is done by TDM scheduling. ONU and OLT have capac-
ities of 100 Mbps and 1 Gbps, respectively.

The MILP in Section 4 gives the design of a CIW by pro-
viding the placements of CCs and the services they host.
After obtaining the design, we highlight the operational as-
pect using GRC and obtain the flows on links for our perfor-
mance study. First, in Section 6.1, we evaluate the merits of
CIW and use GRC without turning off any ONU or CC. Then,
in Section 6.2, we analyze the performance of the GRC algo-
rithm by evaluating its energy-saving mechanism and the
corresponding system delay.
Fig. 6. Topology for a
6.1. Performance evaluation: CIW design

We evaluated the performance of both CIW-S and CIW-I
described in Section 3.2. We solved the MILP described in
Section 4 using ILOG CPLEX 9.0 on an Ubuntu Linux oper-
ating system on an Intel Core 2 Duo machine with 4 GB
of RAM and design the CIW by distributing 8 and 12 cloud
services to CCs and assign the CCs to different nodes
accordingly with a restriction of maximum wireless hops,
hC , as 2 and 3. Processing and memory requirements for
each service are generated randomly and they vary across
services. We assume that a CC can host several services,
based on the processing and memory requirements. We
created the demand matrix of services by taking the aver-
age of 1000 randomly-generated demands for each service
for each node. Depending on which zone a node is in, it will
have different demand for different services.

In our evaluation, we first show a design of a CIW ob-
tained from the MILP in Section 4. Then, we use GRC to
show the performance of our design for different input
parameters. We use system delay, which is the average net-
work-wide packet delay [34], as the performance metric to
compare the performance of various implementations of
CIW for the network in Fig. 6.

For fair comparison, we first insert the cloud traffic in
the network. The average load of cloud traffic for 8 services
is about 2.5 Mbps at each node. Then, we increase the
nalytical study.



Fig. 7. Deployment of CCs and services for K = 12 and hC = 2.
background traffic and evaluate the performance. Service
traffic that are not served locally are included in the back-
ground traffic. In this way, we obtain the overall system
delay based on the total (both cloud and background)
traffic demand. Note that Figs. 8–12 have the same cloud
traffic; so we only compare based on the additional back-
ground traffic.
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Fig. 7 shows the deployment of SCCs and their service
assignment for the topology in Fig. 6. We observe that 12
services can be deployed with CCs deployed at only about
12% of wireless nodes in the topology. We also observe that
some of the CCs host more services while some host as few
as one. This is because of the effect of random service de-
mand and the restriction of a maximum 2 wireless hops
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Fig. 12. System delay vs. background load for K = 12 and hC = 2 and 3.
(hC) taken by service traffic. It also shows that the process-
ing and memory capability of SCCs, as highlighted in Eqs.
(4) and (5), can vary depending on the number and types
of services they are hosting.

Fig. 8 shows the impact of deploying eight services
(K = 8) for a CIW for the topology in Fig. 6. Here, service
delivery from the cloud is allowed to travel two wireless
hops (hC = 2). We see that CIW carries almost twice the
background traffic after satisfying the cloud’s demands
with about one-third of the system delay than a traditional
deployment of WOBAN. This performance improvement is
due to offloading of cloud traffic from wireless backhaul.
We see that CIW-S carries the same traffic as the CIW-I with
slightly higher delay. This is because the CIW-S minimizes
the number of deployed SCCs, and hence introduces some
traffic in the WMN while nodes with CIW-I mostly serve lo-
cally. Similarly, Fig. 9 shows the performance of a CIW for
K = 12 and hC = 2. We observe that, for K = 12, CIW carries
the same background traffic as K = 8 with slightly lower
system delay as more cloud services are served within
the network.

For sensitivity analysis, Fig. 10 shows the system delay
variations for increasing cloud traffic for hC = 2 for 12 ser-
vices. We have varied the service traffic load up to three
times to observe the impact of service traffic load on the
performance of CIW. We observe that, even with lower ser-
vice traffic demand, the performance of our design is better
than the traditional approach. With increasing service load,
our approach performs consistently better. We observe
that, as expected, higher service traffic leads to higher
system delay.

Fig. 11 shows the performance of a CIW for K = 8 and
hC = 2 and 3 (4 or more hops carries traffic to gateways
from any node in Fig. 6; moreover, more wireless hops will
result in degraded performance). We observe that increas-
ing the number of hops does not impact the performance
of CIW-I as most of the services are served locally by this
approach. For CIW-S with 3 hops, the number of SCC
deployed in the network decreases (Fig. 13) as cloud traffic
is allowed to travel more hops to satisfy the demands. But
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this leads to higher system delay and reduced background
traffic carried by CIW.

Fig. 12 shows the performance of the CIW when the
number of cloud services served by the network is 12.
We observe that CIW-I carries higher background traffic
as most of the service traffic is absorbed locally. We see
that CIW-S with 3 hops has higher delay than 2 hops be-
cause it introduces more traffic to the network. But it car-
ries more background traffic as it diverts more traffic away
from the gateways.

Fig. 13 shows the relative cost of traditional WOBAN,
CIW-I, and CIW-S for the topology in Fig. 6. We consider
the cost of wireless routers as a unit cost. Because SCCs
are built on system boards [10] and require additional
memory, we assume that an SCC costs twice as much as
a wireless router [10]. We assume one cloud server is re-
quired to host the services for traditional implementation,
though this number may vary depending on deployment
policy. We consider that the cost of a server is twice than
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that of an SCC. Because of volume discount, we consider
the cost of ICC to be 2.5 times the cost of a wireless node.
We see from Fig. 13 that CIW-S requires a slight increase of
cost while CIW-I costs almost twice as much as the tradi-
tional approach. This is because one SCC can host several
services and the objective of our placement formulation
(Eq. (1)) for CIW-S minimizes the number of SCC needed
to host all the services. But for CIW-I, only a few services
can be hosted at each ICC and each node may require an
ICC to host all the services.

We see from our performance evaluation that CIW car-
ries higher traffic from the wireless front-end of WOBAN
with lower system delay. Among the deployment options
of CIW, CIW-I achieves better performance, but does not
support more services, and has higher cost compared to
CIW-S. On the other hand, CIW-S achieves significant per-
formance gain over the traditional implementation with
a slight increase of cost, and can support higher number
of services compared to CIW-I.
0

10

20

30

40

50

00−0303−06 06−0909−12 12−1515−1818−21 21−24
Hours of the Day

Pe
rc

en
ta

ge
 (%

) C
C

s 
Tu

rn
ed

 O
ff MHRA

GRC

(b)
and power savings with CC (b).

0

0.1

0.2

0.3

0.4

0.5

00−0303−06 06−0909−12 12−1515−1818−21 21−24

Hours of the Day

Sy
st

em
 D

el
ay

 (m
se

c) Energy−saving
All active

(b)
pact of energy savings on system delay (b).



6.2. Performance evaluation: energy savings using GRC

To study the effectiveness of GRC for CIW, we deploy 6,
5, and 4 SCCs at each of the zones to host a total of 12 cloud
services with different memory and processing require-
ments. We consider hO and hC to be 3. In our illustrative
examples, performance evaluations are averaged over
100 simulation runs with randomly-selected active wire-
less nodes in each zone. We also use the same daily traffic
profile for each zone as in [13] where the 24 h of a day are
divided into eight periods. We consider that each zone has
different types of users with different behavior patterns
and different usage rate. A combination of these two fac-
tors determines the traffic profile [13]. For each simulation
run, the fraction of service traffic to the total traffic is ran-
domly selected from a uniform distribution between 0.1
and 0.7. We assumed that there will be at least 30% back-
ground traffic for each node. We compare the performance
of GRC versus a Minimum-Hop Routing Algorithm (MHRA).
In order to turn off ONUs and CCs, we apply a baseline
greening technique that turns off an ONU or CC if its load
is below a certain threshold, as in [13]. For our perfor-
mance evaluation, we used a threshold of 10%. We assume
capacity allocation over wireless links is done by TDM
scheduling. ONU and OLT capacities are 100 Mbps and
1 Gbps, respectively.

Fig. 14(a) shows the energy savings in terms of the per-
centage of ONUs turned off during different periods of the
day. We see that, on an average, about 50% of the ONUs can
be turned off using either of the schemes for each algo-
rithm. However, depending on the time of the day, GRC
turns off 5–20% more ONUs than MHRA and as a result,
saves more energy.

Similarly in Fig. 14(b), we show that about 20% of the
CCs can be turned off by either of the schemes though
GRC achieves about 3–10% additional energy savings. It is
important to note that, in our setting, even though 50% of
the ONUs and about 20% of the CCs can be turned off in
low-load periods, all of them are still needed during
high-load periods (when none of the ONUs and CCs in a
particular zone may get turned off).

Fig. 15(a) shows the system delay for different periods
of the day. We observe that GRC has about 2–7% lower de-
lay than MHRA depending on the period of the day. This is
because MHRA packs traffic on links to divert load to the
currently-active ONUs and CCs, and turns them off
depending on their current load. This usually leads to un-
even distribution of traffic and higher system delay. On
the other hand, GRC keeps ONUs and CCs active consider-
ing the load on each zone and performs anycast routing
among the active devices. This approach not only provides
energy savings but also distributes the load across the net-
work, leading to lower delay.

Fig. 15(b) shows the impact of energy savings on the
average packet delay of GRC. Here, for the ‘‘all active’’ op-
tion, we keep all the ONUs and CCs active for each period.
We observe that, when GRC performs in power-saving
mode, it increases the system delay by about 5–10%
depending on the period of the day. The slight degradation
of performance is expected as GRC shuts down about half
the network components to save power. We also observe
that, even with all the ONUs and CCs active, the system de-
lay does not decrease significantly. This is a result of stra-
tegically turning off network components and intelligent,
load-balanced routing among active components by GRC.
Fig. 15(b) also shows that GRC can operate without power
saving as well.

We see from our performance evaluation that GRC

achieves better power savings consistently from both CCs
and ONUs compared to MHRA. We also observe that GRC,
due to its efficient packing and distribution of traffic,
achieves lower system delay compared to MHRA. GRC fur-
ther reduces the system delay if it operates to keep all CCs
and ONUs active instead of operating in a power-saving
mode.
7. Conclusion

Service-centric behavior of end users is shaping the
traffic pattern of today’s networks. In a WOBAN, accessing
a cloud takes up wireless backhaul bandwidth, creates bot-
tleneck at the gateways, and has a possibility of stale server
updates. Equipping WOBAN with cloud components creates
an integrated platform for cloud traffic, called CIW, that ad-
dresses these limitations. We presented a design scheme
for CIW using an MILP. We also proposed a scheme, GRC,
to self-manage network component and traffic over CIW.
GRC saves power by selectively turning off networking de-
vices when possible while making sure the active devices
can serve the traffic demands of the network. It distributes
the load across the network by performing anycast routing
among the active devices. Though designed for CIW, GRC
can also operate on WOBAN alone and can route traffic with
or without power-saving mode. We observed from our
performance study that CIW can achieve significant perfor-
mance improvement through offloading of traffic even for
low service demands. We also observed that GRC achieves
similar power savings with lower delay than baseline
greening techniques because of its routing strategy. We
conclude that CIW is a technologically-viable access net-
work design that can improve the performance of a WOBAN
in a cost-effective way and GRC is an adaptable, power-sav-
ing routing algorithm for CIW with improved performance.
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