75" International Astronautical Congress (IAC), Milan, Italy, 14-18 October 2024.
Copyright ©2024 by the authors. Published by the IAF, with permission and released to the IAF to publish in all forms.

TAC-24,B6,3,8,x85387

PROX-SIMA: A modular simulator for the validation of In-Orbit servicing
and close proximity missions GNC techniques

Niccoldo Faraco®*, Mauro Massari®, Pierluigi Di Lizia¢

&*PhD Student, Politecnico di Milano, 20156 Milan, Italy, niccolo.faraco@polimi.it
b Associate Professor, Politecnico di Milano, 20156 Milan, Italy, mauro.massari @ polimi.it
€ Associate Professor, Politecnico di Milano, 20156 Milan, Italy, pierluigi.dilizia@polimi.it

*Corresponding author

Abstract

Among the ever-growing number of objects polluting the space around the Earth, the number of inactive satellites
that could be put back into service after refuelling and/or minor repairing is significant. Therefore, from a reusability
and sustainability standpoint, In-Orbit Servicing missions will play a substantial role in the upcoming decades.
Designing such missions is particularly challenging from a GNC perspective. When the measurements for the
navigation subsystem come from optical sensors, in particular, it is paramount to simulate data representative of what
the sensors would acquire during flight, as to build algorithms capable of producing relevant and robust results. To
ease the research in this field and the further development of GNC algorithms for proximity operations, we developed
the PROXimity Spacecraft IMaging and Autonomous Systems SIMulation tool (PROX-SIMA).

The software relies on three main components. The mathematical model of the servicing system is described using a
Functional Mockup Unit (FMU), which is provided by the user. This allows for a thorough description of the system
and its relative motion with respect to the target, while still retaining computational efficiency during simulation.
Moreover, relying on the FMU standardized interface and the broad range of dedicated modeling softwares, enhances
flexibility on the user side. The generation of the images from the sensors is instead entrusted to the Unreal Engine
game engine, known for its photorealistic real-time rendering capabilities. Lastly, a Python server handles the
communication between the FMU and the visualization tool, transmitting to the game engine the pose of the sensors as
obtained from the FMU and getting back the images for processing. Such a plug-n-play framework allows for the user
to focus on the development of the image processing, path-planning and closed-loop control algorithms, avoiding the
need to set up ad-hoc simulations and enabling a more efficient, fast, and systematic exploration of different solutions.
In the first prototype of the pipeline, the model for a space manipulator system is implemented as an example and
the generated images account for the presence of two monocular cameras mounted, respectively, on the base of the
chasing spacecraft and on the end-effector of the manipulator. Nonetheless, the architecture of the software is geared
towards the subsequent implementation of other models both for the space system (e.g. different satellites platforms)
and different sensors (e.g. infrared cameras), as well as supporting hardware-in-the-loop simulations.

PROX-SIMA is planned to be made publicly available in its beta version.

Keywords: Computer Vision, In-orbit servicing, Modeling and simulation, Stereo Vision, Unreal Engine.

including inspection, refueling, repair, upgrade, and de-
bris removal [4]. These missions offer numerous benefits,
such as extending the operational lifespan of satellites, re-
ducing space debris, and potentially decreasing the over-
all cost of space operations [5]. However, the design
and execution of IOS missions present unique challenges,
particularly in the domain of Guidance, Navigation, and
Control (GNC) [6]. One of the most critical aspects of
IOS missions is the proximity operations phase, during
which the servicing spacecraft must approach and po-
tentially dock with the target object [7]. This phase re-
quires extremely precise relative navigation [8, 9] and

1. Introduction

The increasing congestion of Earth’s orbital environ-
ment with space debris and inactive satellites has be-
come a pressing concern for the global space commu-
nity [1]. Among the multitude of objects orbiting our
planet, a significant number are inactive satellites that
could potentially be refurbished and returned to service
through refueling or minor repairs [2]. This realization
has sparked growing interest in In-Orbit Servicing (I0S)
missions, which are poised to play a crucial role in space

sustainability efforts over the coming decades [3]. In-
Orbit Servicing encompasses a wide range of operations,
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control [10, 11] algorithms, often relying on data from
optical sensors to determine the relative position and ori-
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entation of the two spacecraft [12, 13, 14]. The devel-
opment of robust GNC algorithms for these operations
necessitates high-fidelity simulations that can accurately
represent the complex dynamics of orbital rendezvous and
the visual environment encountered by optical sensors in
space [15]. Existing simulation tools for space operations
often fall short in providing a comprehensive environment
for testing and validating GNC algorithms for proximity
operations. Many focus either on high-fidelity dynam-
ics simulations or on generating realistic visual data, but
rarely combine both aspects effectively [16, 17, 18]. Addi-
tionally, the integration of custom spacecraft models and
sensor configurations can be cumbersome, limiting the
flexibility required for exploring diverse mission scenarios
[19]. To address these challenges and facilitate research in
the field of IOS, we have developed the PROXimity Space-
craft IMaging and Autonomous Systems SIMulation tool
(PROX-SIMA). This innovative software platform com-
bines high-fidelity dynamic modeling with photorealis-
tic real-time rendering capabilities, providing researchers
and engineers with a powerful and flexible environment
for developing and testing GNC algorithms for proxim-
ity operations. PROX-SIMA builds upon the concept of
modular simulation frameworks, similar to the approach
described by Tasora and Mangoni [20] for vehicle simu-
lations. However, our tool is specifically tailored for the
unique challenges of space operations.

In the following sections, we will describe the archi-
tecture and implementation of PROX-SIMA in detail, in-
cluding the modeling approach for the space manipulator
system used as an initial test case. We will also discuss
the current capabilities of the software, its potential ap-
plications in IOS mission design and GNC algorithm de-
velopment, and outline plans for future enhancements and
public release of the tool. By providing a comprehensive
and flexible simulation environment for proximity opera-
tions in space, PROX-SIMA aims to accelerate research
and development in the field of In-Orbit Servicing. As the
space industry continues to evolve towards more sustain-
able practices, tools like PROX-SIMA will play a crucial
role in enabling the next generation of space missions and
technologies.

2. Software architecture

The software architecture of PROX-SIMA is based on
three main components:

1. A Functional Mockup Unit (FMU) that encapsulates
the mathematical model of the servicing system, al-
lowing for detailed description of the spacecraft dy-
namics while maintaining computational efficiency.

2. The Unreal Engine game engine, which provides
state-of-the-art photorealistic rendering capabilities
for generating realistic sensor images in real-time.
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3. A Python server that manages communication be-
tween the FMU and the visualization tool, ensuring
seamless integration of the dynamics simulation with
the visual environment.

This modular architecture, graphically illustrated in
Fig. 1, offers several advantages. First, the use of FMUs,
which adhere to the Functional Mock-up Interface (FMI)
standard [21], enables users to leverage a wide range of
modeling tools and libraries to create custom spacecraft
models. This flexibility allows for the exploration of vari-
ous mission scenarios and spacecraft configurations with-
out the need to modify the core simulation framework.
Second, the employment of Unreal Engine for image gen-
eration capitalizes on the rapid advancements in real-time
rendering technology driven by the gaming industry [22].
This approach enables the simulation of complex light-
ing conditions, surface materials, and camera effects that
are crucial for developing robust vision-based navigation
algorithms. Lastly, the Python server acts as a bridge be-
tween the dynamics simulation and the visualization en-
gine, facilitating data exchange and synchronization. This
decoupled architecture allows for future expansions, such
as the integration of hardware-in-the-loop simulations or
the incorporation of additional sensor types.

2.1 Modelica and Functional Mockup Units

The choice of modeling language and simulation
framework is crucial for the accurate representation
of complex dynamic systems such as spacecraft. In
PROX-SIMA, we leverage the power of Modelica and
Functional Mockup Units (FMUs) to provide a flexi-
ble and efficient simulation environment. Modelica is
an object-oriented, equation-based modeling language
specifically designed for multi-domain physical systems
[23]. It offers several advantages for space systems mod-
eling:

* Acausal modeling: Modelica allows for acausal
(non-directed) connections between components,
which naturally represent physical connections in
spacecraft systems, such as mechanical joints or elec-
trical circuits.

» Component reusability: The object-oriented nature
of Modelica facilitates the creation of reusable com-
ponent libraries, enabling rapid prototyping and test-
ing of different spacecraft configurations [24].

* Multi-domain integration: Modelica seamlessly in-
tegrates models from different physical domains (me-
chanical, electrical, thermal, etc.), which is essential
for comprehensive spacecraft modeling [25].

* Automatic equation handling: Modelica tools auto-
matically manipulate and optimize the system equa-
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Fig. 1: PROX-SIMA architecture.

tions, reducing the likelihood of errors in complex
models and improving simulation efficiency [26].

The FMI standard defines a standardized interface for
model exchange and co-simulation [21]. FMUs, which
are compiled versions of models that conform to the FMI
standard, offer several benefits in the context of spacecraft
simulation:

* Tool independence: FMUs can be generated by var-
ious modeling tools and used in different simulation
environments, promoting interoperability and flexi-
bility in the development process [27].

* Intellectual property protection: The compiled na-
ture of FMUs allows for the sharing of models with-
out exposing proprietary details, facilitating collab-
oration in multi-organization projects.

* Efficient execution: FMUs can be optimized for nu-
merical efficiency, crucial for real-time simulations
of complex spacecraft dynamics [28].

* Easy integration: The standardized FMI API simpli-
fies the integration of models into larger simulation
frameworks, such as PROX-SIMA [29].

For our project, the combination of Modelica and
FMUs provides an ideal foundation. The expressive power
of Modelica allows for detailed modeling of spacecraft
systems, including rigid body dynamics, attitude control,
and various subsystems. The resulting models can then
be compiled into FMUSs, which our Python server can
efficiently execute and integrate with the visual simula-
tion in Unreal Engine. This approach strikes a balance
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between model fidelity, computational efficiency, and in-
tegration flexibility, making it well-suited for the demands
of proximity operations simulation in In-Orbit Servicing
scenarios.

2.2 Unreal Engine for visual simulation

In the presented work, we use Unreal Engine to pro-
vide high-fidelity visual simulation capabilities. Unreal
Engine is a powerful real-time 3D creation tool originally
developed for video games but increasingly used in vari-
ous industries, including aerospace and robotics simula-
tions and scientific simulations of various nature. It offers
several key advantages for space systems visualization:

* Photo-realistic rendering: Unreal Engine’s advanced
rendering capabilities, including real-time ray trac-
ing and physically-based materials, enable the cre-
ation of highly realistic space environments and
spacecraft models [30].

* Real-time performance: The engine’s optimized ren-
dering pipeline allows for smooth, real-time visu-
alization of complex scenes, crucial for interactive
simulations and algorithm testing [22].

* Extensive asset library: Unreal Engine provides a
vast marketplace of pre-made assets and tools, accel-
erating the development of visual simulations [31].

* Programmable pipeline: The engine’s Blueprint vi-
sual scripting system and C++ API allow for custom
shader development and post-processing effects, en-
abling accurate simulation of various camera and
sensor types.

Page 3 of 7



75" International Astronautical Congress (IAC), Milan, Italy, 14-18 October 2024.
Copyright ©2024 by the authors. Published by the IAF, with permission and released to the IAF to publish in all forms.

* VR/AR support: Built-in virtual and augmented re-
ality capabilities facilitate immersive visualization
and potential integration with hardware-in-the-loop
setups [32].

Compared to other 3D creation tools like Blender,
Unreal Engine’s real-time performance and specialized
features for interactive applications make it particularly
well-suited for the dynamic and responsive nature of
spacecraft proximity operations simulations. Its robust
development ecosystem and continuous updates ensure
that PROX-SIMA can leverage cutting-edge visualization
technologies as they become available.

2.3 Implementation details

An high-level overview of the pipeline is presented in

Fig. 1.
The software architecture follows a microservices-
inspired approach, wherein each component is assigned
a specific, well-defined task, and inter-component com-
munication is facilitated through an API structure. The
Python code serves as the simulation orchestrator, initial-
izing a WebSocket server! at runtime to manage commu-
nication between various components.

It is crucial to reiterate that PROX-SIMA is conceived

as a tool to facilitate research in Guidance, Navigation,
and Control (GNC) for proximity missions. The GNC
module depicted in the figure represents the researcher’s
or user’s area of study and is not an inherent component
of the presented tool.
As the external GNC module generates control inputs for
the subsequent time step, these are transmitted to the Func-
tional Mock-up Unit (FMU). The FMU then performs time
integration and computes the system state evolution. Sub-
sequently, the simulation master extracts the relevant data
from the FMU’s state, encodes it into a WebSocket mes-
sage, and relays it to Unreal Engine, which is responsible
for visualization.

On the visualization module side, upon game launch,
a WebSocket client establishes a connection to the server
and continuously monitors incoming messages. When a
message arrives containing information about the scene’s
camera poses, it is decoded, and the position and orien-
tation of the relevant actors (chaser, target, and cameras)
are updated accordingly. The images from each camera
are then rendered, appropriately encoded, and transmitted
back to the Python server via the WebSocket connection
for them to be forwarded to the GNC module.

Given that both the GNC module and the FMU are
user-provided, interface functions are supplied to enable
researchers to define the logic of their GNC algorithm and
specify the FMU variables pertinent to the computation.

Thttps://websockets.spec.whatwg.org/ [last accessed on
September, 17th, 2024]
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@6 Mechanics

-

Fig. 2: Full Modelica model of the chasing spacecraft system
and dynamical environment (left) and detail of the manipulator
model (right).

In the current implementation, users must manually load
the target satellite model into the Unreal Engine level.
Future software updates may automate this process, re-
quiring users to only specify the filepath of the desired
model.

3. Example application

The system on which the pipeline is tested is consti-
tuted by a so-called Space Manipulator System (SMS), i.e.
a satellite endowed with a robotic manipulator mounted
on board. The system is assumed to be equipped with
two monocular cameras, one mounted on the base of the
satellite and the other on the end-effector of the manip-
ulator. PROX-SIMA is entitled to simulate the images
that the two cameras would acquire in orbit and make
them available to the researcher/user of the software so
it can be used as a source of measurements for any GNC
implementation currently under development. The GNC
algorithm and development fall outside the scope of the
present paper.

3.1 FMU model

The high-fidelity simulation FMU is built using the
Modelica language? and the Dymola modeling tool®.
Figure 2 illustrates the comprehensive model structure
employed in our simulation.

The Modelica framework and its Standard Library fa-
cilitate the modeling of our complex space manipulator
system by integrating various subsystems, including joint
control assemblies with their associated sensors and ac-
tuators. While the intricate details of each manipulator
component’s mechanical implementation are beyond the
scope of this paper, it’s worth noting that the standard
Modelica library has certain limitations. Specifically, the
acceleration parameters for the default Body objects in
Modelica are restricted to the "world" model frame (i.e.,
the geocentric inertial frame). To address this constraint,

thtps://modelica.org/ [last accessed on September, 17th,
2024]

3nttps://www.3ds.com/products/catia/dymola [last accessed
on September, 17th, 2024]
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we developed a specialized subclass of the standard body
object. This custom class incorporates a dynamic acceler-
ation module capable of computing accelerations for rel-
ative motion scenarios between satellites, drawing upon
the work of Franzini and Innocenti [33]. This approach
allows us to more accurately model the complex dynamics
of proximity operations in space, while maintaining the
flexibility and modularity offered by the Modelica envi-
ronment.

3.2 Simulation results

A representative sequence of images generated by
PROX-SIMA is shown in Fig. 3, exemplifying the
pipeline’s output. While the study of GNC algorithms
falls beyond the scope of this work, for demonstration
purposes, the GNC module’s output is simplified to a sin-
gle impulse. This impulse initiates the chaser’s motion,
along with its cameras, in an orbit around the target space-
craft. For conciseness and clarity, only the images from
the body-mounted camera are presented here.

4. Conclusions

PROX-SIMA represents a significant advancement in
simulation tools for In-Orbit Servicing missions. By in-
tegrating high-fidelity dynamic modeling via Functional
Mock-up Units with Unreal Engine’s photo-realistic ren-
dering, it offers a powerful platform for developing and
testing GNC algorithms for proximity operations.

The software’s modular architecture, centered around
a Python server, provides flexibility for integrating custom
spacecraft models and sensor configurations. The initial
implementation, featuring a Space Manipulator System
with two monocular cameras, demonstrates the tool’s po-
tential for complex IOS scenario simulation.

It is crucial to note that PROX-SIMA is still under
heavy development. While core functionality has been
implemented and tested, several areas for future develop-
ment exist, including:

* Automating the integration of target satellite models
into Unreal Engine.

* Expanding the sensor suite to include LiDAR and
infrared cameras.

* Implementing more sophisticated space lighting
models.

* Implementing hardware-in-the-loop capabilities.

As PROX-SIMA evolves, we anticipate it becoming a
valuable asset for the space community, accelerating the
development of robust GNC solutions for future In-Orbit
Servicing missions. We welcome collaboration and feed-
back as we work towards a public release of the software.
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Fig. 3: Sequences of captured images from the body-mounted
camera (left column) and end-effector camera (right column)
during proximity motion.
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