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Abstract 

This study relies on pore-scale direct computations of velocity fields within the highly 

porous open-cell metal foams (OCF) characterized by differing geometrical attributes. 

The Navier-Stokes equations are solved across a suite of synthetically generated pore 

structures to assess relationships between attributes/patterns of the pore-scale flow 

field and OCF pore-structure. This study explores the effect of porosity and number of 

pores per inch (PPI) of the foam structures on the onset of non-Darcy flow, and values of 

Forchheimer coefficient and permeability of the system. The results show that the 

complexity of the pore flow patterns causes the onset of non-Darcy flow to occur at low 

values of Reynolds number (𝑅𝑒𝑘). The analyses encompass a wide range of values of 𝑅𝑒𝑘 

corresponding to Darcy and non-Darcy flow regimes. The results suggest that 

permeability increases up to 30% by increasing porosity from 0.85 to 0.95, the 

corresponding onset of a non-Darcy flow regime taking place for 𝑅𝑒𝑘 = 1.77 and 1.44, 

respectively. Otherwise, a significant decrease of permeability is documented upon 

increasing the PPI value from 10 to 40, the corresponding onset of a non-Darcy flow 

regime taking place for 𝑅𝑒𝑘 = 1.77 and 0.28, respectively. 
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Nomenclature  

Symbols Greek symbols 

g gravity β Forchheimer (beta) coefficient  

k* Dimensionless permeability ε Porosity 

𝑘𝑎𝑝𝑝 Apparent permeability  μ Dynamic viscosity  

kD Darcy permeability tensor  𝜈 Kinematic viscosity 

𝑘𝐷  Darcy permeability along the main flow 

direction 

ρ Fluid density 

𝒌𝐹 Forchheimer permeability tensor  

𝑘𝐹 Forchheimer permeability along the 

main flow direction 

  

l Length of the sample   

p Pressure    

𝑅𝑒𝑘 Reynolds number (permeability base)   

𝑅𝑒𝑙 Reynolds number (sample length base)   

t Time   

U Darcy velocity vector   

U Darcy velocity in flow direction   

𝒖𝑝 Pore velocity vector   

𝑢𝑝  Pore velocity in the main flow direction   

x Coordinate vector   

Δp Pressure drop in flow direction   

𝛻𝑝 pressure gradient over a given distance   

Acronyms 

DNS Direct numerical simulation 

OCF Open-cell foam 

PDF Probability density function 

PPI Pores per inch 

REV Representative elementary volume 

WP Weaire–Phelan 
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1. Introduction 

Modeling flow and solute transport phenomena in porous media is key to a variety 

of engineering applications such as those associated with, e.g., the oil industry [1], heat 

transfer scenarios [2], nanotechnologies [3], or solute/chemical transport in 

environmental [4] and industrial settings [5 & 6]. Modeling techniques for simulating 

fluid flow through porous media range from those based on continuum-scale approaches 

to advanced high-resolution pore-scale analyses. In the context of the former approach, 

spatially averaged values of model parameters that are employed to describe flow are 

typically used, the effect of pore-scale fluctuations being embedded in these with various 

degrees of complexity. The latter approach is useful to shed light on the way the subtle 

effects of pore-scale mechanisms can be embedded in continuum-scale modeling of flow 

[7]. As such, these methods are complementary, results obtained from pore-scale 

approaches being valuable to quantify macro-scale features/patterns of flow such as, e.g., 

the onset of non-Darcy flow regimes and the associated governing parameters [8 & 9]. 

Computational studies focused on pore-scale simulation of flow across pore spaces 

and assessment of key features therein are typically grounded on two modeling 

strategies, i.e., (1) pore-network modeling and (2) direct numerical simulation (DNS) of 

flow [10]. Pore-network modeling is computationally efficient for the simulation of 

hydrodynamic processes and essentially relies on the generation of a ball-and-stick 

connected network to mimic a simplified form of the pore space [7]. DNS methods are 

usually employed in the context of analyses associated with three-dimensional imaged or 

synthetically generated pore spaces, a detailed formulation of equations governing flow 

and/or transport being then numerically solved to quantify pore-scale mechanisms. 

Blunt et al. [10] described various methods of pore-scale imaging of natural porous rocks 

and ensuing numerical modeling strategies and illustrated their relative merits and 

drawbacks. In some studies, quantities such as permeability and/or Forchheimer 

parameters have been evaluated across a wide range of flow regimes [11]. Bijeljic et al. 

[12] investigated the impact of non-Darcy flow conditions on non-Fickian solute 

transport features in low porosity geomaterials. Bijeljic et al. [13] analyze correlations 

between the heterogeneity of the porous domain and flow patterns across imaged rock 

samples. Muljadi et al. [14] employed pore-scale direct numerical simulations within a 

finite volume framework to simulate non-Darcy flow in low permeability rocks. These 
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authors consider three-dimensional (3D) X-ray imaged pore spaces and investigate the 

onset of non-Darcy flow regimes as well as their characterization through Forchheimer 

model parameters. El-Zehairy et al. [8] developed a pore network model to analyze the 

impact of the pore structure on the onset of inertial flow. Some studies are then devoted 

to assessing continuum-scale flow parameters under a variety of conditions, including 

variably saturated flow scenarios in heterogeneous porous media [15], and systems 

conceptualized through a dual domain approach [16]. Guo and Wang [17] analyzed 

tortuosity through numerical simulations of flow across three-dimensional porous media 

extracted from micro-computed tomography images of porous silicon carbide composite 

samples. Some studies used various numerical modeling methods like data driven 

machine learning [18], and surrogate modelling approach [19] for non-linearity analysis. 

Detailed investigations of flow behavior across porous media of various degrees 

of complexity are also key in the context of heat transfer scenarios [20], and in the fields 

of environmental and industrial applications comprising, e.g., cooling of electronic 

components and underground storage practices. Recent numerical analyses in this 

context include, e.g., the works of Chamkha and Selimefendigil [21], who tackled free 

convection and ensuing heat transfer across a corrugated enclosure filled with a porous 

medium saturated with nanofluids, or Chamka et al. [22], who considered the effect of 

key flow parameters on heat transfer mechanisms taking place across a cavity filled with 

fluid and a porous material under the action of a rotating adiabatic cylinder. 

Open-cell metal foams constitute a class of porous media characterized by a 

coherent structure of metal strings and high porosity (up to 0.98). These are made of a 

set of interwoven struts resulting in a complex pore structure with large contact surface 

between fluid and solid parts, which can favor enhancement of pore fluid flow complexity 

or heat exchange rates. An increased efficiency of the performance of the foams is 

typically associated with non-Darcy flow regimes, which are seen to emerge even in the 

presence of low Reynolds numbers (i.e., for low values of the macroscopic fluid flux). 

Thus, assessment of the factors controlling the transition of flow conditions in such media 

from Darcy to non-Darcian regimes are of critical importance for modern engineering 

applications. In this broad context, metal foams are extensively applied in engineered 

vessels which require given heat transfer capacity including, e.g., heat exchangers with 

high heat transfer potential [23], fuel cells [24], solar collectors [25], or thermal energy 

storage systems [26]. As such, porous media such as open-cell foams (OCF) can assist 
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sustainable development through optimization of their potential towards applications in 

the energy sector, including, e.g., improving heat transfer in heat exchangers, or further 

development of nanotechnologies, fuel cells, acoustic and magnetohydrodynamics 

applications, and water desalination. 

Topin et al. [27] perform an experimental study considering several metal foams 

with differing characteristics (as rendered, e.g., through the number of pores-per-inch 

(PPI) and their porosity) to investigate the way permeability associated with a Darcy flow 

regime varies across the samples considered and to analyze the effect of fiber surface 

roughness on main flow patterns. In several studies focusing on metal foam samples, the 

effects of PPI and porosity on flow and heat transfer are investigated numerically upon 

considering Lattice-Boltzmann [28] and DNS ([29]) approaches. Bhattacharya et al. [30] 

provide a numerical study focused on the parameters exerting the highest effects on the 

pressure drop across aluminum metal foams with diverse PPIs (ranging from 5 to 40) 

and porosities (ranging between 0.90 and 0.97). These authors show that increasing 

porosity and decreasing PPI could contribute to increase permeability in metal foams 

under Darcy flow conditions. Other works related to open-cell metal foams include 

analyses on: the effect of porosity and sample size on the performance of foams in the 

context of thermal energy storage under non-Darcy flow regimes [31]; dispersion 

processes [32]; empirical correlations between hydrodynamic flow and heat transfer 

rates [33]; numerical simulations of flow and acoustic fields in three-dimensional 

synthetically generated pore spaces [34]; the use of elements of fractal theory to assess 

the impact of geometrical attributes of the medium on tortuosity, permeability, and 

effective thermal conductivity [35]. The analytical study of Yang et al. [36] show that 

permeability of open-cell foams could be formulated as a function of porosity and pore 

size, permeability significantly increasing with porosity. 

Detailed studies on the effects of the pore structure of highly porous open-cell metal 

foams on inertial pore-scale flow regimes are still scarce, especially with reference to the 

assessment of the parameters associated with the Forchheimer model which is typically 

used to depict non-Darcy flow regimes at the continuum scale ([30], [37], [38].) Here, we 

rely on a DNS approach (as implemented through the OpenFOAM software, which is 

briefly described in Appendix A [39]) and present the results of a suite of computational 

pore-scale analyses on 12 samples of high porosity open-cell metal foams considering 

various combinations of values of porosity (i.e., 0.85, 0.90, and 0.95) and PPI (i.e., 10, 20, 
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30, and 40). In addition to the development of a stable DNS modeling framework based 

on the OpenFOAM platform with the capability to simulate scenarios related to open-cell 

metal foams with various degrees of geometrical complexities, distinctive elements of 

novelty of the study include detailed investigations documenting: (i) structural controls 

on the onset of a non-Darcy macro-scale flow regime and the assessment of the 

corresponding model parameters associated with various degrees of geometrical 

complexity of the metal foams; (ii) main traits of the flow field across a wide range of 

Reynolds numbers encompassing Darcy as well as non-Darcy marco-scale flow regimes, 

including (iii) detailed statistical analysis of the spatially heterogeneous pore-scale 

velocity field. 

2. Materials and methods 

The study is structured as described in the following. Section 2 is devoted to the 

illustration of the methodology employed for the generation of synthetic open-cell foam 

(OCF) samples and the numerical approach used to simulate fluid flow therein. The key 

results of the study are illustrated in Section 3. Finally, concluding remarks are provided 

in Section 4. 

We analyze 12 open-cell foam samples which are synthetically generated to span 

various porosity and PPI values. Our suite of computational studies is aimed at 

characterizing key flow elements associated with foams, including, e.g., their 

permeability, the onset of a non-Darcy flow regime, and the Forchheimer coefficient, as a 

function of the above-mentioned system parameters. The main characteristics of the 

samples are listed in Table 1. 

We note that the range of values of the geometrical parameters (porosity and PPI) 

employed for the generation of the synthetic media considered in our analyses is fully 

consistent with previous works and practical applications documented for open cell 

metal foam samples in various fields (e.g., [26] & [36]–[40]). 

Boundary conditions used for the simulations are included in Fig. 1. A given 

pressure drop is set between the inlet and outlet boundaries, the remaining boundaries 

(including the external boundaries and the foam ligaments) are considered as 

impermeable walls characterized by a no-slip condition. Our computational analyses are 

performed for an extensive range of imposed pressure drops across the system (these 

ranging between 1 × 10−3 and 40 × 103  Pa/m) to comprise both Darcy and non-Darcy 
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macro-scale flow regimes. Main assumptions underlying the pore-scale simulations of 

flow include considering an incompressible and isothermal flow taking place across a 

non-deformable porous medium. The results illustrated in the following are 

complemented by those included in Appendix B, which provides an exemplary depiction 

of the pressure field associated with one of the samples analyzed, results of similar 

quality being obtained for all systems considered. 

Table 1. Characteristics of the synthetically generated open-cell metal foam (OCF) samples. 

Sample number Porosity Pores per inch (PPI) Ligament diameter (mm) 

1 0.85 10 0.381 

2 0.85 20 0.192 

3 0.85 30 0.133 

4 0.85 40 0.096 

5 0.90 10 0.280 

6 0.90 20 0.140 

7 0.90 30 0.901 

8 0.90 40 0.070 

9 0.95 10 0.192 

 10 0.95 20 0.095 

 11 0.95 30 0.063 

 12 0.95 40 0.048 

 

  

(a) (b) 

Fig. 1. Sketch of: (a) geometry, and (b) boundary conditions of a typical computational domain 

(corresponding to sample12 in Table 1). 
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The synthetic open-cell foam samples are generated using a typical surface evolver 

software [45]. There, an approach inspired to the surface energy minimization theory 

proposed by [46], which has been shown to be conducive to the generation of realistic 

pore structures typical of open-cell samples, is implemented. First, a number of similar 

unit cells forming a Weaire-Phelan (WP) structure are generated. These are then 

connected to yield the founding structure of the samples [46]. Internal mass and facets of 

the cells are then removed to form a porous structure associated with a given porosity 

and PPI values. Fig. 2 depicts a sketch of the process considered to generate the samples. 

The resulted porous samples are trimmed to form cubic three-dimensional open foam 

samples of a required size. PPI values typically range between 10 and 80. Foams 

associated with PPI= 10 are characterized by the largest void cells and simplest spatial 

structures. Foams with smaller void cells and a more complex spatial structures are 

generated by increasing values of PPIs. The ligament diameter is another important 

characteristic of foam structures. It typically decreases by increasing porosity, yielding 

sample structures with increased degree of complexity. OCF samples with different 

ligament diameters can be obtained upon varying porosity and PPI values. 

Kelvin and WP unit cells are two geometrical basic structures that are typically 

employed to synthetically generate open-cell foam systems [35, 36]. The current study 

relies on a WP structure, which is based on two irregular dodecahedrons and six 

tetrakaidecahedrons that make it possible to generate highly complex foam structures 

[49]. It is noted that both Kelvin and WP structures are appropriate to generate foam 

structures similar to real foam samples. Otherwise, the WP structure enables one to 

generate foam structures with higher complexities (see, e.g., [49]). It is also noted that 

Cunsolo et al. [50] presented a comparison between pressure drop and friction factor 

results obtained by simulation of flow though synthetic samples generated by WP and 

Kelvin structures. Their numerical results showed that these approaches yield very 

similar distributions of pore pressure values and friction factors for samples associated 

with the same porosity. Considering (a) these results and (b) the additional benefit of 

relying on WP structures to obtain highly complex foam structures, we chose to 

synthesize our samples by the WP structure. 
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   (a)             (b)       (c) 

Fig. 2. Schematic representation of the procedure for the generation of the open-cell metal 
foam samples: (a) Weaire-Phelan structure; (b) main founding body of the samples; (c) final 
structure resulting after removal of mass and facets. 

Steady-state incompressible fluid flow is described through mass conservation and 

upon relying on the direct numerical solution of the Navier-Stokes equations, i.e., 

∇. 𝒖𝑝 = 0  (1) 

(𝒖𝑝. ∇)𝒖𝑝 = −
1

𝜌
× ∇𝑝 + 𝜗∇2𝒖𝑝 + 𝑔 

 (2) 

where p and 𝒖𝑝  represent pore fluid pressure and the velocity vector across the pore 

space, respectively; t represents time; 𝜌  and 𝜗  denote (constant) fluid density and 

kinematic viscosity, respectively; and 𝑔 is gravity. 

The solution of these equations is obtained through an original steady-state solver 

implemented in the OpenFOAM platform using the SIMPLE (semi-implicit method for 

pressure linked equation) algorithm [39], which is one of the most widely used 

algorithms for solving Navier-Stokes equations resting on finite volume method. The 

solution strategy is based on a segregation approach, model outputs (𝒖𝑝 and p) being 

evaluated in a sequential manner. The calculated velocity and pressure distributions are 

then used to evaluate macro-scale hydrodynamic attributes of the porous structures, 

such as conductivity, tortuosity, and Forchheimer coefficient. 

Darcy’s Law is typically employed to describe continuum-scale flow across porous 

media upon neglecting non-linear flow behavior. Such a linear behavior is observed at 

very low velocity (or low values of the Reynolds number) and is expressed as: 

−∇𝑝 =
𝜇

𝒌𝐷
𝑼  (3) 

where ∇𝑝  is pressure gradient, 𝑼  is the Darcy velocity vector, 𝒌𝐷  is the intrinsic 

permeability tensor of the porous domain, and 𝜇 is dynamic viscosity of the fluid. 
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A common modeling approach employed to characterize the documented non-

linear relationship between Darcy velocity and pressure gradient arising as velocity (or 

Reynolds number) increases is based on the following Forchheimer equation [51]: 

−∇𝑝 =
𝜇

𝒌𝐹
𝑼 +𝜌𝛽𝑈2𝒏  (4) 

Here, 𝛽  is a Forchheimer coefficient; 𝑈  is the velocity norm; n is a unit vector in the 

direction of ∇p; and 𝒌𝐹 represents a permeability tensor in the non-Darcy regime, which 

typically depends on velocity, as opposed to 𝒌𝐷 . 

The onset of non-Darcy flow is deemed to take place when the relationship between 

pressure gradient and magnitude of U starts deviating from a linear behavior. Note that 

Equation (3) can be written as: 

𝑘ij =
𝜇

∇𝑝j
𝑈i  (5) 

where ∇𝑝j  and 𝑈i  are pressure gradient along direction j and Darcy velocity along 

direction i, respectively, 𝑘ij being the corresponding entry in the permeability tensor. For 

simplicity, as we are only concerned with the permeability which contributes to the flow 

along the direction of an introduced pressure drop across the system, the Darcy velocity 

and permeability are hereafter denoted as U and k, respectively. 

The Forchheimer coefficient 𝛽 is typically estimated upon relying on experiments 

performed across a range of pressure gradient and flow values. By defining an apparent 

permeability: 

𝑘𝑎𝑝𝑝 = 𝑙𝜇
𝑈

∆𝑝
 

 (6) 

where 𝑙 is the length scale across which the pressure drop ∆𝑝 is introduced, a linearized 

form of the Forchheimer equation can be written as [51]: 

1

𝑘𝑎𝑝𝑝
=

1

𝑘𝐹
+ 𝛽

𝜌𝑈

𝜇
 

 (7) 

where 𝑘𝐹 is the Forchheimer permeability along the main flow direction. Eq. 7 reveals a 

linear relation between 
1

𝑘𝑎𝑝𝑝
 and 

𝜌𝑈

𝜇
, which in turn enables a straightforward evaluation 

of 𝛽. A dimensionless permeability parameter 𝑘∗ is then introduced as: 

𝑘∗ =
𝑘𝑎𝑝𝑝

𝑘𝐷
 

 (8) 

𝑘𝐷  corresponding to Darcy permeability along the main flow direction. It is typically 

assumed that the onset of the non-Darcy flow occurs at 𝑘∗ = 0.99 [8]. 
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A major focus is here on the statistical analysis of the Eulerian velocity fields 

stemming from the numerical simulations, consistent with the key aim of the study, which 

is geared towards the assessment of the emergence of (continuum-scale) flow regimes. 

As such, the statistics of the velocity fields associated with the geometrical attributes of 

the generated pore structures are characterized through the corresponding empirical 

frequency distributions and ensuing probability density functions. The degree of spatial 

correlation of the various velocity fields is then assessed through the evaluation of the 

sample variogram. 

3. Results and discussion 

The analysis starts by assessing the ability of the numerical approach developed in 

this study (see Section 2) to simulate macro-scale flow behavior encompassing Darcy and 

non-Darcy (i.e., Forchheimer) regimes through a detailed suite of computational analyses 

of flow taking place within the pore space associated with a Beadpack sample imaged via 

micro-CT. A detailed grid convergence study is performed to identify the optimal 

computational grids, details of the analysis being included in Appendix C. The effects of 

the generated pore structures mimicking open-cell metal foam samples (see Table 1) on 

the flow characteristics are then numerically assessed. 

The computational code is benchmarked through comparison against a well-

established scenario, which has been previously analyzed by Muljadi et al. [14] and El-

Zehairy et al. [8]. These authors simulate flow across the pore space of an X-ray imaged 

Beadpack sample (depicted in Fig. 3). The sample is characterized by a porosity of 0.359 

and the type of boundary conditions driving flow correspond to those described in 

Section 2. The computational results for hydraulic conductivity are listed in Table 2. 

These evidence that differences between hydraulic conductivity values stemming from 

our computational approach and those provided by Muljadi et al. [14] are less than 2.5%, 

thus imbuing us with confidence in the robustness of the computational approach here 

developed. Fig. 4 depicts the imposed pressure gradient across the sample versus the 

evaluated average flux, revealing a satisfactory agreement between our results and those 

of Muljadi et al. [14] and El-Zehairy et al. [8] across both Darcy (linear) and non-Darcy 

(non-linear) regimes. As described in [8], the point at which the pressure drop due to the 

linear term becomes less than 0.99 of the total pressure drop is considered as the onset 
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of non-Darcy flow regime. The following formulations of the Reynolds number are here 

considered: 

𝑅𝑒𝑘 =
𝜌𝑈√𝑘𝐷

𝜇
  (9a) 

𝑅𝑒𝑙 =
𝜌𝑈𝑙

𝜇
 

 (9b) 

Values of these quantities associated with the onset of the non-Darcy regime in the 

analyzed Beadpack sample are listed in Table 3. As an additional example of the quality 

of the comparison between the results of the current study and those of Muljadi et al. [14], 

Fig. 5 depicts the dependence of 𝑘𝑎𝑝𝑝 (Eq. 6) on 𝑅𝑒𝐿. 

 

Fig. 3. Pore space geometry of the X-ray imaged Beadpack sample [14] here considered for the 
assessment of the numerical approach developed in our study (sample porosity is 0.359). 
 

 

Table 2. Comparison of the numerical results of Muljadi et al. [13] and El-Zehairy et al. [8] and 
those of the present study for permeability (𝑘𝐷) of the Beadpack sample depicted in Fig. 3. 

𝑘𝐷 × 1012(𝑚2) 

Porosity 
Total 

voxels 
Characteristic 
Length (µm) 

Resolution 
(µm)  

Sample Present 
study 

El-Zehairy et 

al. [8] 

Muljadi et 

al. [14] 

5.43 5.43 5.57 0.359 3003 100 2.0 Beadpack 
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Fig. 4. Imposed pressure gradient across the X-ray imaged Beadpack sample (Fig. 3) versus the 
evaluated average flux (i.e., Darcy velocity) as a result of our computations and those of Muljadi 
et al. [14] and El-Zehairy et al. [8]. The value of Darcy velocity at which the onset of non-Darcy 
flow regime starts to be visible is also included, the dashed line representing linear (i.e., Darcy) 
behavior. 
 

Table 3. Values of 𝑅𝑒𝑘 and 𝑅𝑒𝐿 corresponding to the onset of a non-Darcy flow regime for the 
Beadpack sample (Fig. 3) as obtained in this study and by Muljadi et al. [14] and El-Zehairy et 
al. [8]. 

 
Reynolds number corresponding to the onset of non-

Darcy flow regime 

 𝑅𝑒𝑘 𝑅𝑒𝑙 

Muljadi et al. [14] 6.64 × 10−2 2.79 

El-Zehairy et al. [8] 4.15 × 10−2 1.78 
Present study 6.58 × 10−2 2.71 

 

 

Fig. 5. Values of 𝑘𝑎𝑝𝑝 versus 𝑅𝑒𝐿 resulting from the current study and from Muljadi et al. [14] 

and El-Zehairy et al. [8]. 
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The impact of porosity and PPI on the pore-scale velocity field can be visually 

appraised in Fig. 6, which depicts (steady-state) streamlines (velocity values being 

presented through a color map) for samples 4 and 9 which are characterized by lowest 

porosity / largest PPI and largest porosity / lowest PPI values, respectively (see Table 1). 

Due to the high porosity of the samples, the flow field (as expressed in terms of 

streamlines spatial distribution) is well connected in both cases, a more tortuous flow 

pattern being noticeable for sample 4 that is associated with a larger PPI value and hence 

a more complex pore structure. It is noted that a significant increase of PPI yields a visibly 

enhanced complexity of the velocity distributions, which appears to be characterized by 

a high degree of spatial heterogeneity. 

  

(a)  (b)  

Fig. 6. Streamlines (velocity values are illustrated through a color map) for synthetic samples 

(a) 4 (Porosity = 0.85, PPI = 40), (b) 9 (Porosity = 0.95, PPI = 10) listed in Table 1. 

Fig. 7 depicts spatial distributions of the norm of pore velocities and streamline 

patterns for a collection of samples under given imposed pressure gradient. For 

completeness, the corresponding tortuosity values are also included. As noted above, one 

can see that the flow field varies spatially forming wavy patterns, a higher degree of 

tortuosity and spatial heterogeneity of flow across samples being generally associated 

with increased PPI values (compare Figs. 7 a, b, and c) and differing porosities (compare 

Figs. 7 c and d). It is recalled that tortuosity is evaluated through the numerical pore 

velocity field and is defined as the ratio between the average of the magnitude of the 

velocity component parallel to the macroscopic flow direction (〈𝑢𝑥〉) and the spatial 

average of the velocity field magnitude over the pore space (〈𝑢𝑝〉) [52]: 
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𝑇𝑜𝑟𝑡𝑢𝑜𝑠𝑖𝑡𝑦 =
 〈𝑢𝑥〉

〈𝑢𝑝〉
 (10) 

This method and formulation is also employed by [14] to evaluate tortuosity in 

porous structures associated with natural rocks. It is known that tortuosity is a descriptor 

of an average elongation of fluid streamlines in a porous medium as compared to free 

flow (see, e.g., [52]). While there are several methods for the evaluation of tortuosity, one 

can assess it on the basis the velocity field, without the need of determining streamlines. 

This highly simplifies the determination of tortuosity in complex geometries, including 

porous structures of the type here considered. 

Tortuosity = 1.0596 

 
Tortuosity = 1.0640 

 

  

(a) (b) 

Tortuosity = 1.0782 

 
Tortuosity = 1.0954 

  

(c) (d) 

Fig. 7. Spatial distribution of the norm of pore velocities for a given imposed pressure gradient 
(i.e., 10 (Pa/m)) and samples (a) 9 (Porosity = 0.95; PPI = 10); (b) 10 (Porosity = 0.95; PPI = 
20); (c) 11 (Porosity = 0.95, PPI = 30); and (d) 3 (Porosity = 0.85; PPI = 30). 
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Fig. 8 juxtaposes the dependence of 𝑘𝑎𝑝𝑝  and tortuosity on 𝑅𝑒𝑘  for two selected 

samples, associated with a given porosity and diverse PPI values. These results suggest 

that complexity of the flow pathways (as expressed through tortuosity) increases with 

values of the Reynolds number for scenarios associated with (macro-scale) non-Darcy 

regimes. 

Results of the study also reveal that pore geometry has a significant effect on the 

spatial organization of flow velocity and energy loss (which is in turn related to pressure 

loss). Decreasing porosity and increasing PPI yields an enhanced level of complexity of 

the flow patterns, even as velocity gradients across the simulation domains tend to 

decrease. A quantitative analysis of these elements is further offered in the following. 

 

(a) 

 

(b) 

Fig. 8. Dependence of 𝑘𝑎𝑝𝑝 (primary vertical axis) and tortuosity (secondary vertical axis) on 

𝑅𝑒𝑘 for synthetic samples (a) 1 (Porosity = 0.85; PPI = 10) and (b) 2 (Porosity = 0.85; PPI = 40) 
of Table 1. 
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Fig. 9 depicts spatial distributions of pore flow velocities across samples 2, 3, and 4 

(see Table 1 for a description of the samples) which are characterized by the same 

porosity (i.e., equal to 0.85) and differing PPI values. While increasing PPI yields pore 

velocity fields with reduced magnitude range (as shown by the color map in Fig. 9), it 

leads to an increased complexity of the structure of the pore space within which the fluid 

moves, as discussed above. Additionally, it is noted that an increased level of spatial 

variability of the pore-scale velocity field is associated with the samples with larger PPI 

numbers, as documented through the highest local velocity contrasts visibly appearing in 

Fig. 9. Therefore, the heterogeneity in the pore structure of the metal foams (here 

assessed in terms of PPI) appears to cause the flow to be associated with a non-Darcy 

regime even at low values of Reynolds number (see below and Table 5 for a quantitative 

analysis). This, in turn, suggests that there might be an associated enhancement of the 

heat transfer capability of the system ([53], [54]), which is a major feature that should be 

considered for efficient design of the industrial metal foams. 

It should be noticed that the pore structure of these open-cell metal foams is 

generated using a repetitive pattern, so that the geometry structure is isotropic, this 

reflecting also on permeability which can then be considered as isotropic. Investigation 

of the flow patterns across anisotropic samples will be subject to future studies. 

 

   

Sample2 Sample3 Sample4 

   

Fig. 9 Spatial distribution of pore flow velocities across samples (a) 2, (b) 3, and (c) 4 (see Table 
1 for description of the samples) which are characterized by the same porosity (i.e., equal to 
0.85) and differing PPI values for a fixed pressure gradient of 1 (kPa/m). 

Fig. 10 depicts sample probability density functions (PDFs) of normalized Eulerian 

pore velocities for various combinations of porosity and PPI values. These results are 

complemented by Table 4 which lists values of mean velocity and coefficient of variation 

for the samples illustrated in Fig. 10. One can note that peak values are seen to decrease 

0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045

Pore velocity (m/s)

0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016 0.018

Pore velocity (m/s)

0.001 0.002 0.004 0.005 0.006 0.008 0.009 0.011 0.012

Pore velocity (m/s)



 
 

18 

as porosity and PPI increase and PDFs tends to be characterized by a slight increase of 

the coefficient of variation (see also Table 4) for the samples with more heterogenous 

pore scale structure (i.e., with the largest PPI). The left skewed character of the PDFs 

reveals that a portion of the pore space locally experiences velocities significantly 

different from the average pore velocity magnitude. These differences from the average 

velocity value are linked to the occurrence of localized regions with high pore velocity 

gradients (corresponding to the red spots in Fig. 9). These are the areas that may be at 

the core of the onset of non-Darcy flow even in the presence of low values of Reynolds 

number and can potentially enhance heat exchange rates. The documented local 

fluctuation of pore velocity is strongest for the samples with the largest PPI values. This 

latter observation is also consistent with results stemming from a typical analysis of the 

spatial correlation of the evaluated velocity fields. 

Fig. 11 depicts sample variograms of pore-scale velocity evaluated across a cross 

section oriented along the flow direction for the metal foam samples 9, 10, 11, and 12 

which are characterized by the same porosity (which is the highest amongst the samples) 

and differing PPI values. Fig. 11 also include results of variogram modeling, for 

completeness. For ease of visualization, sample variograms are normalized with respect 

to the sill of the corresponding interpretive model. Estimates of variogram model 

parameters as well as of their associated uncertainty (expressed through the ensuing 

estimation variance) are quantified through a classical Maximum Likelihood approach. 

The theoretical variogram model which best interprets the observations is selected upon 

relying on the Kashyap model discrimination criterion (e.g., [55],[56],[57] and references 

therein) that has been applied considering a Gaussian, a simple exponential, and a 

spherical model, which are amongst the most frequently considered interpretive models 

(details not shown). It is noted that the selection of the variogram model depends on the 

value of PPI associated with the system. For example, while Samples 9 and 12 are 

associated with a spherical model, a simple exponential model appears to best interpret 

the spatial structure of the velocity variogram across Samples 10 and 11. While of 

interest, given the objective of the study, we defer to future works the analysis of the way 

geometrical features of the system might be related to the functional format of the 

variogram of Eulerian pore-scale velocities across these systems. 

Otherwise, these results clearly show that by increasing PPI there is an overall 

decrease in the variogram integral scale, which is associated with the strength of the 
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spatial correlation of the pore velocity data. With reference to Fig. 11, it is noted that 

estimates of variogram integral scale (in m) are equal to 0.0006 (estimated range of 

0.0016, with associated standard deviation of 1.0 × 105), 0.00027 (estimated range of 

0.00027 with an associated standard deviation of 7.3 × 106), 0.00019 (estimated range 

of 0.00019 with an associated standard deviation of 6.8 × 106), and 0.00015 (estimated 

range of 0.00039 with an associated standard deviation of 3.4 × 106) for Samples 9, 10, 

11, and 12, respectively. This in turn implies an increase in the degree of spatial disorder 

of the pore velocity field which eventually triggers the onset of a non-Darcy regime at 

lower Reynolds numbers within the samples with higher PPI values. 

  

  (a) (b) 

Fig. 10. Sample probability density function of (normalized) pore flow velocities at a given 
pressure gradient of 1 kPa/m and corresponding to samples with (a) a given porosity and 
differing PPI values or (b) a given PPI and differing porosity values (here, 𝑢𝑝 denotes the norm 

of pore velocity). 
 

Table 4. Average velocity and coefficient of variation of sample pore velocity values associated 
with the systems depicted in Fig. 10. 

Porosity = 0.85 

Sample Number PPI Average Velocity < 𝑢𝑝 > (m/s) Coefficient of Variation 

2 20 0.123 0.053 

3 30 0.048 0.057 

4 40 0.031 0.059 

PPI = 30 

Sample Number Porosity Average Velocity < 𝑢𝑝 > (m/s) Coefficient of Variation 

3 0.85 0.048 0.057 

7 0.90 0.066 0.058 

11 0.95 0.077 0.060 
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Fig. 11. Empirical variograms (symbols) of Eulerian pore velocities evaluated across a cross 
section oriented along the flow direction (under an imposed pressure gradient of 100 Pa/m) for 
the metal foam samples 9, 10, 11, and 12 which are characterized by the same porosity (= 0.95) 
and differing PPI values. Corresponding results from variogram modeling are also depicted 
(dashed curves). 
 

Values of Reynolds number corresponding to the onset of non-linear flow behavior 

in some of the analyzed foam samples are listed in Table 5. These results show that the 

samples characterized by a porosity equal to 0.85 are linked to values of the Reynolds 

number at which the non-linear flow starts that decrease from 99 to 20 upon increasing 

PPI values from 10 to 40. Further to this, it is noted that at PPI = 10 more than 10% 

increase of the porosity is required to significantly reduce the critical value of the 

Reynolds number. This, in turn, suggests that PPI can have a stronger control on the onset 

of a nonlinear flow regime than porosity in the open-cell metal foams with the pore 

structures analyzed in this study. While in the presence of higher porosities (e.g., porosity 

= 0.90) the effects of PPI on the emergence of non-linear flow can be less strong, our 

results suggest that there might be an optimal combination of PPI and porosity values to 

yield desired conditions, a topic which can be subject to future analyses. 
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Table 5. Values of Reynolds number corresponding to the onset of non-linear flow behavior 
for selected synthetic foam samples. 

Sample Number Characteristics Onset of non-Darcy flow 

 Porosity PPI 𝑅𝑒𝐾 < 2 𝑅𝑒𝑙 < 100 

PPI EFFECT; Porosity = 0.85 

1         0.85       10 1.77 99 

2         0.85        20 0.45 26.2 

3         0.85        30 0.34 19.5 

4         0.85        40 0.28 16.5 

POROSITY EFFECT; PPI = 10 

1       0.85      10 1.77 99 

5       0.90      10 1.58 82.5 

9       0.95      10 1.44 60 

 

Fig. 12 depicts the dependence between pressure loss and average (Darcy) pore 

velocity across the metal foam samples investigated. Note that the blue line depicted in 

the figure represents a (linear) Darcy behavior, which is mainly related to small pressure 

losses. Otherwise, red symbols and the black curves correspond to the behavior 

described by the numerical results and the Forchheimer model (see Eq. 4), respectively. 

It is observed that increasing PPI values favor a reduction in the value of the critical 

Reynolds number (which is defined as the Reynolds number at which there is the 

emergence of a non-Darcy regime). This is in line with the previously observed increased 

complexity of the pore space structure, and, ultimately, tortuosity. These findings are also 

consistent with prior studies on metal foam samples [58] and further support the 

observation that in metal foams a Darcy model holds only across a limited range of the 

average fluid velocity and only in the presence of low pressure gradients (this is clearly 

seen in Fig. 12, where pressure gradients at which flow behaves linearly are typically less 

than 3 kPa/m ). Thus, a Forchheimer model (of the kind embedded in Eq. 4) should be 

applied to analyze flow behavior in metal foams operating under typical conditions which 

are considered in industrial applications to enhance heat and mass exchange rates (see 

also [59]). 
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Sample 3 (Porosity = 0.85, PPI = 30) Sample 4 (Porosity = 0.85, PPI = 40) 

  

Sample 11 (Porosity = 0.95, PPI = 30) Sample 12 (Porosity = 0.95, PPI = 40) 

Fig. 12. Pressure gradient versus velocity for samples with different PPI and porosity values. 
The onset of the non-Darcy flow regime (as expressed in terms of 𝑅𝑒𝑘) is displayed by the 
vertical red dashed lines. The blue line represents a (linear) Darcy behavior; red symbols and 
the black curves correspond to the behavior described by the numerical results and the 
Forchheimer model (see Eq. 4), respectively. 

Fig. 13 depicts apparent permeability 𝑘𝑎𝑝𝑝  versus 𝑅𝑒𝑘  for all samples analyzed. 

These results are complemented by Table 6, where the resulting intrinsic permeability, 

Forchheimer permeability, and the Forchheimer coefficient (𝛽) are listed. The value of 𝛽 

is assessed through the slope of the curves describing 
1

𝑘𝑎𝑝𝑝
 versus 

𝜌𝑈

𝜇
 (see Eq. 7) within 

the Forchheimer regime. These results reveal that, for a given porosity, apparent 

permeability decreases with increasing PPI. In samples with porosity equal to 0.85, 

apparent permeability decreases approximately 10 times upon increasing PPI from 10 to 

40. 
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Fig. 13. Values of 𝑘𝑎𝑝𝑝 versus 𝑅𝑒𝑘 for all synthetic samples listed in Table 1. 

Table 6. Values of Darcy and non-Darcy permeabilities and of coefficient 𝛽 (see Eq. 7) for all 
synthetic samples.  

𝛽 × 10−4(m−1) 𝑘𝐹 × 108(m2) 𝑘𝐷 × 108(m2) PPI Porosity 
Sample 

number 

8.63 4.271 4.347 10 0.85 1 

17.03 1.032 1.119 20 0.85 2 

25.60 0.421 0.488 30 0.85 3 

34.22 0.214 0.271 40 0.85 4 

7.98 4.288 4.409 10 0.90 5 

14.09 1.062 1.140 20 0.90 6 

23.90 0.458 0.492 30 0.90 7 

31.91 0.251 0.275 40 0.90 8 

6.247 5.823 6.195 10 0.95 9 

12.43 1.372 1.546 20 0.95 10 

18.74 0.588 0.686 30 0.95 11 

24.81 0.291 0.386 40 0.95 12 
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Fig. 14 reveals that 𝑘∗ (see Eq. 8) is virtually insensitive to 𝑅𝑒𝑘 across the region 

characterized by the Darcy regime, where values of apparent and intrinsic permeability 

coincide. Otherwise, 𝑘∗  decreases with increasing Reynolds number within the non-

Darcy flow regime region, consistent with an associated decrease of apparent 

permeability. 

  

  

Fig. 14. Dimensionless permeability 𝑘∗ (Eq. 8) versus 𝑅𝑒𝑘 for the synthetic samples analyzed. 

Fig. 15 complements these results by depicting 
1

𝑘𝑎𝑝𝑝
 versus  

𝜌𝑈

𝜇
. Considering the 

results encapsulated in Fig. 15 and Table 7, it is noted that the highest values of 𝛽 

correspond to the samples with the largest PPI values, providing further support to the 

importance of including the impact of the Forchheimer inertial term in modeling flow 

across these types of highly porous and heterogeneous systems. 
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Sample 1 (Porosity = 0.85, PPI = 10)  Sample 2 (Porosity = 0.85, PPI = 20) 

  

Sample 11 (Porosity = 0.95, PPI = 30) Sample 12 (Porosity = 0.95, PPI = 40) 

Fig. 15. Values of 1/kapp versus (
𝜌𝑈

𝜇
) for four selected samples with differing PPI and porosity 

values. 

4. Conclusions 

Results of a suite of detailed high-resolution pore-scale direct numerical 

simulations are presented to investigate key aspects of the onset of (macro-scale) non-

Darcy flow regimes through open-cell metal foams with differing geometrical attributes. 

The study rests on synthetically generated pore structures, computational analyses of 

pore-scale velocity fields being performed to explore the effect of porosity and number 

of pores per inch (PPI) of the foam structures on (i) the emergence of non-Darcy flow, (ii) 

permeability associated with Darcy and non-Darcy regimes, and (iii) Forchheimer 
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coefficient as well as apparent permeability. The study leads to the following major 

conclusions. 

1) Pore geometry in such highly porous materials markedly affects the spatial 

organization of flow velocity. Decreasing porosity and increasing PPI favors an 

enhanced level of complexity of the flow patterns. The degree of heterogeneity in 

the pore space structure of the metal foams (as expressed in terms of PPI) is seen 

to promote the occurrence of a non-Darcy regime even at low values of Reynolds 

number, this finding being potentially relevant to assist enhancement of heat 

transfer capability of foams. 

2) Local fluctuations of pore-scale velocities are seen to be highest for the samples 

with the largest PPI values. This observation is also consistent with results 

stemming from a characterization of the spatial correlation structure of the 

evaluated Eulerian velocity fields where we document an increase in the degree 

of spatial disorder of the pore velocity field. The latter is intimately related to the 

observed decrease of the spatial integral scale of velocities, which is at the basis of 

the onset of a non-Darcy regime for values of the Reynolds number that tends to 

decrease with increasing PPI values. On these bases, it is shown that flow in the 

open-cell metal foams analyzed is predominantly in a non-Darcy regime 

3) The number of pores per inch is seen to exert a stronger control on the onset of a 

nonlinear flow regime than porosity across the systems we analyze. For example, 

at PPI = 10 more than 10% increase of the porosity is required to significantly 

reduce the value of the Reynolds number at which no-Darcy effects are visible. 

Overall, our results suggest that there might be an optimal combination of PPI and 

porosity values that might be suitable to achieve desired strength of non-linear 

effects, a topic which can be subject to future analyses. 

4) For a given porosity, apparent permeability decreases with increasing PPI. Our 

results suggest that the highest values of the Forchheimer coefficient are 

associated with the samples with the largest PPI values. All these elements 

support the importance of including the impact of inertial terms in modeling flow 

across these types of highly porous and heterogeneous systems. 

Upon leveraging on the results of the present study, future developments aim at 

investigating the effect of non-linear flow behavior on heat transfer across open-cell 

metal foam samples with various degrees of geometrical complexities to contribute to 



 
 

27 

applications in sustainable energy practices. Future extensions of the study will also 

include detailed analyses of flow and solute transport processes, including various types 

of chemical reactions which can be of interest in the context of environmental 

engineering applications. 
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APPENDIX A 

The OpenFOAM software (version 7) is used in the present study to perform pore-

scale flow simulations and visualization for the analyzed open-cell metal foam samples. 

It is recalled that OpenFOAM is a well-known open-source CFD software based on C++ 

programming language, which is developed for applications in science and engineering. 

The computational suite has been selected as it enables one to employ various solvers to 

simulate, visualize, and analyze complex fluid flows involving chemical reactions, 

turbulence, and heat transfer. Flow simulations in this study are performed using module 

“SimpleFoam” on OpenFOAM platform. This library provides the computational model 

solves system of Navier-Stokes equations for laminar incompressible fluid flow.  

APPENDIX B 

 
Figure 16. Computational results of the norm of the pressure gradient field associated with 
sample 6 of Table 1 (Porosity = 0.90 and PPI = 20). 
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APPENDIX C 

Numerical simulations with differing mesh sizes are performed to find the 

optimum mesh size for each of the samples. Details about the optimum finite cell numbers 

and the associated values for the permeability of the samples are listed in Table 7. For 

simplicity, only permeabilities evaluated by the three final meshes at which convergence 

of the result is obtained are listed. Additionally, as an example, Fig. 16 depicts the 

permeability 𝑘𝐷  values associated with the simulations related to sample 2 (which is 

characterized by the most complex geometry) versus the number of cells employed in the 

numerical analyses. These results enable us to identify Mesh #2 as appropriate for our 

analyses. For these simulations we relied on a workstation with 2 Intel® Xeon® CPUs 

(each including 16 threads @ 3.3 GHz) and 64 GB computational memory. 

Table 7. Darcy permeability 𝑘𝐷 evaluated for selected samples and corresponding to the three 
final meshes at which convergence of the result is obtained.  

Sample 

number 

Mesh#1 

(Cell 
number) 

Permeability 
𝑘𝐷 × 108 

Mesh#2 

(Cell 
number) 

Permeability 
𝑘𝐷 × 108 

Mesh#3 

(Cell 
number) 

Permeability 
𝑘𝐷 × 108 

1 1003 4.543 1503 4.416 2003 4.346 

2 1003 1.285 1503 1.176 2003 1.115 

3 1003 0.490 1503 0.495 2003 0.492 

4 1003 0.294 1503 0.282 2003 0.277 

 

Fig. 17. Values of kD versus the number of cells employed in the numerical analyses for sample 2. 
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