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Active debris removal and unmanned on-orbit servicing missions have gained interest in the last few years, along with the possibility to perform them through the use of an autonomous chasing spacecraft. In this work, new resources are proposed to aid the implementation of guidance, navigation and control algorithms for satellites devoted to the inspection of non-cooperative targets before any proximity operation is initiated. In particular, the use of Convolutional Neural Networks (CNNs) performing object detection and instance segmentation is proposed and its effectiveness in recognizing components and parts of the target satellite is evaluated. Yet no reliable training images dataset of this kind exists to date. A tailored and publicly available software has been developed to overcome this limitation by generating synthetic images. Computer Aided Design models of existing satellites are loaded on a 3-D animation software and used to programmatically render images of the objects from different point of views and in different lighting conditions, together with the necessary ground truth labels and masks for each image. The results show how a relatively low number of iterations is sufficient for a CNN trained on such datasets to reach a mean average precision value in line with state-of-the-art-performances achieved by CNNs in common datasets. An assessment of the performance of the neural network when trained on different conditions is provided. To conclude, the method is tested on real images from the MEV-1 on-orbit servicing mission, showing that using only artificially generated images to train the model does not compromise the learning process.

I. Introduction

The incipient overcrowding of the most exploited orbits due to the presence of man-made Resident Space Objects (RSO) is a non-trivial challenge for the design of new space missions. Among the various practices to mitigate the problem, the adoption of end-of-life measures, such as the injection into graveyard orbits or a controlled atmospheric reentry, are recommended internationally when the RSO preserves some control capabilities [1]. For non-cooperative...
objects, besides their continuous and accurate tracking with advanced ground-based sensors [2], the implementation of active removal missions appears to be a crucial service to be developed in the upcoming future [3]. Active debris removal (ADR) has increasingly gained the attention of the community and has been drawing big efforts since it is the only long-term solution to the problem when atmospheric reentry disposal is not feasible. However, a very precise knowledge of the conditions of the satellite to be removed is needed to enable ADR. To this aim, missions specifically targeted to the inspection of the objective spacecraft come into play, such as the e.Inspector mission currently developed by ESA [4] or NASA's OSAM-1 mission [5]. The inspection is carried out through a secondary satellite, the chaser, whose orbit is defined based on the target RSO. Within a standard approach to operations, the satellite would rely on a constant flow of information, back and forth from the spacecraft to the ground, in order to determine the current dynamics of the target body. Usually, the data transmitted from the space segment is elaborated on ground, and relevant commands are transmitted back on orbit to be executed. This approach is well suited for typical monitoring trajectories around known objects, e.g. the ones exploiting the concept of safety ellipses [6], which can be designed to ensure the possibility to realize a wide range of different observation conditions, especially if the target is tumbling. However, it has been demonstrated that such investigation techniques could suffer from considerable shortcomings when dealing with unknown objects [7], whose tumbling attitude can't be assessed in advance. Indeed, should the target be controlled (i.e., not tumbling) this would impair the visibility of certain regions of its surface if the relative trajectory is kept constant. In this context, classical mission control routines may suffer from the need to continuously adapt the relative orbits to ensure a complete inspection of the RSO. This increases, in turn, the effort spent by mission analysts and limits the applicability of standard approaches.

Promoting autonomy in satellite operations may be a solution to the above issues. Since the main objective of inspection missions is the visual probing of the target satellite, the chaser is generally equipped with one or more cameras that are used to shoot pictures that are downlinked for subsequent analysis. These images could directly be exploited to untie the Guidance, Navigation, and Control (GNC) tasks from the ground segment: in fact, they could be fed to state-of-the-art image processing algorithms running on the on-board computer to detect the prominent components of the target satellite. Among the many possible techniques, the recent advances in machine learning approaches have been shown to grant adequate accuracy and applicability on low-resource systems, such as the ones typically adopted for space applications [8]. This kind of computer vision processes provides also a measure of the reliability of the results, which can be used to suggest the portions of the target to be further examined. This information can serve another piece of the GNC pipeline, namely an autonomous guidance algorithm (e.g., see [9]), to define a new flight profile for the chaser around the target to get more beneficial views on the most uncertain components of the inspected RSO. By performing the suggested course adjustments iteratively, full coverage of the target spacecraft could be obtained with a prescribed accuracy. Moreover, if properly tailored, also autonomous navigation could be achieved with a similar approach, as demonstrated in [8].
At this point, it is clear that the implementation of recognition algorithms and the assessment of their performances is of uttermost importance to enable the use of autonomous guidance and navigation algorithms for future inspection and proximity missions [10] and the thorough assessment of the target spacecraft configuration and degradation conditions. While many different solutions have already been proposed to perform pose estimation of the RSO, such as [11–13], little effort has been done, to date, to validate new techniques for the visual inspection of unknown target objects. In this work, a specific declination of Region-based Convolutional Neural Networks (R-CNN) has been chosen as the tool to tackle the problem [14]. These algorithms, just like any other image recognition algorithm, have to be trained on sets of pictures for which the category of the objects depicted and their position in the image are provided. Among its key innovations, this work introduces an approach to obtain training data for such neural networks. Up to date, in fact, something similar has only been done by training neural networks for the specific task of recognizing solar panels. The dataset for this application consisted of manually annotated images taken from the internet [15]. This approach has several disadvantages. The first one deals with the scalability of the method, which is a relevant drawback since it is well known that Neural Networks performances dramatically improve when trained on larger datasets. In fact, the images have to be manually labeled and there is no way to automate the process, which makes it labor-intensive for a human operator to provide a large enough dataset. Secondly, it is not possible to tailor the recognition for a specific target, should a mission aim to inspect a specific and *a priori* known RSO. Finally, this approach is strongly limiting in the kind of identified components (i.e. only solar panels), which makes the range of applicability of the approach narrower and less interesting. To overcome these limitations, the use of 3-D Computer Aided Design (CAD) models of various satellites is explored in this work to programmatically generate images with different points of view and lighting conditions. This has been achieved through the open-source computer graphic software Blender® accurately scripted in order to generate, together with the images, the necessary information on the objects depicted and their position in the picture, which hereafter will be referred to as *ground truth*. To the best of our knowledge, no other annotated dataset providing such variability of models and components of RSOs has been made publicly available to date to aid research efforts on the tasks of object detection and instance segmentation in the aerospace field (while well-known alternatives exist for pose estimation [11,16]). This approach proved to be an effective method for the training of the neural networks, also solving the problems outlined for the approaches previously used in the literature. Moreover, it granted adequate results not only on simulated images, but also on images from a real mission, namely the Intelsat 901 operative life extension mission [19,20].

The next section illustrates the reasoning behind the choice of the kind of NN to be employed as well as the specific implementation used. The working principles of the training and testing datasets generation tool are then highlighted in
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[1] https://www.blender.org/
Section III and the results obtained on an extensive testing campaign are discussed in Section IV.

II. Convolutional Neural Networks for image recognition

In the last few decades, Machine Learning has gained increasing popularity due to the exponential improvement of the computing capabilities of microprocessors and, above-all, to the exploitation of graphic cards architecture [17]. Among the various approaches used in Machine Learning (ML), Artificial Neural Networks (ANNs) and, in particular, Convolutional Neural Networks (CNN) have proved to be very effective in the field of computer vision, which is the ability of the machine to gain high-level understanding of their surrounding environment from digital images. Among the various kinds of tasks that such algorithms can perform, the most interesting ones for the problem at hand are object detection and instance segmentation. Object detection refers to the capacity to identify various objects in each image, drawing for each of them a bounding box. Instance segmentation instead, rather than finding the envelope of each object as in the previous case, focuses on telling exactly which pixels belong to the object.

The approaches applied in the dedicated literature belong to two main categories: dual stage approaches like Faster R-CNN [14, 18, 20] and single stage approaches [21, 22]. During the first step of a typical dual stage algorithm the image undergoes a first level of processing where an object proposal algorithm extracts patches from the original image which may contain an object. These object proposal techniques can be standard image processing algorithms [14], as well as other layers of a CNN [18]. In the second step, the proposed patches are fed to a classical CNN which assigns them a category. On the other hand, single stage approaches only apply a single CNN to the full image directly. The CNN divides the input into regions and predicts bounding boxes and probabilities for each region. It is clear that the underlying architectures cause the dual stage approaches to be slower then single stage ones, while retaining higher accuracy. In this work, the problem specific situation of satellite inspection is considered, where natural observation trajectories in LEO would last several tens of minutes [9]. Therefore, we select Mask RCNN [20], which is the state-of-the-art algorithm for semantic segmentation using a dual stage approach. This approach adds a mask prediction branch to Faster RCNN [18] with almost no additional computational time. While the use of segmentation maps for navigation about known small irregular bodies has been recently investigated [23], this technology has never been applied before for the inspection of unknown RSO, but could prove useful in different ways, since it provides useful information not only on the generic bounding box containing a certain part of the satellite in the image, but also on where the material is located inside that box. This information may turn out to be paramount for the determination of attitude, geometrical properties, and mass distribution of the observed RSO, should it be in an off-nominal configuration. Think, for example, of promising inspection techniques as the one explained in [7] or other based on the concept of safety ellipses. Since the center of mass of the object is assumed to coincide with the center of the ellipsoid, these techniques would fail in the case of highly asymmetric or elongated objects. Knowing the typical materials which constitute the elements of a spacecraft, the present work could provide a more reliable estimation of the mass distribution of the object.
and the related properties. Due to these reasons, the present work is thought as an instrument to provide additional information to make other strategies more robust, rather than offering a self-contained alternative solution by itself.

### III. JINS: a synthetic images generator for the training of machine learning algorithms

The idea to overcome the issue of providing accurate automated labeling to images relies on the use of Python™ programming language and the scripting capabilities of the 3-D graphic software Blender®. The software that has been implemented to this purpose is called JINS, which stands for JINS Is Not a Simulator. JINS’s pipeline relies on three main steps: a manual pre-processing phase, the generation of the images, and the generation of the annotation file containing the ground truth.

#### A. Model pre-processing

First, the provided spacecraft CAD model is adjusted to comply with the code requisites. This step is a one-time-only procedure, which must be applied for every new model that the user desires to add to the dataset. Blender gives the user the ability to load several of the most used output formats from CAD programs, which is an advantage since this kind of files are always produced during the design process of the satellite and could therefore be used for the study of a tailored on-orbit servicing or disposal mission.

The necessary preprocessing of the model starts with its subdivision into parts corresponding to the components of interest. Each occurrence of these components included in the list of classes to be identified must be interpreted by the software as a distinct standalone object. Then, a custom property has to be specified for each of the parts of interest: this has to be identified by the ‘label’ keyword and its value has to be set to a string corresponding to the class.

Secondly, an empty entity for the camera to point to must be provided. In this case, a simple set of Cartesian axes has been used. The origin of these axes is positioned in a random point close to the satellite but not necessarily coincident with any notable physical or geometrical point (e.g. the center of mass). The aim of this entity is to supply an off-nominal target for the camera, with the aim of introducing a small offset from the center of the image (e.g. to simulate a non-ideal pointing of the RSO). Indeed, this is a desirable feature since it adds diversity to the dataset and forces the algorithm to learn to recognize the objects independently of their position in the image.

#### B. Image generation

Once the model has been adapted, it is fed to the part of the JINS software that is responsible for the images generation. In short, it generates a user-defined number of light objects in the scene and activates them one at a time. For each of these light sources, it generates a number of cameras and renders the image from each of these points of view. At this step, also the ground truth pixel masks are generated for each object of each category. A conceptual
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1 In Blender, an Empty is an object which is not rendered, i.e. an object that can be used for modeling purposes but that does not appear in the image when it is generated.
scheme of the procedure is provided in Fig. 1 and a sample of the results is provided in Fig. 2. As already said, variety is a key feature for the dataset to have good performances, therefore some measures have been taken to ensure that the obtained dataset is sufficiently representative of real conditions.

1. Light conditions

A user specified number of light sources are added to the scene. These mimics the lighting from the Sun, which illuminates the scene with rays that are all parallel to a specified direction. The script generates a random unit $1 \times 3$ vector, spawns a Sun lighting object in the scene and then applies a quaternion rotation so that its direction matches the one of the vector just created.

2. Camera generation

For each of the generated light sources, a number of cameras is randomly generated in a solid angle with maximum aperture of $35^\circ$, centered around the lighting direction and pointed towards the offset target empty object. Thanks to this random sampling, each light source will have its own random and unique set of cameras. This approach ensures that the lighting conditions in the image are always reasonable. In fact, in a real application, there would be no reason to take pictures of the target satellite when it is not properly lit. Since the used 3D spacecraft models are not characterized by a uniform scale, the camera focal length is kept constant and the range of distances from the target in which the camera can be generated is tailored to each model in order to guarantee that the satellite is clearly visible in the image, without being too small for its parts to be distinguishable or so large that one of its components completely fills the camera field of view.

3. Mask generation

Exploiting Blender® compositor nodes, binary masks like the ones shown in Fig. 2 can be obtained at almost no additional computational effort at the same time that the full image is rendered. These masks specify the area in the picture covered by each of the parts of the satellite and are used to encode the ground truth for the dataset.

Earth background The JINS software is also capable of including the Earth in the background of the image (if needed), in order to increase the complexity, variety and verisimilitude of the training and testing datasets. Due to limitations of the available computational resources, the planet model could not be directly added to the scene. Therefore a workaround inspired by [8,11] was implemented. First, a series of pictures of the Earth in different light conditions and from different points of view are rendered. Secondly, JINS randomly selects one of these pictures and uses it as a background when rendering the model of the spacecraft.

This is obviously a non-optimal solution as it could lead to images that are not physically accurate, but solving this issue is considered to be beyond the purpose of this study.
Fig. 1 Scheme of the image generation pipeline in JINS.
Fig. 2 Example of a rendered image and the related masks identifying the different components. The object’s class is specified in the filename under the images.
C. Annotation file generation

The network does not look at the mask images directly, but rather reads the information from the annotated file. Such information is provided via a .json file and it is the only additional information that must be provided to the neural network together with the training pictures. Therefore, another script takes care of the encoding of the such .json file stating the class and the polygon that encloses each object. The selected data format for the database is the one of COCO\[\textsuperscript{\[\text{¶}\]}\] (Common Objects in COntext), which is one of the most common benchmarking datasets for new algorithms in the field of computer vision and has, therefore, become one of the standards for image annotation. The choice of this particular data format is owed to the desire to make the JINS dataset and code publicly available for other users.

The annotating procedure starts by identifying, based on the name of the image, all of the masks that are related to it. Then, using the API from COCO\[\textsuperscript{\[\text{‖}\]}\], it is able to identify the white polygon in each mask and, from that, to build the bounding box. The class of the object is inferred from the filename of the mask image and it is determined by the label assigned to the object in the model pre-processing phase. Through the API other properties can be inferred too, such as the measure of the area of the mask, which is useful in order to neglect objects that are too small in the image.

IV. Results

Among the various available implementations of the image recognition algorithm, Detectron2 \[\textsuperscript{[24]}\] has been selected for this work as it is the latest iteration of the code from the original authors of the Mask R-CNN paper \[\textsuperscript{[20]}\], which has been developed by the Facebook AI Research (FAIR) group. Among the different base models provided by Detectron2, the one that was chosen is the R50-FPN-3x, which uses a ResNet \[\textsuperscript{[25]}\] backbone architecture with 50 layers and a Feature Pyramid Network (FPN) \[\textsuperscript{[26]}\] for the regions proposal. This particular architecture has been selected because, despite being one of the least resources intensive options both in terms of training time and memory usage, it still performs adequately well \[\textsuperscript{[27]}\].

The number of classes the neural network was trained to recognize is four: antenna, main body, solar panels, and engines. The ‘thruster’ class was initially taken into account too, however its instances were too small in the generated dataset even for human recognition. Hence, they were always rejected when inferring the ground truth from the masks. As a consequence, closer images would be needed to recognize them.

Six satellites' models\[\textsuperscript{\[\text{\*\*\*}\]}\] have been used to generate the images of the RSOs to be recognized. Figure 3 shows them, together with the names that will be used hereafter to refer to each of them. This is useful since some of the results find

\[\text{\[\text{¶}\]}\]http://cocodataset.org/#home (last accessed: 11 April 2021)
\[\text{\[\text{‖}\]}\]https://github.com/cocodataset/cocoapi (last accessed: 11 April 2021)
\[\text{\[\text{\*\*\*}\]}\]The resources used in the current work can be found at the following links (last accessed: 11 April 2021):
https://free3d.com/3d-model/small-satellite-308237.html
https://sketchfab.com/3d-models/satellite-f8bd72434281441db77e85ce830f89c1
https://nasa3d.arc.nasa.gov/models
and https://www.cgtrader.com/3d-models/space/spaceship/low-poly-satellite-parts
Two different couples of training and testing datasets were produced for each satellite model: one with the Earth in background and one without it. In either case, the number of images is 800 for the training set (80 different lighting conditions and 10 different rendering points of view for each of them) and 200 for the testing set (20 lighting directions and 10 cameras each). As explained in Section III.B.2 the sets of camera viewing directions are randomly selected and, as a consequence, each set differs for each lightning condition. Being the number of classes quite small and the base NN pre-trained on the COCO dataset, the number of images used is enough to provide acceptable results, as shown hereinafter. Good results have actually been achieved in the literature with even smaller datasets using Faster R-CNN [28], but leveraging an higher number of images was preferred both because of the novelty of the task to be performed and the used datasets being fully synthetic.

Square images with a 700 px size have been used to build the datasets used for this work. It is common practice in the field of computer vision to include real images in the dataset along with the synthetic ones, as it is already done for pose estimation datasets in aerospace applications such as [11, 16, 28], in order to increase the robustness of the training process. Nonetheless, contrarily to pose estimation data, generating segmentation maps automatically on real data is something that requires much more study and effort. Since, at the moment, it is only possible to annotate segmentation maps of real images by hand, using the small number of available real images as a test dataset was preferred (see Sec. IV.D.3), as it was deemed more useful and insightful than exploiting them in the training dataset.

For the current study, each CNN model has been trained for 2,500 iterations with a learning rate of 0.0025, which showed to be a good compromise between training time and performances. The inference runs at around 10 FPS for each of the evaluated datasets when using GPUs computing power on Google Colaboratory servers (the actual hardware architecture changes). The inference process is much slower when run on CPU rather then GPU, requiring an average of 4-5 seconds per image (0.2-0.3 FPS). Nonetheless, given the relatively long duration of the observation legs, this is deemed sufficient for a possible on-board implementation. In fact, even when not supported by proper hardware, the method could still be employed to gather additional information on the geometry, configuration, and conditions of the unknown target, e.g. during the observation phases scheduled in the mission paradigm envisioned by Maestrini et al. [7].

When post-processing the large amount of test data it seemed reasonable to search for a single metric, among the ones usually used in the machine learning field, capable of summarizing the overall performance of the network and the validity of the proposed method. Since the Average Precision (AP) and the mean Average Precision (mAP) also convey information concerning the true and false positives identified instances, they were deemed sufficient to capture the overall performance of the network on the newly proposed task. To understand them let us introduce some other
Fig. 3  Spacecraft models used in the present work. The names that will be used to refer to them are here reported under each image.
definitions first [29].

\[
\text{Precision : } p = \frac{TP}{TP + FP} \\
\text{Recall : } r = \frac{TP}{TP + FN}
\]  

(1)

where \(TP\) stands for true positives and refers to the number of objects correctly identified, while \(FP\) are the false positives, i.e. instances identified as something they are not, and \(FN\) are the false negatives, which is the number of objects which are not identified. True/false positives and negatives are identified based on the IoU metric, which is the ratio between the area of the mask as identified during inference and the one reported in the ground truth and the union of the two masks. These quantities can be computed for each class of objects and lead to the definition of

\[
\text{Average Precision : } AP = \int_0^1 p(r) \, dr
\]  

(2)

as the area under the precision-recall curve for each class. Such curve is usually computed by the 11-point interpolation or similar techniques, so that the previous formula could, for example, assume the form

\[
AP = \frac{1}{11} \sum_{r_i} p(r_i)
\]  

(3)

where \(r_i\) is the \(i\)-th recall sample in the interval \([0, 1]\).

The mAP is then simply the average of the AP over the classes and it is therefore more robust to small defects in the datasets, while providing a comprehensive and overall index on the quality of the detection. Although simplified, this explanation shall suffice for the aim of this work, for additional details see [29].

Hereafter, the most significant results when performing instance segmentation with a true positive recognition threshold of 0.7 on the described datasets are reported. The choice of this threshold value is justified by the fact that it is commonly used in pre-trained network architectures and that the tool showed low sensitivity against its variation. Detectron2, being based on Faster R-CNN, is also capable of performing the object detection task: since the results show the same trends highlighted by the segmentation task, they will not be discussed in details, but are reported in Appendix A for completeness.

A. Results on single model

As a first try, the algorithm was trained over a chosen spacecraft model and tested on different images generated from the same one. While this may seem to be a trivial and useless test to be performed, it actually provides two important insights: firstly, it validates the viability of the proposed approach on the simplest scenario; secondly, it may still represent the realistic scenario of an inspection mission towards a specific target whose complete model is known a
priori. The results are shown in Tab. 1 and are in line with the ones in the literature [20]. Analogous results have been obtained by performing the same test on the other spacecraft models, which will not be reported here for the sake of brevity. Notice, in particular, how the highest score, even if by a small margin in this case, is obtained on the recognition of the solar panels: this trend is confirmed also in the tests illustrated in the next sections, where the scoring on the solar panel category is almost always the highest and the more robust to the increasing complexity of the datasets. The reason for such behavior is to be found in the fact that the solar panels are a pretty standardized objects in the industry, featuring very distinctive elements that undergo only minor changes from model to model. This obviously makes it easier for the algorithm to recognize them, since it’s based on the identification of patterns that are common to most of the objects belonging to a certain class.

Figure 4 illustrates the results obtained on two images: the masks overlap, up to visual accuracy, to the components to be detected.

### Table 1  Results on a dataset including a single model (model A).

<table>
<thead>
<tr>
<th></th>
<th>AP-antenna</th>
<th>AP-body</th>
<th>AP-solarPanel</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>mask prediction</td>
<td>88.53</td>
<td>89.10</td>
<td>90.22</td>
<td>86.39</td>
</tr>
</tbody>
</table>

**Fig. 4  Results from the inference on the single satellite datasets.**

### B. Testing on unknown model

It is worth studying the performance of the CNN model when tested on a satellite whose images were not included in the training set. To do so, the algorithm has been trained on two different datasets: the first one counting images based on spacecrafts’ models B and C and the second one including also images of models D, E, and F (see Fig. 3). Both have been tested on the same set, which includes model A images only. The differences in the results are, therefore,
Fig. 5 Results when running inference on a spacecraft model not included in the training dataset.

Looking at Fig. 5, which reports the results of the test in Sec. IV.A for comparison (continuous line), it is evident that the accuracy of the model drops off sensibly when compared to the case where the CNN is trained and tested on the same spacecraft model. The number and variety of the images of the two satellites chosen for the training dataset are evidently not sufficient to grant a good accuracy in the testing phase. For example, the cylindrical body is easily mistaken for the antenna, as highlighted in Fig. 6.

Nonetheless, increasing the number and variety of the spacecraft models included in the training set (dashed line with respect to dotted one in the picture) yields a significant improvement of the results. This is particularly true for those components whose characteristics may differ significantly depending on the satellite (e.g., Body), whereas the segmentation tends to be more robust for components that show similar characteristics (e.g., Solar Panels). In fact, here we can notice a good example of the peculiarity explained in the previous section.

C. Earth background influence

Up to now, the performance of the algorithm on images depicting the RSO on a black background (representing the deep space) has been analyzed. However, how the presence of the Earth in the background of the image can affect the results has been investigated too.

To do so, two training sets have been built, both counting the same five satellites models (A, B, C, E, and F). One of the two, however, uses random images of the planet as the background (see paragraph III.B.3) rather than having a simple
black backdrop. Two testing datasets, using the spacecraft model D left out of the training sets, have been generated accordingly.

Figure 7 shows how the algorithm behaves when dealing with different combinations of training and testing sets. The results when training and testing without the planet in background (solid line) are reported as a baseline and we can see how the reduction in performance when training and testing on an analogous dataset featuring the earth in background (dotted line) is minimal.

The same, as expected, is not true when training on a dataset without the Earth in background and testing with the planet in the images (dashed line). This is due to the fact that the clutter resulting from the planet in background makes the borders between the objects less separable. In fact, in Fig. 8 it is possible to observe how some of the masks overlap with other objects.

As a final remark, it is worth specifying that the worse results obtained on the engine class with respect to the other categories is not due to the influence of the planet’s presence in the images but to the small number of engine instances occurring in the pictures, making it difficult for the CNN to be properly trained on recognizing this kind of objects. This is demonstrated by the baseline results, which show the same trend.

D. Real life scenarios

Finally, the approach has been tested in a series of conditions which may represent real operative situations, namely:

1) A simulated relative orbit around the target

2) Images in gray-scale encoding
Fig. 7 Influence of the Earth presence in the background (BG) of the image on the inference process. "w/" stands for "with", while "w/o" means "without".

Fig. 8 Results worsening when training on a dataset without the Earth in background and testing on a dataset featuring the planet behind the satellite.

3) Images from a real rendezvous mission
1. Lighting conditions dependence

An animation has been created in Blender in order to simulate the chaser relative orbit around the target spacecraft and the resulting video, similar to what the on-board camera would actually sense on-orbit, has been fed to the recognition algorithm to assess its performance. The orbit has been simulated by a simple motion of the camera around the target, rather than an actual numerical propagation, to the sole aim of obtaining a realistic animation. A more accurate simulation is out of the scope of the present work.

Although the relative orbit would last as long as the orbit around the main attractor and the lighting conditions on the target object would therefore change in time, the lighting direction has been considered fixed in this case for the sake of simplicity. The relative motion of the chasing spacecraft around the target, in fact, is enough to continuously challenge the recognition algorithm with new conditions and to highlight some interesting insights.

While the test scores overall values of $AP = 77.070$ and $mAP = 77.917$, other interesting conclusions can be drawn examining the graph in Fig. 9. The upper graph in the picture reports the frame-by-frame variation of the AP and mAP metrics throughout a relative orbit of the chasing spacecraft around the RSO. The background of the image visually represents the fraction of the revolution in which the target is well-lit (that means, since the actual lighting conditions do not change, that the point of view of the chasing spacecraft is favorable) and the one in which the target is shadowed. The variation of the distance between the camera and the target, normalized with respect to the spacecraft characteristic dimension of 20 m, is also reported in the lower portion of the picture.
Fig. 10 Some frames extracted from the video simulating the relative orbit around the target object.
It can be easily seen how the mean performance of the algorithm is noticeably better when the target is properly illuminated, while the distance of the camera from the RSO has a marginal effect. Furthermore, it is interesting to notice how the results for the darkest images are all in all not bad and the worst results are obtained during the transition instead. This is due to the fact that the image recognition algorithms are capable of recognizing patterns -even in dark conditions- that are not the same the human eye is used to notice and such patterns are easier to be recognized when the lighting conditions are uniform. Furthermore, the video is generated without adding any noise to the images: this makes it easier for the neural network to distinguish the background from the object and borders of the different items. Recreating a more realistic scene would probably decrease the performance, especially in bad lighting conditions, a problem which is tackled in Sec. IV.D.3.

To a deeper analysis, the reasons causing the three major drops in performance can be individuated. The first one, just before the beginning of the first change in light conditions, is probably due to the bad lighting of the foreground objects as it can be seen in the first row of Fig. 10 and to the fact the camera starts to drift farther from the object, causing part of the body to be confused with a non-existent body-mounted solar panel. The second one, around the half of the revolution (second row of the same picture), is due to the incipient worsening of the lighting conditions and to the occlusion of the body by part of a solar panel, causing a smaller portion of the body to be visible and one of its faces to be mistaken, again, for a body-mounted solar panel. Notice how this second drop is slightly less intense, even though the spacecraft is a little further from the camera. Finally, the pictures of the third row of Fig. 10 explain the reasons of the major drop in performance on the right hand of Fig. 9: the target object is fully in shadow (only some details are visible), the chaser is at the farthest point of its orbit around the target spacecraft and the rear solar panel is perfectly aligned to the body, causing the latter to be mistaken for a part of it, since the bad lighting doesn’t allow the algorithm to distinguish the two from the shape only. However, since the time evolution of the metrics does not reproduce the periodicity of the motion, it is safe to assume that, although the higher distance between the chaser and the target may have had a synergical effect, the biggest reason for the severe drop in performance is to be found in the extremely unfavorable lighting conditions. These considerations, among the others, suggest that the overall performance could be improved by changing the R-CNN algorithm in favor of a Recurrent Neural Network (RNN) [30], since these are able to look at the time sequence of the images and base the prediction on the information received from the previous frames too, rather than looking at the single frame as a standalone picture unconnected to the others (like an R-CNN does).

2. Results on gray-scale images

Most of the cameras on-board the chasing spacecraft shoot gray-scale images, so it is interesting to know how this influences the results. To do so, a python script has been written to turn regular datasets into gray-scale ones. This test case is reported for the sake of completeness, however it is not expected that using grayscale images will significantly impact the performances. Indeed, the first processing step of the neural network always transforms RGB to grayscale by
taking the average of RGB channels for each pixel. In a very similar manner, Blender produces grayscale outputs as a weighted average of the RGB channels, therefore the results should be quite similar.

The dataset used for this test and whose results are reported in Fig. 11 is the one trained on spacecraft models A, B, C, E, and F and tested on model D. Similar results were obtained also using other combinations of training and testing models and with or without the Earth in the background. When training and testing on grayscale images (Fig. 11, dotted line) the results show how the algorithm is quite robust to the change of color encoding with respect to the colored dataset whose results are reported by the solid line for comparison. This further validates the possibility of using the approach in a real scenario. Interestingly enough, the same results are obtained also when training the algorithm on colored images and testing on grayscale ones (Fig. 11, dashed line), demonstrating how the internal logic of the recognition algorithm puts emphasis on more features than the simple coloring or shape of the objects.

While the comparison of the relative values scored by different datasets allows us to draw the aforementioned conclusions, the considerations on the actual values made in the previous chapters still hold true, since the effects of the absence of model D in the training set and the low occurrence of the engine object in the dataset are still appreciable, regardless of the change in color encoding.

3. Results on Intelsat 901 rendezvous images

Finally, given that grayscale images do not cause a significant performance drop, the feasibility of the synthetic image generation approach was tested on images from a real mission, namely the rendezvous for the life extension...
mission of the Intelsat 901 satellite. As explained in the introduction to this chapter, these images were not included in the training dataset (differently from what is done in previous works, e.g. [11]), but only shown to the network at test time to simulate a real inspection mission of an unknown object. Hence the novelty of this contribution.

Such real images are really noisy and present rings and halos which can worsen the results. In fact, Fig. 12 shows the results obtained using the CNN weights trained on gray-scale images without the Earth in background, where it can be seen how the halos around the objects are mistaken for part of the object itself.

![Image](image.png)

**Fig. 12**  Inference results when using the model trained on gray-scale images without the Earth in background.

Performing a little image pre-processing, it was possible to obtain a big improvement in the results (see Fig. 13) without having to change the training dataset. In particular, a threshold operation was carried out, which sets exactly to 0-value (that means pitch black) all of the pixels below a specified gray value, therefore getting rid of all the halos.

Notice, however, how the Earth is still not correctly rejected because the algorithm is not trained to recognize it. The only solution to this would be to use a proper training set. In this regard, Fig. 14 shows how, using an algorithm trained on colored images with the Earth in background, the planet is correctly rejected and the results are overall improved to almost visual accuracy, except for an antenna which is not properly recognized.

### V. Conclusions

In this work, it has been demonstrated how Convolutional Neural Networks can be used to perform instance segmentation of satellite components in the framework of an inspection mission around a non-cooperative RSO. In
Fig. 13  Inference results when using the same gray-scale model after thresholding the images to get rid of halos.

Fig. 14  Inference results when using the model trained on colored images with the Earth in background.
particular, the possibility of generating artificial datasets to be used for the training of such algorithms has been evaluated together with its performance in real life applications. To this aim, a new software, called JINS, has been developed, which takes care of generating an arbitrary amount of suitable training and testing images with minimum intervention by the user. Results have shown how performances are on par with those reported in the literature and, moreover, instance segmentation algorithms trained on such synthetic datasets have also shown to be effective in recognizing objects in images from the real mission Intelsat 901.

The convenience of the proposed approach lies in the ability to automate the dataset generation and the possibility to tailor the learning process on a specific satellite in case the mission is targeted on it. The only limitations of the method have shown to be those intrinsic to the machine learning algorithms used, and those linked to the necessity of choosing a proper training dataset. To the authors’ knowledge, relying on an artificial dataset to such an extent has never been done before in this kind of applications in the aerospace field, nor its effectiveness has been proved on real life inspection missions before, hence the relevance of the results obtained in this study.

Other than improving the results by performing a better refinement of the training process, some changes and extensions are planned for the project in order to enhance its performances and range of use. The training datasets can be augmented with images with added noise to make the algorithm better at rejecting rings and halos without any further image manipulation as shown in Sec. IV.D.3. JINS will be turned into a full fledged simulator, using a better model for the Earth, implementing the ability to recreate the real dynamics of the spacecraft motion based on initial conditions and ephemerides, giving the option to create an image based on an input date, etc. Contextually, the software will be adapted to make use of Recurrent Neural Networks when applying the method to real missions, instead of Convolutional Neural Networks, and the image generation tool will be extended to provide the ground truth to train pose estimation algorithms too. Finally, the possibility of building a real simulator with hardware in the loop is being considered too, as the ability to automatically generate segmentation maps on real images is a challenging but promising line of investigation for the further development of the present work.
A. Object detection results

For completeness, the results on object detection corresponding to the ones already discussed on instance segmentation are here reported.

Table 2  Dependence on training model numbers (ref. Fig. 5)

<table>
<thead>
<tr>
<th>Training models:</th>
<th>A</th>
<th>B, C</th>
<th>B, C, D, E, F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing model:</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>AP Antenna</td>
<td>89.73</td>
<td>23.27</td>
<td>38.91</td>
</tr>
<tr>
<td>AP Body</td>
<td>88.37</td>
<td>6.65</td>
<td>15.92</td>
</tr>
<tr>
<td>AP Solar Panel</td>
<td>85.47</td>
<td>72.19</td>
<td>74.02</td>
</tr>
<tr>
<td>mAP</td>
<td>89.99</td>
<td>29.63</td>
<td>36.86</td>
</tr>
</tbody>
</table>

Table 3  Dependence on Earth presence in background (ref. Fig. 7)

<table>
<thead>
<tr>
<th>Training models: A, B, C, E, F; Testing model: D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training: without BG</td>
</tr>
<tr>
<td>Testing: without BG</td>
</tr>
<tr>
<td>Training: with BG</td>
</tr>
<tr>
<td>Testing: with BG</td>
</tr>
<tr>
<td>Training: without BG</td>
</tr>
<tr>
<td>Testing: with BG</td>
</tr>
<tr>
<td>AP Antenna</td>
</tr>
<tr>
<td>AP Body</td>
</tr>
<tr>
<td>AP Engine</td>
</tr>
<tr>
<td>AP Solar Panel</td>
</tr>
<tr>
<td>mAP</td>
</tr>
</tbody>
</table>

Table 4  Dependence on images color encoding (ref. Fig. 11)

<table>
<thead>
<tr>
<th>Training models: A, B, C, E, F; Testing model: D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training: color</td>
</tr>
<tr>
<td>Testing: color</td>
</tr>
<tr>
<td>Training: gray-scale</td>
</tr>
<tr>
<td>Testing: gray-scale</td>
</tr>
<tr>
<td>Training: color</td>
</tr>
<tr>
<td>Testing: color</td>
</tr>
<tr>
<td>Training: gray-scale</td>
</tr>
<tr>
<td>Testing: gray-scale</td>
</tr>
<tr>
<td>AP Antenna</td>
</tr>
<tr>
<td>AP Body</td>
</tr>
<tr>
<td>AP Engine</td>
</tr>
<tr>
<td>AP Solar Panel</td>
</tr>
<tr>
<td>mAP</td>
</tr>
</tbody>
</table>
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