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Poly-dispersed Eulerian-Lagrangian particle tracking for
in-flight icing applications

Giuseppe A. G. Sirianni∗ and Tommaso Bellosta† and Barbara Re‡ and Alberto Guardone§

Politecnico di Milano, Milan, 20156, Italy

The objective of this work is to present a three-dimensional Euler-Euler finite volume
poly-dispersed (multi-bin) droplet tracker for in-flight icing purposes, with an additional
Lagrangian re-injection step. This step has been added to increase the accuracy of the collection
efficiency prediction in multi-element 2D and 3D cases where splashed and rebounding droplets
re-impinge on aft surfaces, particularly in SLD conditions. Results show local increases in
accuracy of up to 4% in a 3D single element case and up to 100% on flaps in 2D multi-element
airfoil cases. The Lagrangian re-impingement correction improves significantly when using
multi-bin, while also being more efficient than the standard approaches. Lastly, a simple bin to
bin initialization strategy allows for up to 65% less computational time in the Eulerian droplet
tracking step when running multi-bin simulations.

Nomenclature

𝛼 = water volume fraction [−]
𝛽 = collection efficiency [−]
𝜇 = dynamic viscosity [Pa/𝑠]
𝜎 = surface tension [𝑁/𝑚]
𝜋 = relaxation pseudo pressure

[
𝑚2/𝑠2

]
𝜌 = density

[
kg/𝑚3]

𝜃 = impingement angle (from plane tangent toward droplet velocity) [deg]
area = surface mesh element area

[
𝑚2]

𝑐 = relaxation constant [𝑚/𝑠]
𝑑𝑝 = droplet diameter [𝑚]
𝐾 = Mundo splashing parameter
𝐾𝐿 = LEWICE splashing parameter
𝐾𝐿,𝑛 = LEWICE normal splashing parameter
¤𝑛 = normal number flux of droplets [1/𝑠]
𝑆disc = LEWICE splashing discriminator
Oh = Ohnesorge number [−]
¤𝑚 = mass flux caught by surface element in Lagrangian re-impingement [kg/𝑠]

MVD = mean volumetric diameter [𝑚]
LWC = liquid water content

[
kg/𝑚3]

¤LWC = liquid water content surface normal flux
[
kg/𝑚2𝑠

]
𝑼 = air velocity [𝑚/𝑠]
𝒖
𝑝

= droplet velocity [𝑚/𝑠]
𝒇
𝐷

= drag force [𝑁]
�̂� = unit surface normal vector [−]
𝒕 = unit surface tangential vector [−]
(·)𝑝 = droplet related quantity
(·) 𝑓 = air-flow or fluid related quantity
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(·)𝑖 = incoming (pre-splashing) quantity
(·)𝑠 = splashed (post-splashing) quantity
(·) 𝑗 = j-th bin quantity
(·)𝐿,𝑅 = left/right quantity in the Riemann problem

I. Introduction

In-flight icing is a major threat to air-borne vehicles as ice accreting on aerodynamic surfaces can deteriorate
aerodynamic performance, and it may induce safety concerns. Indeed, if a chunk of ice detaches, for instance because

of the deployment of an ice protection system or because of aerodynamic forces, it can cause considerable damage to aft
components such as the first stages of a compressor or the tail empennage [1]. Numerical simulation of the in-flight
ice accretion process is a complex task and requires to consider different aspects. One of them is the computation of
the trajectories of the water droplets impinging on aerodynamic surfaces. This information is then used to obtain the
amount of water being caught, measured using the collection efficiency 𝛽.

The computation of the droplet impingement requires to solve a two-phase problem, characterized by an arbitrarily
large number of droplets of water embedded in the air flow. In principle, the dynamic interaction and the transfer
processes among phases could, be taken into account by using an Eulerian two-fluid model. Such a model consists in
two sets of augmented conservation laws, one per each phase, which include suitable transport terms to account for the
interaction between phases. The most general models, such as the Baer-Nunziato model and its variants, e.g., [2, 3],
allow each phase to evolve with its own density, pressure, and temperature, whereas reduced two-fluid models assume
equilibrium in certain variables [4]. However, since ice accretion simulations typically involve dispersed flows, where
one phase, i.e., water, is dilute and composed of small particles dispersed inside the carrier phase, i.e., air, the effect of
the droplets on the air flow field can be neglected and the assumption of a one-way coupling is generally introduced [5].
In this way, the water-air problem is decoupled: first, the air flow field is solved, neglecting the preference of the water
droplets, then the motion of water droplet is computed. This latter task can be approached in two ways: by tracking each
interface individually, following a Lagrangian approach, which however is not practical when a large number of droplets
is involved, or following the Eulerian approach, which describes the droplets as a continuous phase and expresses the
amount of water in a unitary control volume through the concept of volume fraction 𝛼.

Currently, most of the research effort in the field of in-flight icing simulation is aimed at obtaining a better
understanding of the behavior of Appendix O, which describes potential conditions for the so-called supercooled large
droplet (SLD) icing, characterized by water droplets with a median volumetric diameter (MVD) larger than 40 𝜇m.
In SLD icing, large droplets may bounce or splash, depending on the angle they hit the surface with. Hence, part of
the droplet mass is not deposited at the impingement location, but it re-enters the flow-field, potentially resulting in
re-impingement [6, 7]. For this reason, a new Lagrangian re-injection step has been developed in this work to track
these secondary droplets and compute an additional collection efficiency. Thanks to this step, it is possible to increase
the agreement with experimental data, while also not increasing the computational cost excessively.

The Lagrangian approach has been followed for the re-injection instead of an Eulerian approach for two main reasons.
First, the re-injection in the Eulerian approach would require a decoupling of the pre- and postimpact droplet boundary
conditions, that is each airfoil surface mesh element should be converted one by one from an outlet of droplets to an inlet
of re-injected droplets, which is extremely costly [8]. Second, the heterogeneous nature of the re-injected droplets is
well suited for individual tracking (Lagrangian) rather than for a two fluid approach (Eulerian). This heterogeneousness
is further increased by considering poly-dispersity by using a multi-bin approach, therefore subdividing the free-stream
cloud into a finite number of so called bins, characterized by their droplet diameter and liquid water content. The
solution of each of these bins is computed separately, and then combined for the final results.

Before tracking the secondary droplets, the free-stream cloud must be simulated. For this an Euler-Euler approach is
used to track droplets over two and three dimensional unstructured meshes in order to compute the collection efficiency
due to the free-stream cloud. In an Eulerian frame of reference, the particle tracking equations are written as the
pressureless gas dynamics system plus a source term coupling the particles to the fluid flow. In this work, the hyperbolic
part of the system was relaxed in order to recover strict hyperbolicity, following Berthon et al. [9]. The resulting
equations are solved using a second order finite volume solver. The collection efficiency is then corrected to account for
mass loss due to droplet splashing and rebounding using the model presented by Wright [10]. The removed mass is then
re-injected using the Euler-Lagrange approach in order to compute the re-impingement collection efficiency.

Re-impingement of secondary droplets has been shown to be important by Rutkowski et al. [11], with splashed
droplets possibly re-impinging far from their original impact location. Papadakis et al. [12] showed that considering
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splash-back does indeed improve collection efficiency results, same as Fouladi et al. [13] who also highlighted the
increased importance in Appendix O conditions. Bilodeau and Habashi [8] studied a fully Eulerian re-injection
procedure, finding it to be useful in increasing the agreement with experimental data in SLD conditions, but with an
extreme computational cost increase (ranging from 500% up to 900%) even when limiting the computational grid. For
these reasons, this work on the development of an Eulerian droplet tracker with Lagrangian re-injection has allowed
to reap the benefits of re-injection on the collection efficiency prediction while not costing too much in terms of
computational time.

The multi-bin Eulerian solver with Lagrangian re-injection developed in this work has been tested against experiments
from Papadakis et al. [6, 14], namely a 2D NACA 23012, a 2D three-element airfoil and a 3D horizontal swept tail
in a wind tunnel. A simple bin restart strategy has been used to mitigate the inherent computational cost increase of
the Eulerian multi-bin simulation and its effects have been evaluated, together with the added cost of the Lagrangian
re-injection step.

The paper is structured as follows: the numerical tools used and developed in this work are presented in section II.
To do this, in section II.A the Eulerian droplet tracking tool developed for this work in SU2 [15] is summarized. After
this, the Lagrangian re-injection step is described in section II.B. Then the Eulerian multi-bin solver is validated, and
the Lagrangian re-injection mass conservativity is assessed in section III.A. Finally, results for the complete mixed
Eulerian-Lagrangian solver are presented in section III.B, together with a note on the computational costs of both the
multi-bin Eulerian simulation and the Lagrangian re-injection.

II. Method
All droplet tracking simulations for in-flight icing applications are performed with a main objective in mind:

computing the collection efficiency 𝛽 on the aircraft’s surface. The collection efficiency (depicted graphically in Fig. 1)
is a measure of the fraction of water being captured by a point on the surface with respect to the water present in the
free-stream cloud.

Fig. 1 Collection efficiency geometrical definition. In red, the cross-sectional areas of the droplet stream tube at
the far-field, d𝐴∞, and on the wing surface d𝐴𝑆 .

A. Eulerian Droplet Tracking
To compute the Euler-Euler droplet trajectories, the carrier fluid field is obtained by solving the Euler equations,

whereas the particles equations are computed from the solution of the relaxed pressureless gas dynamics (PGD) system
of Berthon et al. [9] (Eq. (1)).

𝜕𝛼
𝜕𝑡

+∇ ·
(
𝛼𝒖

𝑝

)
= 0

𝜕𝛼𝒖𝑝

𝜕𝑡
+∇ ·

(
𝛼𝒖

𝑝
⊗ 𝒖

𝑝
+ 𝜋𝑰

)
= 𝛼 𝒇

𝐷

(
𝑼 − 𝒖

𝑝
, 𝐶𝐷 (Re𝑑) ,Re𝑑 , droplet fluid, air fluid

)
𝜕𝛼𝜋
𝜕𝑡

+∇ ·
(
𝛼𝜋𝒖

𝑝
+ 𝑐2𝒖

𝑝

)
= −𝜆𝛼𝜋

(1)

where the term 𝛼 𝒇
𝐷

in Eq. (1) is modelling the momentum transfer between the carrier phase (air) and the dispersed
phase (droplets) due to the drag generated by the slip velocity 𝑼 − 𝒖

𝑝
. More on the drag model will follow. The

third equation, is an equation for the pseudo-pressure relaxation. This equation will not be solved explicitly due
to the assumption of pseudo-pressure equilibrium (𝜋 = 0 in the control volumes) but its effects will appear in the
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Riemann problem solution. This will decrease both memory requirements and computational costs while maintaining
the numerical benefits.

Both sets of equations (fluid and particles) are discretized using the finite volume method with a standard edge-based
structure on a dual grid with control volumes constructed using a median-dual vertex-based scheme in SU2 [15].
Convective fluxes are discretized using a limited second-order MUSCL scheme with the Venkatakrishnan slope limiter.
For the Euler equations, the approximate Riemann solver of Roe is employed, whereas for the particle tracking system
the exact Riemann problem is solved at each edge to compute the fluxes. Source terms are approximated at each
node using a piecewise-constant reconstruction within each control volume. Gradients are obtained via a weighted
least-squares approach. A time-marching approach is used to drive the systems to the steady state using an implicit
Euler scheme. The exact solution of the exact 1D Riemann problem is reported in Eq. (2) assuming pseudo-pressure
equilibrium in the control volumes (𝜋 = 0). The reader is referred to Berthon et al. [9] for a more in depth description.

Left State Left* State Right* State Right State

𝛼 = 𝛼𝐿
2𝛼𝐿𝑐

2𝑐 − 𝛼𝐿
(
𝑢𝐿𝑝 − 𝑢𝑅𝑝

) 2𝛼𝑅𝑐
2𝑐 − 𝛼𝑅

(
𝑢𝐿𝑝 − 𝑢𝑅𝑝

) 𝛼𝑅

𝑢𝑝 = 𝑢𝐿𝑝
𝑢𝐿𝑝 + 𝑢𝑅𝑝

2
𝑢𝐿𝑝 + 𝑢𝑅𝑝

2
𝑢𝑅𝑝

𝜋 = 0 𝑐
𝑢𝐿𝑝 − 𝑢𝑅𝑝

2
𝑐
𝑢𝐿𝑝 − 𝑢𝑅𝑝

2
0

(2)

It is important to note that Eq. (2) is a valid solution to the 1D Riemann problem under the assumption that the
relaxation constant 𝑐 satisfies 𝑐 > max

(
0, 𝛼𝐿 𝑢

𝐿−𝑢𝑅
2 , 𝛼𝑅 𝑢

𝐿−𝑢𝑅
2

)
. In addition, in order for the scheme to be able

to approximate vacuum solutions without the time step going to zero, Berthon et al. [9] state that, for 𝜀 > 0 and
𝑐 > max

(
0, 𝑢𝑅𝑝 − 𝑢𝐿𝑝

)
, one can take:

𝑐 =


max

[
0,max

(
𝛼𝑖 , 𝛼 𝑗

) (
𝑢𝑖𝑝 − 𝑢

𝑗
𝑝

)]
if 𝑢𝑖𝑝 ≥ 𝑢 𝑗𝑝

min
[
𝜀,

1
2

min
(
𝛼𝑖 , 𝛼 𝑗

) (
𝐶 + 𝑢𝑖𝑝 − 𝑢

𝑗
𝑝

)]
if 𝑢𝑖𝑝 < 𝑢

𝑗
𝑝

(3)

In the PGD system given by Eqs. (1), the only source of (one way) coupling between flow and particles is the drag
momentum source term 𝛼 𝒇

𝐷
.

𝛼 𝒇
𝐷
= 𝛼

𝐶𝐷Re𝑑
24𝐾

(
𝑼 − 𝒖

𝑝

)
where 𝐾 =

𝜌𝑝𝑑
2
𝑝𝑈∞

18𝜇 𝑓
and Re𝑑 =

𝜌 𝑓

���𝑼 − 𝒖
𝑝

��� 𝑑𝑝
𝜇 𝑓

(4)

The drag coefficient 𝐶𝐷 is modeled by initially assuming the droplet to be a sphere, using the approximation by
Morrison [16] and Clift et. al. [17], according to the Reynolds number computed on the basis of the slip velocity
between air and droplets, as

𝐶
sphere
𝐷

(Re𝑑) =
{
𝐶

sphere
𝐷,Morrison Re𝑑 < 106

𝐶
sphere
𝐷,Clift et. al. Re𝑑 > 106 (5)

In the SLD regime, due to the large diameter, the particles undergo significant deformation. The effects of
deformation are modeled through a simple semi-empirical model that provides a modified drag coefficient [17]. To be
able to account for the eccentricity brought in by the deformation in the SLD regime, the Weber breakup number from
Honsek et al. [18] is introduced in Eq. (6).

We𝑏 = 𝑑𝑝

���𝒖𝑝 ���2 𝜌 𝑓𝜎𝑝 (6)

This is then used to compute the eccentricity 𝑓 as in Honsek et al. [18]

𝑓 =

[
1

1 + 0.07
√

We𝑏

]6
(7)
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The eccentricity is finally used to linearly interpolate the 𝐶𝐷 between the sphere’s drag coefficient 𝐶sphere
𝐷

and the
disk’s drag coefficient 𝐶disk

𝐷
as in Eq. (8).

𝐶𝐷 (Re𝑑) =
{
(1 − 𝑓 )𝐶sphere

𝐷
+ 𝑓 𝐶disk

𝐷
We𝑏 ≤ 12

𝐶disk
𝐷

We𝑏 > 12
(8)

where the disk’s drag coefficient 𝐶disk
𝐷

is taken from Clift et. al. [17] and defined as in Eq. (9). After We𝑏 > 12 the
droplet should breakup, but in this work this phenomena is not considered, hence the assumption of 𝐶𝐷 = 𝐶disk

𝐷
beyond

We𝑏 > 12.

𝐶disk
𝐷 (Re𝑑) =



64
𝜋Re𝑑

(
1 + Re𝑑

2𝜋

)
Re𝑑 ≤ 0.01

64
𝜋Re𝑑

(
1 + 10−0.883+0.906 log10 (Re𝑑)−0.025(log10 (Re)2 )

Re𝑑 ∈ (0.01, 1.5]

64
2𝜋

(
1 + 0.138Re0.792

𝑑

)
Re𝑑 ∈ (1.5, 133]

1.17 Re𝑑 > 133

(9)

Polydispersity of droplets inside a cloud is taken into account by performing multi-bin simulations. Indeed, MVD
represents an average diameter of the free-stream cloud and can provide adequate impingement predictions, but the
dispersed droplets actually exhibit a wide range of diameters. For this reason, the droplets in a cloud are sampled in a
discrete number of sets (called bins), each one characterized by a specific liquid water content percentage LWC𝑖 [%] and
droplet diameter 𝑑𝑖𝑝 . Each bin is then simulated independently, and the results are combined to obtain the total collection
efficiency of a multi-bin Eulerian simulation at a certain position 𝒙 on the surface as Eq. (10). This collection efficiency
is the one due to the free-stream cloud, still not corrected to account for the mass lost due to splashing and bouncing.

𝛽𝑖 (𝒙) =
𝑁𝑏𝑖𝑛𝑠∑︁
𝑗=1

LWC 𝑗 (𝒙)
[
𝒖 𝑗𝑝 (𝒙) · �̂�(𝒙)

]
LWC∞𝑈∞

=

𝑁𝑏𝑖𝑛𝑠∑︁
𝑗=1

LWC 𝑗 [%]
[
𝛼 𝑗 (𝒙)

𝒖 𝑗𝑝 (𝒙) · �̂�(𝒙)
𝑈∞

]
(10)

Since each bin is simulated independently, it is easy to see how the computational cost of a multi-bin Eulerian
droplet tracking simulation becomes linear with the number of bins considered. To mitigate this, a simple bin restart
procedure (recapped in Fig. 2) has been employed: each bin from 𝑖 = 2, 3, ..., 𝑁𝑏𝑖𝑛𝑠 is initialized using the converged
solution of the previous bin for the solver to start iterating on. This means that, as long as the bins are sorted with
monotone 𝑑𝑖𝑝 (ascending or descending), the number of iterations needed to reach convergence will be less than starting
from the classical homogeneous guess, given the higher quality initial guess.

Homogeneous 
Initial Guess

Iteration

Bin 1)

1
2
3
.

675

.

.

Bin 1 Solution

Iteration

1
2
3
.

237

.

.

Bin 2 Solution

Iteration

1
2
3
.
.
.

Bin 2)

Homogeneous 
Initial Guess

Iteration

1
2
3
.

246

.

.

Bin 3 Solution

Iteration

1
2
3
.
.
.

Bin 3)

Homogeneous 
Initial Guess

Homogeneous 
Initial Guess

Iteration

1
2
3
.

229

.

.

Bin 4 Solution

Iteration

1
2
3
.
.
.

Bin 4)

Homogeneous 
Initial Guess

Fig. 2 Eulerian bin restart procedure: schematic example with 4 bins. Assuming the bins ordered according to
their characteristic diameter, the mono-dispersed solution of bin 1 is used as initial guess for the mono-dispersed
solution of bin 2, which is used for bin 3, and so on. The number of iterations needed to solve Eqs. (1) for the
subsequent bins is much lower than the one required by bin 1, which is initialized with a homogeneous guess.
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B. Splashing and Lagrangian Re-injection
The Lagrangian re-injection introduced in this work consists in two main steps: first, the collection efficiency is

corrected to account for the mass loss due to splashing and bouncing. Second, this mass is re-injected using PoliDrop,
Politecnico di Milano’s in-house Lagrangian droplet tracker, in order to track the so called secondary droplets and
compute a second collection efficiency to be added to the first one. For an in-depth description of PoliDrop the reader is
referred to Bellosta et al. [19]. The momentum conservation Eq. (11) for each droplet is solved to obtain the velocity,
which is then used to compute the trajectories.

𝑚𝑝
𝑑𝒖

𝑝

𝑑𝑡
=
𝜋

8
𝜇 𝑓 𝑑𝑝Re𝑑

(
𝑼 − 𝒖

𝑝

)
𝐶𝐷 + 𝜋

6
𝑑3
𝑝𝒈

(
𝜌𝑝 − 𝜌 𝑓

)
(11)

In this work, we use the splashing and bouncing model by Wright et al. [10]. To determine whether splashing occurs
at a certain position 𝒙 on the surface, we first need to compute the following parameters:

Oh =
𝜇𝑝√︁

𝜌𝑝𝜎𝑝𝑑𝑝
Re𝑝 (𝒙) =

𝜌𝑝

���𝒖𝑝 (𝒙)��� 𝑑𝑝
𝜇𝑝

𝐾 (𝒙) = Oh · Re
5
4
𝑝 (𝒙) 𝐾𝐿 (𝒙) = 𝐾0.859 (𝒙)

(
𝜌𝑝

LWC(𝒙)

)0.125

𝐾𝐿,𝑛 (𝒙) =
𝐾𝐿 (𝒙)[

sin
(
𝜃𝑖 (𝒙)

) ]1.25 𝑆disc (𝒙) = 𝐾𝐿,𝑛 (𝒙) − 200

(12)

Then, using the splashing discriminator 𝑆disc, we can establish whether splashing occurs at that location, as shown by
Eq. (13)), where the dependence on the position 𝒙 has been dropped for brevity.

if 𝑆disc > 0 splashing occurs

if 𝑆disc ≤ 0 splashing does not occur
(13)

Given the steady nature of the Eulerian simulations, all splashing variables are expressed as fluxes of mass per unit
time on a surface element in Eq. (14).

𝑑𝑝,𝑠 = 𝑑𝑝,𝑖 · 8.72𝑒0.0281𝐾
(
0.05 ≤

𝑑𝑝,𝑠

𝑑𝑝,𝑖
≤ 1

)
LWC𝑠 = LWC𝑖 · 0.7 (1 − sin 𝜃𝑖)

[
1 − 𝑒−0.0092026·𝑆disc

]
¤LWC = LWC

(
𝒖
𝑝
· �̂�

)
¤𝑛𝑠 =

mass fluxsplashed water on face
masssingle splashed droplet

=
¤LWC𝑠

𝜌𝑝

3𝜋
4

(
2
𝑑𝑝,𝑠

)3
· area[

𝒖
𝑝,𝑠

· �̂�
]
=

[
𝒖
𝑝,𝑖

· �̂�
]
(0.3 − 0.002𝜃𝑖)

[
𝒖
𝑝,𝑠

· 𝒕
]
=

[
𝒖
𝑝,𝑖

· 𝒕
]
(1.075 − 0.0025𝜃𝑖)

𝛽𝑠 = 𝛽𝑖

(
1 − LWC𝑠 |𝒖𝑝,𝑠 |

LWC𝑖 |𝒖𝑝,𝑖 |

)
(14)

In order to guarantee that the re-injected droplets are indeed inside the computational domain, when initializing
their position to start the Lagrangian re-injection simulation, these are not placed exactly at the coordinates of the node
at the wall, but they are slightly displaced from the boundary, as shown in Fig. 3a. Furthermore, if needed, it is possible
to split a parcel into more sub-parcels, spaced along the surface tangent as depicted in Fig. 3b, to increase the number of
parcels in the domain in order to ensure there are enough of them to obtain a smooth Lagrangian collection efficiency.

The computational scheme of the complete mixed Eulerian-Lagrangian solver is therefore recapped in Fig. 4.
The total collection efficiency at a certain point 𝒙 on the surface is computed as in Eq. (15), therefore as the sum of

the Eulerian collection efficiency of every bin (corrected for splashing and bouncing mass loss) weighted by the bin’s
liquid water content percentage plus the additional Lagrangian re-injection collection efficiency.

𝛽(𝒙) =
𝑁𝑏𝑖𝑛𝑠∑︁
𝑗=1

LWC 𝑗 [%] · 𝛽 𝑗𝑠 (𝒙) +
¤𝑚(𝒙)

area(𝒙) · LWC∞𝑈∞
(15)
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Incom
ing droplets

(Eulerian) Reinjected droplets

(Lagrangian)

(a) (b)

Fig. 3 Lagrangian re-injection artificial wall displacement and spacing. In Fig. 3a, the artificial displacement
used to ensure droplets are inside the computational domain. In Fig. 3b, the parcel splitting technique used to
increase the number of droplets being re-injected to help obtain a smoother Lagrangian collection efficiency

Flow

Simulation

for each bin

compute collection efficiency

compute splashed droplets' data

SU2 (Eulerian): PoliDrop (Lagrangian):

Free-stream droplet

Simulation

Re-injected droplet

Simulation

Fig. 4 Computational scheme flow chart. The blocks highlighted in green are the ones developed specifically in
this work.

III. Results
All CFD simulations of the cases presented have been performed by solving the compressible Euler equations using

Roe’s approximate Riemann solver with a limited second order MUSCL using Venkatakrishnan’s slope limiter. The
solution is brought to steady state through an implicit Euler scheme, all using the tools available in SU2 [15].

A. Validation

Table 1 Experimental setup data - NACA 23012 Papadakis et. al. [14]

Airfoil NACA 23012
chord = 0.914 𝑚
AoA = 2.5 deg

Airflow EULER (in SU2 [15])
𝑀∞ = 0.22937
𝑃∞ = 94802.914 Pa
𝑇∞ = 288.705 𝐾

Cloud & Droplets LWC = 0.5 𝑔/𝑚3

MVD = 20, 154 𝜇𝑚
𝜇𝑝 = 0.0011208 𝑃𝑎/𝑠
𝜌𝑝 = 1000 𝑘𝑔/𝑚3

𝜎𝑝 = 0.074 𝑁/𝑚

The Eulerian droplet tracker has been validated here since it was purpose developed for this work. For this, the
2D NACA 23012 case from Papadakis et al. [14] has been used, with the experimental setup data reported in Table 1.
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Results for MVD = 20 𝜇𝑚 and MVD = 154 𝜇𝑚 are reported in Fig. 4, with and without using MUSCL, in order to
validate the spatial convergence of the Eulerian solver. It can be seen that using MUSCL results in a significantly faster
mesh convergence: the collection efficiency computed over a mesh with 6000 control volumes agrees perfectly with the
one computed over a reference mesh with 191000 control volumes, as shown in Fig. 5b. On the other hand, as displayed
in Fig. 5a, not using MUSCL in the lower MVD = 20 𝜇𝑚 case does not return mesh converged results with the 6000
control volumes. Conversely, in the SLD case, i.e., MVD = 154 𝜇𝑚, in Figs. 4c and 4d, all meshes and numerical
settings yield almost identical results due to the ballistic nature of the droplets.
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(a) MVD = 20𝜇𝑚 (no MUSCL)
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(b) MVD = 20𝜇𝑚 (MUSCL)
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(c) MVD = 154𝜇𝑚 (no MUSCL)
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(d) MVD = 154𝜇𝑚 (MUSCL)

Fig. 4 Eulerian droplet tracking mesh convergence with and without MUSCL for NACA 23012, for two clouds
with different MVDs. Experimental data are given by Papadakis et al. [14].

Comparing the results obtained on the 6000 control volumes mesh to the ones obtained with the Lagrangian
droplet tracker PoliDrop on the same mesh and air-flow, for both 1 bin and 10 bins with MVD = 20𝜇𝑚 there is good
agreement regarding peak height and impingement limits with a slight deviation on the slopes (Fig. 5a). In the SLD
case MVD = 154 𝜇𝑚 (Fig. 5b) the differences are negligible due, again, to the ballistic nature of the droplets.
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(a) MVD = 20𝜇𝑚
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(b) MVD = 154𝜇𝑚

Fig. 5 Eulerian droplet tracking for NACA 23012, considering 1 bin and 10 bins, compared to the Lagrangian
tracking. Experimental data are given by Papadakis et al. [14].

PoliDrop [19] has been used and tested thoroughly, therefore only the Lagrangian re-injection step is validated in
this work. To do so, the secondary droplets have been re-injected directly into the NACA 23012 airfoil in order to check
for mass conservation. This simple test consists in the following:

1) Compute the Eulerian free-stream droplet field solution (as normal)
Correct the collection efficiency using the chosen splashing and bouncing model
Compute the diameter and number of splashing and bouncing droplets per unit time

2) Re-inject the secondary droplets, not in the direction computed by the model but rather directly into the airfoil,
exactly in the point where they splashed, as depicted in Fig. 6a

Compute the re-injection collection efficiency and compare it to the correction, Fig. 6b
This test checks that the collection efficiency (a measure of the mass of water) being removed by the splashing

model is mass conservative with respect to the collection efficiency being computed by the Lagrangian re-injection.
The results are reported in Fig. 6b where the collection efficiency removed due to droplets splashing and bouncing is
compared to the collection efficiency added by re-injecting directly into the airfoil, normal to the surface. A measure
of the total mass of water, computed as the integral of the collection efficiency over the surface, 𝐼 =

∫
𝛽(𝑠)d𝑠, is

(approximately) conserved, and the small discrepancies in the shape of the two curves is due to the slight deviation of
the droplet trajectories caused by the airflow.

B. Lagrangian Re-Injection
To test the effectiveness of the Lagrangian re-injection and its actual contribution in in-flight icing cases, two main

cases have been chosen: a 2D multi-element airfoil and a 3D swept tail in a wind tunnel, both taken from the work of
Papadakis et al. [6] and both in the SLD regime. The 2D NACA 23012 case presented in the validation section III.A has
not been used in this section since, in a 2D setting with a single non-concave surface, all droplets that detach from the
wall are carried away in the wake by the airflow with no significant downstream re-impingement. Re-impingement has
an important impact on the collection efficiency when there are multiple stagnation points (such as over a multi-element
airfoil) or when the flow presents strong three-dimensionality.
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(a) Direct Re-Injection Sketch

I=0.039

I=-0.039

(b) Collection Efficiency Results

Fig. 6 Re-injection mass conservation test. Secondary droplets are re-injected directly onto the airfoil at the
location where they splashed (as shown in 6a) and the collection efficiency is compared to the splashing correction
applied to the free-stream collection efficiency to check mass conservation in 6b. A measure of the total mass of
water 𝐼 =

∫
𝛽(𝑠)d𝑠 proves mass conservation

1. Three-Element Airfoil 2D

Table 2 Experimental setup data three-element airfoil [6]

Airfoil Three Element Airfoil
chord = 0.914 𝑚
AoA = 4 deg

Airflow EULER (in SU2 [15])
𝑀∞ = 0.233628
𝑃∞ = 95630 Pa
𝑇∞ = 278 𝐾

Cloud & Droplets LWC = 0.5 𝑔/𝑚3

MVD = 92 𝜇𝑚
𝜇𝑝 = 0.0011208 𝑃𝑎/𝑠
𝜌𝑝 = 1000 𝑘𝑔/𝑚3

𝜎𝑝 = 0.074 𝑁/𝑚

The first case presented is the three-element airfoil found in Papadakis et al. [6] with the experimental setup data
reported in Table 2. Collection efficiency results are presented in Fig. 7 for a 1 bin and a 27 bin simulation, with and
without Lagrangian re-injection. These results are also compared to experimental data from [6] and the numerical results
presented at the 1st AIAA Ice Prediction Workshop (IPW) by Wright et al. [20] obtained using LEWICE with 27 bins.
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(d) Flap

Fig. 7 Collection efficiency for MVD= 92𝜇m using 1 and 27 bins for three element airfoil. Numerical results
obtained with the proposed approach, with and without re-injection, are compared to numerical data by Wright
et al. [20] and experimental data by Papadakis et al. [6]

The collection efficiency on the slat (Fig. 7b) appears to have an offset, most probably due to the difficulty in defining
the curvilinear coordinate = 0 point. In this work, it is always defined as the point with min(𝑥) in the geometry reference
frame. As expected, there is virtually no re-injection contribution (∼ 1.5% in Fig. 8a) due to the fact that this is the
first surface droplets encounter. Looking at the main surface (Fig. 7c), the re-injection starts to contribute in a more
significant manner to the collection efficiency, as Fig. 8b shows clearly with a 10% to 20% increase on the peak. The
agreement with experimental data on the flap (Fig. 7d) increases significantly, with the peak almost matching perfectly
for the 27 bin simulation. There is a significant improvement also on the rest of the flap’s solution, with a collection
efficiency increase ranging from ∼ 10% up to ∼ 40%, as can be seen in Fig. 8c.

Running a multi-bin simulation has proven crucial to obtaining a good re-injection correction, due to the more
heterogeneous nature of the secondary droplets generated by the a multi-bin simulation. For each bin, a set of droplets is
generated for each surface mesh element, this means that for a 27 bin simulation there are 27 different kinds of droplets
being re-injected at the same location, with different diameter, speed and direction. In a single bin simulation, the
droplets being re-injected are much more homogeneous, and this causes the formation of trains of almost identical
droplets (appreciable in Fig. 9a) which in turn cause the peaks seen in Figs. 7c and 7d.
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(b) Main
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Fig. 8 Collection efficiency percentage increase due to re-injection for MVD= 92𝜇m using 27 bins for three
element airfoil [6]
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(a) 1 Bin

(b) 6 Bin

Fig. 9 Re-injected droplet trajectories for MVD= 92𝜇m for three element airfoil [6]
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2. Horizontal Tail Empennage in Wind Tunnel 3D

Table 3 Experimental setup data HTail in wind tunnel [6]

Airfoil NACA 64A008
Mean Aerodynamic Chord = 0.95631 𝑚
AoA = 6 deg

Airflow EULER (in SU2 [15])
𝑀∞ = 0.23
𝑃∞ = 83025 Pa
𝑇∞ = 280 𝐾

Cloud & Droplets LWC = 0.5 𝑔/𝑚3

MVD = 92 𝜇𝑚
𝜇𝑝 = 0.0011208 𝑃𝑎/𝑠
𝜌𝑝 = 1000 𝑘𝑔/𝑚3

𝜎𝑝 = 0.074 𝑁/𝑚

Another case of interest for the re-injection is the one of an horizontal tail empennage in a wind tunnel from [6] with
the experimental setup data reported in Table 3. This case has been chosen due to the intrinsic three-dimensionality and
the availability of experimental measurements of the collection efficiency. Firstly, the pressure coefficient measured at a
distance 𝑧 = 0.914 𝑚 from the wind tunnel floor is compared to the experimental data from Papadakis et al. [6] to assess
the quality of the solution in Fig. 10.
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Fig. 10 Pressure coefficient at z = 0.914m from wind tunnel floor for 3D horizontal tail. Numerical results are
compared to experimental data by Papadakis et al. [6] to assess airflow solution quality

The collection efficiency for a 1 bin and a 27 bin simulation are displayed in Fig. 11. As discussed before, when
using a single bin the correction becomes very monochromatic due to the homogeneousness of the re-injected droplets.
As seen in Fig 9a, when using a single bin, re-injected droplets tend to create individual trains of droplets, since
most of them are of similar size and are re-injected roughly in the same area, therefore they tend to re-impinge in
a similar location. This makes the correction for the 1 bin simulation (Fig. 11a) very localized in one spot. This is
particularly visible when compared to the 27 bin simulation (Fig. 11b). Three-dimensionality does indeed cause some
re-impingement of secondary droplets (with a local maximum of up to 5% in the 27 bin simulation) but not to the extent
found when considering complex geometries with multiple consecutive stagnation points.
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Fig. 11 Collection efficiency at z = 0.914 m from wind tunnel floor with MVD= 92𝜇m for 3D horizontal tail.
Numerical results obtained with the proposed approach, using 1 and 27 bins, are compared to experimental data
by Papadakis et al.[6]. For each test, the contribution due to re-injection is also displayed standalone.

The results of the proposed approach compare favourably with LEWICE and GlennICE simulation data presented
at 1st AIAA IPW by Wright et al. [20], as shown in Fig. 12, where we can observe a fair agreement on the peak and
impingement limits, especially with the LEWICE data, whereas GlennICE data show a strong over-prediction far from
the peak. The 3D collection efficiency map is shown in Fig. 13.
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Fig. 12 Collection efficiency at z = 0.914m from wind tunnel floor with MVD= 92𝜇m for 3D horizontal tail.
Numerical results obtained with the proposed approach are compared to numerical data presented at AIAA 1st
IPW [20] and experimental data [6].

For this test, computational times have been measured in order to quantify the computational cost of the Lagrangian
re-injection step and verify that the bin restart procedure implemented for Eulerian multi-bin simulations is indeed
decreasing the computational cost. In Fig. 14a, the computational times are plotted as function of the number of bins,
with and without bin restart. The computational cost of the Eulerian simulations remains linear when using the bin
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Fig. 13 Collection efficiency map for MVD= 92𝜇m using 27 bins for 3D horizontal tail

restart, but with a significant decrease in the slope (about −65%). This is even more evident when looking at Fig. 15
where the root-mean-square (RMS) of the residuals across iterations shows that a 27 bin simulation with bin restart
takes less iterations to reach convergence than a 6 bin simulation without bin restart. This means that the bin restart
procedure allows us to reach a higher quality solution (that is using 27 bins rather than 6 bins) while taking a similar
number of iterations.

The Lagrangian re-injection step increases the computational cost by roughly 30% over the bin restart Eulerian
simulations. This percentage increase remains somewhat constant due to the fact that the Lagrangian droplet tracking
cost increases with the number of bins linearly too, due to the linear increase of re-injected droplets (Fig. 14b).

(a) Computational Time (b) Number of Re-injected Droplets

Fig. 14 Computational time 14a with and without bin restart on 6 cores @2.5GHz and number of re-injected
droplets 14b for 3D horizontal tail
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Fig. 15 RMS residual of the volume fraction 𝛼 with and without bin restart for the 3D horizontal tail. A 6 bin
simulation without bin restart takes more iterations than a 27 bin simulation with bin restart, with the 27 bin
simulation also yielding a much higher quality collection efficiency prediction.
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IV. Conclusion
The tools developed in this work allow for a better prediction of the collection efficiency in three-dimensional or

complex multi-element cases for in-flight icing applications in Appendix O conditions by considering a comprehensive
set of the physical phenomena occurring (poly-disperded droplets impinging, splashing, bouncing and re-impinging)
while also mitigating, where possible, the inherent computational costs of simulating them. An Eulerian multi-bin droplet
tracker with a Lagrangian re-injection step for secondary droplets has been developed. The Lagrangian re-injection step
has been found to increase the experimental agreement of the collection efficiency prediction significantly for aft surfaces
in multi-element airfoils. Also, flow three-dimensionality contributes (to a smaller degree) to the re-impingement physics,
even in single element geometries. The computational cost of re-injecting droplets has been decreased significantly
by using a Lagrangian approach, rather than remaining in the Eulerian framework. Also, the computational cost of a
multi-bin Eulerian simulation has been decreased by simply using the converged solution for the previous bin as the
initial guess for the following bin, instead of the classical homogeneous guess.

Further work would attempt to include the poly-dispersed Eulerian-Lagrangian particle tracking strategy, here
proposed, in the whole process of in-flight ice accretion simulation, within the PoliMIce software suite [21] to investigate
the effects of re-impingement on ice shapes, as well as its evolution in unsteady simulations. In these ones, to compute
the correct impingement location, the body-fitted mesh must be re-generated to comply with the new ice shape. This
task may be accomplished by using conservative mesh adaptation techniques [22, 23] or ad hoc immersed boundary
layer methods [24]. In addition, the gain in the computation cost of the proposed strategy could pave the way for further
improvements on the modeling side. In particular, particle breakup models [12] could be added to the Lagrangian
re-injection step, with a close eye on the computational cost generated by the shear amount of droplets that would be
created.
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