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Assessment of the PoliMIce toolkit
from the 1st AIAA Ice Prediction Workshop

Myles Morelli ∗ Tommaso Bellosta † Alessandro Donizetti ‡ and Alberto Guardone §

Department of Aerospace Science and Technology, Politecnico di Milano
Building B12, Via La Masa 34, Milano, MI 20156, Italy

This paper presents the Politecnico di Milano Icing Research Group’s contribution to the
1st AIAA Ice Prediction Workshop. A collection of two- and three-dimensional test cases to
predict the collection efficiency and ice accretion are simulated using the PoliMIce ice accretion
software suite. Test cases include the prediction of the collection efficiency on a three-element-
airfoil and on a full-scale horizontal swept tail plane. Additionally, test cases for the simulation
of ice shapes on a NACA23012 airfoil and on swept wings with varying degrees of sweep
angle are assessed. The numerical predictions are evaluated and compared to high quality
experimental measurements taken from the NASA Glenn Icing Research Tunnel. In general
the numerical predictions compare favourably with the experimental measurements. Key
droplet impingement characteristics including the collection efficiency peak and impingement
limits are captured. Meanwhile distinctive ice features of rime and glaze ice regimes are
depicted in the simulations. However, there remains scope for further improvement of models
as highlighted by the more challenging test cases such as the three-element-airfoil and the test
cases which produce glaze ice shapes with large horns.

I. Introduction
In-flight icing encounters can adversely affect the performance characteristics and handling qualities of aircraft

[1]. The rapid build up of ice on the leading edge of aerodynamic lifting surfaces such as wings can significantly

disrupt the flow behaviour. Ice structures may potentially even cause flow separation leading to ice induced stall at

unexpectedly low angles-of-attack. Consequently, aircraft icing has become an increasingly important safety critical

issue. This is highlighted by the recent investment in major international networks such as ICE-GENESIS which seeks

to provide the European aeronautical industry with a new generation of validated numerical simulation tools and icing

wind tunnels for the safe, efficient and cost effective design and certification of future aircraft [2]. Networks such as

ICE-GENESIS have been established as numerical ice predictions are only as credible as the models are reliable. The

validation and verification of numerical models is therefore pertinent if the end goal is to use simulation tools for the

design and certification of aircraft. Establishing best practices for ice prediction is key if simulation tools are to continue

to progress.

In conjunction with the AIAA AVIATION 2021 Forum, the 1st Ice Prediction Workshop was founded with the

objective of: (1) ice shape comparisons between two- and three-dimensional codes where experimental ice shapes are

readily available; and (2) establishing a sound baseline of current simulation capabilities which can subsequently be

used for future Ice Prediction Workshops [3]. The 1st Ice Prediction Workshop aimed to bring together industry and

academia to provide a collaborative platform for cross-code model comparison and verification. Furthermore, the Ice

Prediction Workshop organizing committee established an open data base of experimental test cases which could be

used for model validation. The workshop included test cases for predicting the collection efficiency and ice accretion on

two- and three-dimensional geometries. The test cases were selected to challenge existing numerical models and to

identify the current limitations of simulation tools.

A conventional fixed-wing icing simulation structure routinely involves a three-stage process which iteratively

updates to account for unsteady ice accretion. This simulation process is commonly known as multi-step ice accretion

and is adopted by PoliMIce in this work. A schematic of multi-step ice accretion is shown in Fig. 1. The first stage

involves the use of a flow solver to determine the aerodynamic flow-field around regions exposed to icing such as the wing,

∗Post Doctoral Researcher, mylescarlo.morelli@polimi.it
†Ph.D. Candidate, tommaso.bellosta@polimi.it
‡Ph.D. Candidate, alessandro.donizetti@mail.polimi.it
§Full Professor, alberto.guardone@polimi.it

1



fuselage or even pitot tube. The second stage entails the use of a droplet solver to compute the trajectories of supercooled

water droplets in the fluid flow to determine their impingement locations and collection efficiency. The third stage

concerns the use of an icing solver to calculate the ice shape based on icing models which are dependent on the surface

temperature and collection efficiency as well as other influential parameters. Multi-step ice accretion then introduces a

fourth stage to update the iced mesh usually through means of mesh deformation techniques. Two-dimensional multi-step

ice accretion simulations are now relatively commonplace [4–6]. However, robust three-dimensional multi-step ice

accretion simulations extend beyond the current state-of-the-art. Establishing the best practises for three-dimensional

multi-step ice accretion is a long-term goal and was one of the main objectives of the 1st Ice Prediction Workshop.

Flow solverInitialize

Droplet

solver

Icing solver

𝑇 𝑖 < 𝑇N

Update

mesh

Finish

𝑇 𝑖=0
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Fig. 1 Schematic of a standard multi-step icing simulation.

In this work the Politecnico di Milano Icing Research Group’s contribution to the 1st AIAA Ice Prediction Workshop

is presented. The contribution from Politecnico di Milano utilizes the PoliMIce ice accretion simulation software

for the prediction of ice shapes. PoliMIce was initially developed by Gori et al. [6] for the simulation of two- and

three-dimensional aircraft ice shapes. The PoliMIce ice accretion software includes state-of-the-art ice formation

models including the local exact solution of the unsteady Stefan problem [7]. Furthermore, PoliMIce has a unique set of

prediction capabilities which sets it apart from other ice accretion solvers. PoliMIce has uniquely been developed for

predicting rotorcraft ice accretion and shedding [8, 9]. It has also been utilized for the innovative design of rotorcraft

acoustic ice detection technologies [10, 11]. PoliMIce has also been extensively developed for the simulation and

robust design optimization of thermal ice protection systems (IPS) [12, 13]. Additionally it has been utilized for the

optimization of heat fluxes in uncertain cloud environments [14]. To that end, PoliMIce has also be utilized to investigate

Uncertainty Quantification (UQ) in icing conditions [15]. The aim of this work is to further validate the PoliMIce ice

accretion software using the test cases from the 1st AIAA Ice Prediction Workshop.

The organization of the paper is as follows: the 1st AIAA Ice Prediction Workshop is discussed in detail in Section II;

the PoliMIce ice accretion software is introduced in Section III; the Ice Prediction Workshop test cases and numerical

predictions are discussed in Section IV; the concluding remarks from this work are highlighted in Section V.

II. Ice Prediction Workshop
The 1st Ice Prediction Workshop was held virtually in conjunction with the AIAA AVIATION 2021 Forum from

26-29 July 2021. It was the first workshop of its kind, bringing together academia and industry to understand the current

ice prediction simulation capabilities and limitations. The organizing committee of the 1st Ice Prediction Workshop

identified a series open experimental data bases which could subsequently be utilized by participants for code validation.

The experimental data included information on the collection efficiency and ice shapes on challenging geometries of

interest. During the 1st Ice Prediction Workshop the organizing committee and volunteers gathered and compared the

simulation results from each of the participants. The outcome was the first icing code-to-code comparison to assess and

verify different icing models. This in itself was a significant achievement to aid in the progression of best practises for

icing codes. The Politecnico di Milano Icing Research Group contributed to the 1st AIAA Ice Prediction Workshop as a

participant. The test cases simulated by the Politecnico di Milano Icing Research Group are highlighted in Table 1. In
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total, all of the mandatory test cases from the workshop were covered. In addition, several of the optional test cases

which focused on Appendix O conditions were also simulated.

Table 1 Test cases simulated by Politecnico di Milano.

Test Case Category Configuration Key Information

Case-111 3D Droplet impingement NACA64A008 horizontal tail MVD 21

Case-112 3D Droplet impingement NACA64A008 horizontal tail MVD 92

Case-121 2D Droplet impingement Three-element-airfoil MVD 21

Case-122 2D Droplet impingement Three-element-airfoil MVD 92

Case-241 2D Ice accretion 18-inch NACA23012 Rime

Case-242 2D Ice accretion 18-inch NACA23012 Glaze

Case-361 3D Ice accretion NACA0012 30◦ sweep Rime

Case-362 3D Ice accretion NACA0012 30◦ sweep Glaze

Case-371 3D Ice accretion NACA0012 45◦ sweep Rime

Case-372 3D Ice accretion NACA0012 45◦ sweep Glaze

III. PoliMIce Framework

A. Aerodynamic Analysis
The SU2 software suite [16] is an open-source toolkit written in C++ and Python created for multi-physics simulation

and design. It is built specifically for the analysis of partial differential equations (PDEs) and PDE-constrained

optimization problems on unstructured meshes with state-of-the-art methods and algorithms, and is particularly well

suited for aerodynamic shape design. A node centered Finite volume method (FVM) is applied on arbitrary unstructured

meshes using a standard edge-based data structure on a dual grid with median-dual control volumes. Convective fluxes

are discretized at each edge mid point using either centered or upwind schemes. Discretization using upwind schemes

can be coupled with a linear reconstruction via the MUSCL approach to yield a second order scheme in space. Viscous

fluxes are discretized using a corrected average of gradients approach. Source terms are approximated at each node using

a piecewise constant reconstruction within each control volume. Gradients are obtained via a weighted least-squares

approach. Regarding time integration, SU2 is capable to solve implicitly steady and unsteady problems, using a

dual-time stepping strategy, leading to second-order accuracy and time. The core of the suite is a Reynolds-averaged

Navier-Stokes (RANS) solver which is used in this study in tandem with the Spalart–Allmaras (SA) turbulence model.

The application towards its use for the simulation of rotorcraft flows has recently been highlighted by Ref.[17].

B. Particle Tracking
Simulating the ice accretion phenomenon formally involves the computation of the two phase flow of water and air.

This can be done for instance with the Euler-Euler approach using a two-fluid formulation [18]. Due to the scales at

play in ice accretion such flows are only one-way coupled and the computation of the aerodynamics can be performed

independently of the water droplets. An in-house particle tracking code based on a Lagrangian framework was developed

at Politecnico di Milano and is used for the simulation of clouds containing supercooled water droplets [19]. The aim of

the droplet solver is that of computing the collection efficiency 𝛽 over the aircraft, which is used to compute the water

mass that is collected at a given location on the surface. The Lagrangian framework allows a straightforward modelling

of supercooled water droplets effects, such as splashing effects, aerodynamic breakup, deformation and can deal with

secondary particles.

The cloud impinging the aircraft surfaces, is represented as a single front initially placed at an arbitrary distance

ahead of the aircraft. This distance is set so that droplets are traced starting from an unperturbed region of the domain

and so that the computational burden related to the trajectory time integration, proportional to the integration length, is

bearable. In three-dimensional problems, this front consists of a two-dimensional layer of droplets uniformly distributed.

In a two-dimensional setting the layer degenerates into a straight line. As the final result depends on the particle
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Fig. 2 Simplified scheme of the one dimensional phase change problem solved in each computational cell to
obtain the thickness of growing ice.

resolution, a strategy was developed to automatically refine the seeding region by adding new particles where needed.

The seeding front, initially uniform, is discretized as a structured mesh of linear (in 2D) or quadrilateral (in 3D) elements.

Elements are incrementally split at each iteration which consists of evolving the current cloud front and computing 𝛽
on the surface. The simulation stops when the difference in 𝐿2 norm between two consecutive collection efficiency

calculations is below a user supplied threshold. In practical applications, clouds are poly-dispersed. A standard approach

deals with this problem by tracking a uniform cloud of droplets with diameter equal to the Median Volume Diameter

(MVD). That is the particle size that divides the total mass of the cloud in two. Half the mass is coming from droplets of

diameter smaller than the cloud MVD, half from particles larger than the MVD. A more refined discretization of the

particle size distribution can be taken into account by subdividing the droplets size probability distribution function in a

given number of bins. For each bin, a simulation can be performed and the final collection efficiency con be obtained as

a weighted sum of the bins’ 𝛽.

Techniques to allow for particle tracking in mesh with arbitrary motion and across non-conformal boundary interfaces

are used within this work to simulate clouds entrained within rotorcraft flow-fields [20].

C. Ice Accretion
The in-house code PoliMIce is used for computing the ice accretion [6]. Computing the thickness of the accreting

ice layer amounts to solving a phase change problem over the aircraft surface. Typically surfaces are first discretized in

computational cells, and a one-dimensional Stefan problem ([21]) is solved for each control volume. Cells are coupled

via boundary conditions enforcing the conservation of mass at cell interfaces, through specific terms representing the

amount of unfrozen water entering or leaving the cell ( �𝑚𝑖𝑛, �𝑚𝑜𝑢𝑡 ) under the action of the external flow or inertial

forces. The elemental problem solved for in each computational cell is represented in Figure 2. The position of the

air-ice or water-ice interface is computed by solving a heat balance involving the quantities shown in the figure. The

mass rates �𝑚𝑖𝑛, �𝑚𝑜𝑢𝑡 and �𝑚𝑑 account for the liquid water mass coming, respectively, from the upwind and downwind

control cells and from the droplets. The terms �𝑄top and �𝑄bottom are the thermal power contributions. �𝑄top includes

heat exchange with the air flow via convection or friction and accounts for the power due to the droplets kinetic energy.
�𝑄bottom accounts for the thermal power dissipated via conduction thorough the ice layer to the aircraft structure.

To solve the above problem, PoliMIce implements a local exact solution of the unsteady Stefan problem [22]. It

employs an extension of the Myers model explicitly accounting for the mass fluxes related to sublimation and a more

detailed description of the liquid film flow above the ice surface. In glaze conditions, the unsteady description of the

heat diffusion problem in the ice layer is based on the exact local solution of the unsteady Stefan problem. The term
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�𝑄bottom is therefore computed as:

�𝑄bottom = 𝑘𝑖
𝑇freezing − 𝑇wall

𝑒𝑟 𝑓 (𝜆)
𝑒−𝜆

2√
𝜌𝑖𝐶𝑃√

𝜋𝑘𝑖𝑡

𝜆 (𝑡) = 𝐵 (𝑡)
√
𝜌𝑖𝐶𝑃√
𝑘𝑖

(1)

where 𝑘𝑖 and 𝜌𝑖 are the thermal conductivity and density of ice, and 𝐵 is the ice layer thickness. To close the energy

balance on each cell, the �𝑄top power is computed by considering convection, evaporation, latent heat, friction and kinetic

heat transfers. All terms are modeled according to specific closures reported in [6].

Eventually, the accretion rate can be obtained as:

𝜕𝐵

𝜕𝑡
=

�𝑚𝑑 + �𝑚𝑖𝑛 − �𝑚𝑜𝑢𝑡

𝐴𝜌𝑖
, if 𝐵 < 𝐵𝑔

𝜕𝐵

𝜕𝑡
=

1

𝜌𝑖𝐿 𝑓

( �𝑄top + �𝑄bottom

)
, if 𝐵 ≥ 𝐵𝑔

(2)

where 𝐴 is the area of the computational cell and 𝐿 𝑓 is the ice latent heat of fusion. 𝐵𝑔 is the rime limit thickness and is

computed as:

𝐵𝑔 =
1

2

𝐴𝑘𝑖 (𝑇freezing − 𝑇wall)
𝐿 𝑓

( �𝑚𝑑 − �𝑄𝑠𝐿
−1
𝑠

) − �𝑄top

(3)

The ice shapes are then computed using a multi-step approach, whereby non-linear ice accretion is accounted for by

iteratively updating the surface solution on which the ice accretes.

D. Mesh Deformation
Radial Basis Function (RBF) mesh deformation techniques are used to update the iced mesh. RBF mesh deformation

techniques are robust and preserve high-quality mesh even during large deformations. Furthermore, the potential of

RBF mesh deformation techniques for non-smooth, local deformations such as those present during aircraft icing has

been demonstrated by Ref.[23]. However, it is computational prohibitive to use standard RBF mesh deformation on

large data sets. To address this concern, multi-level greedy surface point selection algorithms [24] and volume point

reduction methods [25] are introduced to improve the computational expense of RBF mesh deformation.

IV. Test Cases

A. Case-111, 112
The first test cases presented are Case-111 and Case-112. The focus of the test cases is to assess the three-dimensional

prediction of the collection efficiency. The extensive experimental database from Papadakis et al. [26] is used for

the validation of water droplet impingement models on three-dimensional geometries. The experimental tests were

conducted in the NASA Glenn Icing Research Tunnel (IRT) on a range of configurations. The experimental tests

included measurements of the flow and water droplet impingement. The configuration of Case-111 and Case-112 is the

outboard portion of a full-scale horizontal swept tail from a general business jet with a NACA 64A008 profile. The

operating conditions are shown in Table 2. The operating conditions of Case-111 are representative of Appendix C,

meanwhile the operating conditions from Case-112 are representative of Appendix O conditions.

Table 2 Horizontal Tail Test Conditions Ref. [26].

Mach

[–]

AoA

[◦]
Pressure

[Pa]

Temp

[K]

MVD

[g m−3]

Re

[–]

Chord

[in]

0.23 6.0 83,025 291.2 21, 92 5.03×106 37.65

The mesh provided by the 1st Ice Prediction Workshop is used for simulating Case-111 and Case-112. The mesh

contains approximately 16 750 000 volume elements meanwhile approximately 120 000 surface elements are used for
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the discretization of the wing geometry. The mesh contains a structured boundary layer which satisfies 𝑦+ < 1 to fully

resolve viscous effects within the boundary layer. The external NASA IRT walls are incorporated in the mesh. Inlet and

outlet boundary conditions are subsequently applied to the appropriate wind tunnel boundaries.

The numerical methods for computing the flow field in SU2 are now discussed. Roe’s second-order upwind scheme

is used to calculate the convective fluxes. Venkatakrishnan’s limiter is applied to the primitive variables. Turbulent

variables for the SA model are convected using a first-order scalar upwind method. The gradients of the variables are

computed using a weighted least-squares method. An adaptive CFL is used for convergence acceleration.

The flow field remains constant for both cases and is initially assessed. The flow field prediction is compared

with the experimental measurements in Fig. 3 at two spanwise stations. The location of the two spanwise stations

are shown in Fig. 3a. While the numerical predictions of the pressure coefficient distribution are compared to the

experimental measurements in Figs. 3b & 3b. In general, the pressure coefficient distribution is in close agreement with

the measurements on both the upper and lower surface of the wing and the leading edge suction peak is captured.

The numerical methods for computing the collection efficiency are now introduced. A forward Euler integration

scheme is used to integrate the particle trajectories with an integration time step of 10−5s. A cloud of 56 250 000

supercooled water droplets is initialised using a KD tree at approximately 3 spanwise lengths upstream of the wing. The

cloud of supercooled water droplets is tracked in the computational domain for 0.1 s until all particles have impacted

with the wing and the collection efficiency is computed.

Case-111 is used to assess the water droplet impingement model in Appendix C operating conditions. The numerical

predictions are compared with the experimental recordings in Fig. 4. Impingement data was again obtained at two

spanwise stations as shown in Fig. 4a. The prediction of the collection efficiency on the swept horizontal tail is shown

in Fig. 4b. Only the experimental data at the inboard station is displayed for clarity due to high similarity in the

measurements. The collection efficiency peak and droplet impingement limits are well represented.

Case-112 is used to assess the water droplet impingement model in Appendix O operating conditions. These

operating conditions require the introduction of a slashing model due to the presence of super-cooled large water

droplets. The splashing model used in the submission to the 1st Ice Prediction Workshop for the code-to-code was

based on a modified version of the Trujillo splashing model [27] as used by LEWICE-3D code [28, 29]. Numerical and

experimental predictions are presented at the same spanwise stations as Case-111. The results are shown in Fig. 5. It can

be observed that while the impingement limits and peak are relatively well captured, the prediction on the upper surface

of the wing is not. The splashing model over predicts the mass of water which splashes on impact with the upper surface.

To further investigate, an assessment of different wall interaction modelling techniques is presented in Fig. 6. It is

observed that the collection efficiency is significantly over predicted on the upper surface without modelling splashing

effects. A simplified rebound model displays similar characteristics to using no splashing model at the peak. However,

further aft where the impact angle is greater, the model predicts the rebound of particles leading to a sharp reduction

in the collection efficiency. The LEWICE-3D splashing model [28, 29] is subsequently compared to the standard

Trujillo splashing model [30]. The LEWICE-3D splashing model results are in good correlation with the experimental

measurement at the peak, while standard Trujillo splashing model under predicts the peak collection efficiency. However

both models over predict the mass of splashed water droplets slightly aft of the peak. The tail of the collection efficiency

curve is well predicted by both splashing models.
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(a) Surface pressure coefficient distribution with selected spanwise stations.

(b) Pressure coefficient distribution at the inboard location 𝑦 = 24 in. (c) Pressure coefficient distribution at the inboard location 𝑦 = 43 in.

Fig. 3 NACA 64A008 swept tail pressure coefficient distribution at two inboard and outboard spanwise locations
compared to experimental data from Ref.[26].
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(a) 𝛽 on the wing surface and highlighted spanwise stations of interest. (b) 𝛽 compared to experiment at the inboard location 𝑦 = 44 in.

Fig. 4 NACA 64A008 swept tail collection efficiency, 𝛽, with a MVD = 21μm compared to experimental data
from Ref.[26] at two inboard and outboard spanwise locations.

(a) 𝛽 on the wing surface and highlighted spanwise stations of interest. (b) 𝛽 compared to experiment at the inboard location 𝑦 = 44 in.

Fig. 5 NACA 64A008 swept tail collection efficiency, 𝛽, with a MVD = 92μm compared to experimental data
from Ref.[26] at two inboard and outboard spanwise locations.

Fig. 6 Comparison of impingement models at the inboard spanwise location for Case-112.
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B. Case-121, 122
The second test case presented are Case-121 and Case-122. The focus of these test cases is to assess the prediction of

the collection efficiency on complex multi-component geometries. Likewise to the first set of test cases, the experimental

database generated by Papadakis et al. [26] is used for the preliminary validation of models. The configuration of

Case-121 and Case-122 is a three-element-airfoil. The three-element-airfoil was initially designed in the 1990’s as

an advanced high lift system which was representative of modern transport wing designs. The design was selected to

address the needs of large transport air-framers. The operational test conditions of Case-121 are displayed in Table 3.

The flow field validation was conducted at AoA = 0◦ meanwhile the droplet impingement validation was conducted at

AoA = 4◦.

Table 3 Three-Element-Airfoil Test Conditions Ref. [26].

Mach

[–]

AoA

[◦]
Pressure

[Pa]

Temp

[K]

MVD

[𝜇m]

Re

[–]

Chord

[in]

0.23 0.0, 4.0 84,337 291.2 21, 92 4.9×106 36

The flow field of the high lift three-element-airfoil is complex with strong regions of flow separation. As a

consequence, a mesh sensitivity analysis was conducted. The first mesh used was provided from the 1st Ice Prediction

Workshop and is referred to as G1. While the second mesh was generated using an in-house grid generation software

called uhMesh [31] and is referred to as G2. The two mesh are displayed in Fig. 7. The baseline mesh is considered

as G1 while the fine mesh is considered as G2. G1 contains approximately 54 000 volume elements meanwhile the

slat, main, and flap airfoil elements are respectively Discretized by 130, 256, and 125 surface elements. G2 contains

approximately 700 000 volume elements which are primarily located in the near-field region close to the airfoil. The

slat, main, and flap airfoil elements are respectively composed of 588, 2262, and 941 surface elements. Both mesh use a

structured boundary layer to ensure 𝑦+ < 1 everywhere.

The numerical methods for computing the flow field in SU2 are now introduced. The convective fluxes for the flow

equations are computed using the Jameson-Schmidt-Turkel’s (JST) scheme. Venkatakrishnan’s limiter is applied to

the primitive variables. Turbulent variables for the SA model are convected using a first-order scalar upwind method.

The gradients of the variables are computed using a weighted least-squares method. An adaptive CFL is used for

convergence acceleration.

The sensitivity of the flow solution to the mesh resolution is displayed in Fig. 8. In general, the flow solutions from

G1 and G1 are comparable and both mesh capture the essential flow characteristics of the high-lift three-element-airfoil.

However on closer examination, in key regions of interest, slight differences are visible. The region in close proximity to

the slat is displayed in Figs. 8c & 8d. Significant flow separation is displayed on the pressure side of the slat due to the

high curvature. The strength of the vortical structure in G2 appears stronger and more defined. Moreover, this impacts

the stagnation point of the main airfoil element. The second area of interest is the cove region of the main element

and the flap and is displayed in Figs. 8e & 8f. The cove region towards the trailing edge of the main element exhibits

strongly separated flow. This region of separated flow is noticeably greater in G2. In addition, the vortex produced by

the sharp trailing edge of the slat is better preserved in G2 and its influence on the suction side of the flap is highlighted.

Consequently, G2 is used for the remaining studies due to the particle trajectories being dependent on the flow solution.

The pressure coefficient from the numerical prediction is compared to the experimental measurements in Fig. 9. The

numerical predictions compare favourably with the experimental measurements on the main and flap elements. The

contrary is however true for the slat element with the numerical predictions and experimental measurements showing

significant discrepancies which are thought to be an effect of the highly separated flow.

The flow characteristics of the high lift three-element-airfoil are complex and depend on the operating conditions.

While the pressure coefficient measurements were conducted at AoA = 0◦, the collection efficiency measurements were

conducted at AoA = 4◦. The influence of the AoA on the flow field is displayed in Fig. 10. At AoA = 0◦, the AoA

relative to the slat is greater meaning there is a larger region of separated flow on the pressure side of the slat when

compared to AoA = 4◦ as shown in Figs. 10a & 10b. Additionally, the stagnation point of each element depends on the

AoA. There is also a strong region of recirculating flow in the cove region near the lower side of of the main element’s

trailing edge which is present at both AoA as shown in Figs. 10c & 10d. At AoA = 0◦ the region of recirculating flow

extends slightly further downstream. The influence of the AoA on the flap element appears minimal.

The numerical settings for computing the collection efficiency are now addressed. A front of particles in injected

9



at a distance of 4 chord lengths in front of the airfoil. This value was chosen as the minimum distance presenting an

unperturbed flow and it was selected by performing preliminary runs and checking the value of beta. The number

of particles is automatically adapted by checking the L2 norm of two consecutive beta calculations. New particles

are injected as long as the difference is greater than a user prescribed tolerance. In this case it was set to 3𝑒 − 3,

which amount to a total number of particles of 200 000. Particle diameter distribution was discretized by means of the

experimental 27 bins distribution provided. Computationally, this accounts to performing 27 individual simulations and

obtain the collection efficiency as a weighted sum of each contribution.

The collection efficiency results for Case-121 are shown in Fig. 11. The overall distribution of the collection

efficiency curves are captured. However, on the slat airfoil element there is an offset in the prediction towards the lower

surface as shown in Fig. 11a. Meanwhile the numerical results slightly under predict the collection efficiency on the

lower surface of the main and flap elements as shown in Figs. 11b & 11c. Meanwhile the collection efficiency results for

Case-122 are shown in Fig. 12. In general the trends are similar to Case-121 however the main element displays higher

discrepancies with the experimental measurements which is thought to be attributed to droplet splashing effects.

(a) Mesh G1. (b) Mesh G2.

(c) G1 mesh surrounding the slat. (d) G2 mesh surrounding the slat.

(e) G1 mesh surrounding the cove and flap. (f) G2 mesh surrounding the cove and flap.

Fig. 7 Levels of mesh refinement for G1 and G2.
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(a) Flow solution using mesh G1. (b) Flow solution using mesh G2.

(c) G1 flow solution surrounding the slat. (d) G2 flow solution surrounding the slat.

(e) G1 flow solution surrounding the cove and flap. (f) G2 flow solution surrounding the cove and flap.

Fig. 8 Sensitivity of the flow solution to the mesh resolution. Displaying the normalized velocity magnitude.
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Fig. 9 Comparison of the pressure coefficient prediction on three-element-airfoil with experimental measure-
ments from Ref. [26].

(a) AoA = 0◦. (b) AoA = 4◦.

(c) AoA = 0◦. (d) AoA = 4◦.

Fig. 10 Influence of the AoA on the leading edge region of the three-element-airfoil. Displaying the normalized
velocity magnitude.
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(a) Slat element.

(b) Main element.

(c) Flap element.

Fig. 11 Comparison of the collection efficiency pre-
dictions on Case-121 with experimental measurements
taken from Ref. [26].

(a) Slat element.

(b) Main element.

(c) Flap element.

Fig. 12 Comparison of the collection efficiency pre-
dictions on Case-122 with experimental measurements
taken from Ref. [26].
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C. Case-241, 242
The third test cases presented are Case-241 and Case-242. The test cases were part of work to develop and validate a

three-dimensional scanning system to record ice accretion geometry. The two-dimensional straight wing ice scans from

Lee et al. [32] are used for the assessment of the numerical ice predictions. The conditions from Case-241 correspond

to streamwise rime icing conditions, while the conditions from Case-242 correspond to glaze icing conditions which

produce ice horns. The test conditions are displayed in Table 4.

Table 4 Horizontal Tail Test Conditions Ref. [32].

Mach

[–]

AoA

[◦]
Temp

[K]

MVD

[𝜇m]

LWC

[g m−3]

Re

[–]

Chord

[in]

0.3 2.0 257, 266 15, 30 0.4, 0.75 3.5×106 18

A multi-step simulation is performed for case-241 and 242, creating a new body-fitted mesh at each time-step with

an in-house grid generation software called uhMesh [31]. At each time-step, the solid boundary is retrieved through

a Level-Set based novel approach [33] and with the open-source software Mmg [34]. To perform a mesh sensitivity

analysis, different grid sizes have been tested. Each mesh is characterized by the ratio of the minimal leading edge size

to the airfoil chord ℎ𝑚𝑖𝑛
/
𝑐. The medium and fine mesh for the case-241 are characterized by ℎ𝑚𝑖𝑛

/
𝑐 = 0.002 and

ℎ𝑚𝑖𝑛
/
𝑐 = 0.001, leading to an initial mesh of approximately 63 000 and 70 000 elements respectively. The medium and

fine mesh for the 242-case are characterizedche by ℎ𝑚𝑖𝑛
/
𝑐 = 0.001 and ℎ𝑚𝑖𝑛

/
𝑐 = 0.0005, leading to an initial mesh of

approximately 70000 and 88000 elements respectively. Each mesh use a structured boundary layer to ensure 𝑦+ < 1

everywhere.

The numerical methods for computing the flow field in SU2 are now discussed. Roe’s second-order upwind scheme

is used to calculate the convective fluxes. Venkatakrishnan’s limiter is applied to the primitive variables. Turbulent

variables for the SA model are convected using a first-order scalar upwind method. The gradients of the variables are

computed using a weighted least-squares method. An adaptive CFL is used for convergence acceleration.

The numerical techniques and parameters for computing the collection efficiency are now introduced. A forward

Euler integration scheme is used to integrate the particle trajectories with an integration time step of 10−5s. A cloud

of initially 120 supercooled water droplets is progressively refined until two successive values of the 𝐿2 norm of the

collection efficiency 𝛽 fall below the threshold of 3e-6. The cloud is located at approximately 3 chord lengths upstream

of the airfoil. The cloud of supercooled water droplets is tracked in the computational domain for 0.1 s until all particles

have impacted with the airfoil and the collection efficiency is computed.

The models and parameters used to for the ice prediction are now addressed. Multi step ice accretion is performed

for these test cases, subdividing the total exposure time in equally smaller time intervals. To perform a sensitivity

analysis, different time intervals have been tested. The model used in these test cases to help capture the complex

experimental ice shapes is the local exact solution of the unsteady Stefan problem for the temperature profiles within the

ice layer in glaze conditions. The local surface temperature is used for the heat exchange. A steady liquid film model is

used with an integration time step of 1 s. The rime and glaze ice density are respectively 880 kg m−3 and 917 kg m−3.

The ice prediction results for the straight wing configuration are shown in Figs. 13 & 14. The two dimensional

simulation results are compared to the Maximum Combined Cross Section (MCCS) of the experimental ice scans

from Lee et al. [32]. The conditions from Case-241 are representative of the rime ice regime which the numerical

prediction captures as shown in Fig. 13. The numerical prediction over predicts the ice thickness on the leading edge

when compared to the MCCS. The conditions from Case-242 are representative of the glaze ice regime and consequently

horn ice shapes are produced as shown in Fig. 14. The PoliMIce framework predicts complex two-dimensional ice

shapes which exhibit strong similarities to the MCCS experimental measurements. Parameters which strongly influence

the final ice shape are displayed in Figs. 15. It shows that the mesh sensitivity and number of multi-step time intervals

have a greater influence on glaze ice shapes. Both the mesh refinement and number of multi-step time intervals impact

the size and angle of the ice horns.
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(a) Experimental ice scan of case-241. (b) Numerical prediction of case-241.

Fig. 13 Comparison of ice prediction with experimental ice measurements displaying the Maximum Combined
Cross Section (MCCS). Experimental ice scans taken from Lee et al. [32].

(a) Experimental ice scan of case-242. (b) Numerical prediction of case-242.

Fig. 14 Comparison of ice prediction with experimental ice measurements displaying the Maximum Combined
Cross Section (MCCS). Experimental ice scans taken from Lee et al. [32].

(a) Case-241. (b) Case-242.

Fig. 15 Mesh and time step sensitivity analysis.
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D. Case-361, 362, 371, 372
The final set of test cases simulated are Case-361, 362, 371, and 372. The experimental ice tracings measured by

Bidwell [35] on a wing with 30◦ and 45◦ sweep angles in the NASA IRT are used for validation of the ice prediction

models. In particular the experiments were setup to evaluate a void density model for predicting complex features of

scallop ice shapes. The model wing has a symmetric NACA 0012 profile and the wing tunnel operating conditions are

shown in Table 5. The swept wing geometry and spanwise location of ice tracings are displayed in Fig. 16.

Table 5 NACA 0012 Swept Wing Test Conditions Ref. [35].

Mach

[–]

AoA

[◦]
Temp

[K]

Pressure

[Pa]

MVD

[μm]

LWC

[g m−3]

Re

[–]

Chord

[in]

0.3 0.0 257, 266 92321, 94463 32 0.45, 0.47 7.2×106 36

Fig. 16 NACA 0012 Swept wing geometry at 30◦ and 45◦ sweep angles and spanwise stations where the ice
tracings were measured.

The mesh provided by the 1st Ice Prediction Workshop are used for simulating Case-361, 362, 371, and 372. The

mesh generated with the 30◦ sweep angle contains approximately 8 394 000 volume elements and approximately 102 000

surface elements are used for the discretization of the wing geometry. Meanwhile mesh generated with the 45◦ sweep

angle contains approximately 8 018 000 volume elements and approximately 97 000 surface elements are used for the

discretization of the wing geometry. Both mesh use a structured boundary layer which satisfies 𝑦+ < 1 to fully resolve

viscous effects within the boundary layer. The external NASA IRT walls are incorporated in the mesh. Inlet and outlet

boundary conditions are subsequently applied to the appropriate wind tunnel boundaries.

The numerical methods for computing the flow field in SU2 are now discussed. Roe’s second-order upwind scheme

is used to calculate the convective fluxes. Venkatakrishnan’s limiter is applied to the primitive variables. Turbulent

variables for the SA model are convected using a first-order scalar upwind method. The gradients of the variables are

computed using a weighted least-squares method. An adaptive CFL is used for convergence acceleration.

The numerical techniques and parameters for computing the collection efficiency are now addressed. A forward

Euler integration scheme is used to integrate the particle trajectories with an integration time step of 10−5s. A cloud of

9 000 000 supercooled water droplets is initialised using a KD tree at approximately 2.5 spanwise lengths upstream of

the wing. The cloud of supercooled water droplets is tracked in the computational domain for 0.1 s until all particles

have impacted with the wing and the collection efficiency is computed.

The models and parameters used to for the ice prediction are hereinafter introduced. Single step ice accretion is

performed for these three-dimensional test cases. The model used in these test cases to help capture the complex

experimental ice shapes is the local exact solution of the unsteady Stefan problem for the temperature profiles within the

ice layer in glaze conditions. The local surface temperature is used for the heat exchange. A steady liquid film model is
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used with an integration time step of 1 s. The rime and glaze ice density are respectively 880 kg m−3 and 917 kg m−3.

The ice prediction results for the wing with the 30◦ sweep angle namely Case-361 and Case-362 are shown in

Figs. 17 & 18. The three-dimensional ice shapes are displayed in Fig. 17 and the comparison with the experimental

measurements is shown in Fig. 18. The lower temperature condition produces a spearhead ice shape characteristic

of the rime ice regime. The general shape of the rime ice is captured although the roughness is not. The higher

temperature condition produces a more challenging double-horn glaze ice structure. The angle of the horns is relatively

well predicted although there is an under prediction in the overall mass of ice accreted.

The ice prediction results for the wing with the 45◦ sweep angle namely Case-371 and Case-372 are shown in

Figs. 19 & 20. Similar trends to the wing with the 30◦ sweep angle are observed. However increasing the sweep angle

increases the three-dimensional effects and as a result there are larger discrepancies in the results.

(a) Case-361 – 257K. (b) Case-362 – 266K.

Fig. 17 Three-dimensional ice shape predictions on the 30◦ swept wing during the rime and glaze ice regime.

(a) Case-361 – 257K. (b) Case-362 – 266K.

Fig. 18 Ice shape comparison with experimental measurements on the 30◦ swept wing from Ref. [35] during
both the rime and glaze ice regime.
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(a) Case-371 – 257K. (b) Case-372 – 266K.

Fig. 19 Three-dimensional ice shape predictions on the 45◦ swept wing during the rime and glaze ice regime.

(a) Case-371 – 257K. (b) Case-372 – 266K.

Fig. 20 Ice shape comparison with experimental measurements on the 45◦ swept wing from Ref. [35] during
both the rime and glaze ice regime.
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V. Conclusion
In this paper, Politecnico di Milano Icing Research Group’s results from the 1st AIAA Ice Prediction Workshop are

presented. A series of two- and three-dimensional test cases are simulated to assess the PoliMIce Framework. In general,

the collection efficiency and ice accretion results are in good agreement with the experimental data. In particular this

includes the collection efficiency results in Appendix C operating conditions and the ice prediction during the rime

regime. However, there remains scope for improvement as highlighted by the more challenging configurations and test

conditions. The high-lift three-element-airfoil configuration was a demanding test case for droplet impingement due to

the presence of shadow regions. Additionally discrepancies between collection efficiency numerical predictions and

experimental measurements exist during Appendix O operating conditions even with state-of-the-art splashing models.

Furthermore, all of the glaze ice regime test conditions remain a challenge for current ice prediction models. Finally,

techniques to improve the robustness of three-dimensional multi-step ice accretion simulations are a requirement for the

progression of numerical ice prediction codes. Current developments focus on re-meshing or adaptation strategies to

conform the body fitted mesh to the moving boundaries (see e.g. [36]) in the framework of multi-step ice accretion.
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