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Abstract—We consider the problem of designing a disturbance compensator for a discrete time linear system, so as to optimize a performance index while satisfying probabilistic state and input constraints in steady-state conditions. The problem is formulated as a chance-constrained program that depends on the compensator parameters through the state and input stationary distributions. In this paper, we focus on the Gaussian noise case and provide an analytic expression of the stationary state distribution as a function of the compensator parameters. This expression can be used in the chance-constrained program, which can then be tackled via the scenario approach. Some useful extensions of the set-up are also discussed to further broaden the applicability of the approach. Performance of the proposed design methodology is shown on a building energy management problem where cyclostationary disturbances are compensated, thus providing a stochastic periodic control solution.

Index Terms—Disturbance compensation, optimal constrained control, stochastic linear systems.

I. INTRODUCTION

This paper is concerned with the design of a disturbance compensator optimizing performance for a constrained discrete time linear system affected by an additive white Gaussian noise and operating in stationary conditions.

The compensator design entails characterizing and optimally shaping the distribution of the stationary state process, which depends on the compensator parameters. The problem addressed resembles the ones tackled by the minimum variance (MV) ([1]), generalized minimum variance (GMV) ([2], [3], [4]), and H₂ ([8, pag. 273]) control approaches, where the stationary state distribution is shaped so as to minimize the variance of a given output signal. However, in contrast to those design methodologies, we are not limited to the variance as cost function, and we can explicitly enforce (probabilistic) state and input constraints without resorting to the constraint softening solution adopted in the MV and GMV literature, where a penalty term is added to the cost function, see e.g., [9]. In turn, we address the design of a disturbance compensator and not of a state feedback controller.

Our set-up is motivated by problems arising in the energy domain, such as the optimal operation of building Heating Ventilation and Air Conditioning (HVAC) systems and grid-connected solar photovoltaic power plants, where disturbances (specifically, the ambient temperature and the solar energy production) can be easily measured and directly compensated. In some applications also, the state of the system is hardly accessible and feedback control strategies cannot be applied. An example is represented by the thermal control of a building, where the state variables are the temperatures of the slices of the walls modeling the inertia of the building acting as a passive storage, [10], [11], [12].

The optimal design of a steady-state disturbance compensator for a constrained system subject to unbounded stochastic disturbances is naturally formulated as a chance-constrained optimization program, where constraints are imposed in probability. This kind of program is, in general, hard to solve exactly, [13], and analytic ([14], [15], [16]) as well as randomized ([17], [18], [19], [20]) methods have been introduced to solve them by approximating the probabilistic constraints. Unfortunately, these methods are not directly applicable in our setting because of the dependence of the constraints on the compensator parameters through the stationary state distribution.

In this paper, we show that, if the system is affected by white Gaussian noise, then the Gaussian stationary state distribution can be explicitly characterized through its mean and covariance, which are both computed as analytic functions of the compensator parameters. As a result of this characterization, the so-called scenario approach ([21], [22], [18], [17]) can be directly applied so as to provide a randomized solution with guarantees of chance-constrained feasibility.

In our recent work [23], [24], we addressed the same problem but without assuming the noise to be either Gaussian or white. Though the setup is more general than that of the present paper, the solution in [23], [24] is completely different from the one introduced here because the stationary state distribution is generally not Gaussian and, hence, cannot be characterized only through its first and second order moments. In [23], [24] then, the distribution is approximated by introducing a suitable truncation of the series defining the stationary state process, and one has to resort to a tightening of the constraints to compensate for the introduced error and allow for the guarantees of the scenario approach to still hold, resulting in a possibly conservative solution. In the approach proposed in this paper we avoid any approximation and tightening, while retaining the advantages of the solution in [23], which are: i) the compensator parameters are computed once and off-line, and ii) the system with the compensator is guaranteed to achieve the designed performance and satisfy the probabilistic constraints, in steady-state conditions. Also, apart from convexity, no specific functional form of cost and constraints is assumed, enhancing the applicability of the
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A further contribution of this paper is represented by the extension of the proposed methodology in several directions in order to deal with average cost functions, non-asymptotically stable systems, disturbance compensation in presence of noisy measurements, and cyclostationary disturbances.

Infinite horizon optimal control problems that account for probabilistic constraints are typically tackled within a stochastic model predictive control (SMPC) framework (see [25] for a survey). However, SMPC requires to measure the state of the system and solve on-line an optimization problem at each time instant. Also, we are not aware of any result on the characterization of SMPC performance in the long run, and not even on the satisfaction of the state and input constraints in probability.

The rest of the paper is organized as follows. We first provide some notations. The compensator design problem is formulated in Section II and the proposed resolution strategy is given in Section III. Then we discuss several extensions including periodic stochastic control in Section IV. Finally, a numerical case study related to building energy management is illustrated in Section V and some concluding remarks are drawn in Section VI. The proofs of the main results are deferred to Appendices A-C.

a) Notations: Given a discrete time process \{v_k, k ∈ Z\}, we denote it as v and the probability distribution of v as \( P_v \). Correspondingly, the expected value operator with respect to \( P_v \) is denoted as \( E_v[\cdot] \). For a vector v, \( [v] \), denotes its i-th element and for a matrix X, \( [X]_{ij} \) denotes the element corresponding to row i and column j. \( I_n \) denotes the identity matrix of order n (the subscript is dropped when it is obvious from the context), \( J = \text{blkdiag}(J_1, \ldots, J_m) \) is the block diagonal matrix built from the square matrices \( J_1, \ldots, J_m \), \( \text{vec}(X) \) is the vectorization operator applied to the matrix X which stacks all columns of X into a single column vector, \( \otimes \) denotes the Kronecker product, and \( X' \) and \( X^T \) denote the transpose and conjugate transpose of X, respectively. The Euclidean norm of a vector v is denoted as \( ||v||_2 \). With \([a]\) we denote the smallest integer greater than or equal to a, \( \text{mod}(b, c) \) denotes the remainder of b divided by c, with b and c integers, and \( \binom{n}{k} \) denotes the binomial coefficients, which is assumed to be zero if \( n < k \), with n and k integers.

II. Problem formulation

Consider a discrete time linear system with state \( x_k ∈ \mathbb{R}^{n_x} \) evolving according to the following recursive equation

\[
x_{k+1} = Ax_k + Bu_k + Wd_k,
\]

where \( u_k ∈ \mathbb{R}^{n_u} \) is the control input, \( d_k ∈ \mathbb{R}^{n_d} \) is a stochastic disturbance, and \( A, B, \) and \( W \) are matrices of appropriate dimensions.

We make the following assumptions.

Assumption 1 (Asymptotic stability). The spectral radius of matrix A satisfies \( ρ_A < 1 \).

Assumption 2 (Gaussian white noise). The process \( d \) is a sequence of independent and identically distributed Gaussian random vectors with zero mean and covariance matrix \( Σ_d = S_dS_d^T \).

Note that, in case the state is available for feedback, Assumption 1 can be relaxed to a stabilizability requirement on the couple \((A, B)\), as discussed in Section IV-B. Furthermore, the zero mean assumption is without loss of generality, since if this is not the case, we can introduce \( x_{k+1} = Ax_k + Wd \), where \( d = E_d(d_k) \), and reformulate the problem in terms of \( Δx_k = x_k - \bar{x}_k \) which evolves according to \( Δx_{k+1} = AΔx_k + Bu_k + WΔd_k \) and is affected by the zero mean process \( Δd_k = d_k - d \).

Let us further assume that the value taken by \( d_k \) at any time \( k ∈ Z \), is available for compensation purposes.\(^1\) Extension to the case of noisy measurements of \( d_k \) will be discussed in Section IV-C.

Our aim is designing a disturbance compensator so as to optimize some performance criterion while satisfying state and input constraints for the controlled system operating in stationary conditions. We consider a compensator of the following form:

\[
u_k = γ + \vartheta d_k,
\]

where the control input \( u_k \) is taken to be an affine function of \( d_k \), with the compensator parameters \( γ \) and \( \vartheta \) taking values in the convex and compact sets \( Γ ⊂ \mathbb{R}^{n_u} \) and \( Θ ⊂ \mathbb{R}^{n_u} \times \mathbb{R}^{n_d} \), respectively.

Note that if we apply the compensator (2) to system (1), we get

\[
x_{k+1} = Ax_k + Bγ + (B\vartheta + W)d_k,
\]

which originates a well-defined stationary process. Indeed, under Assumptions 1 and 2, by [26, Theorem 1.4, pag. 80], for any \( k ∈ Z \) there exists a measurable function \( x_{k,∞} \) of the process \( d_{k−1} = \{ \ldots, d_{k−2}, d_{k−1}\} \) such that the process \( x_{∞} = \{ x_{k,∞}, k ∈ Z \} \) satisfies (3) and is strictly stationary with finite first and second order moments. Furthermore, \( x_{k,∞} \) is unique (see [26, Theorem 3.2, pag. 101]), its probability distribution is Gaussian (see [27, pag. 304]) and is induced from that of \( d_{k−1} \). Evidently, the mean and the covariance matrix characterizing the distribution of the Gaussian process \( x_{k,∞} \) depend on the optimization variables \( γ \) and \( \vartheta \). Since \( x_{k,∞} \) depends on \( d_{k−1} \) and process \( d \) is white (see Assumption 2), \( x_{k,∞} \) and \( d_k \) are independent.

Let \( ℓ(x, u, d) : \mathbb{R}^{n_x} × \mathbb{R}^{n_u} × \mathbb{R}^{n_d} → \mathbb{R} \) be a function associating a cost to the state/control input pair \((x, u)\) when the disturbance value is \( d \). Moreover, suppose that the state \( x \) and the input \( u \) are subject to a joint constraint defined by imposing that some scalar function \( f(x, u) : \mathbb{R}^{n_x} × \mathbb{R}^{n_u} → \mathbb{R} \) is not positive.\(^2\)

\(^1\)Note that in general is not possible to cancel out the contribution of \( d_k \) on the state dynamics (1) by setting \( u_k = 0 \), because \( Bu_k = −Wd_k \) is typically not invertible and \( u_k \) may be subject to constraints.

\(^2\)The fact that \( f(\cdot) \) is a single constraint function is without loss of generality because if multiple constraint functions \( f_1(\cdot), \ldots, f_m(\cdot) \) are present, then, we can redefine \( f(\cdot) \) as the point-wise maximum of these \( f_1(\cdot), \ldots, f_m(\cdot) \).
Then, our optimal compensator design problem can be formulated as the following chance-constrained optimization program:

$$\min_{\gamma \in \Gamma, \theta \in \Theta, h} h$$

subject to: $$\mathbb{P}_{d_k} \left\{ \ell(x_{k,\infty}, \gamma + \vartheta d_k, d_k) \leq h, \right. $$

$$\left. \wedge f(x_{k,\infty}, \gamma + \vartheta d_k) \leq 0 \right\} \geq 1 - \varepsilon,$$

where $$\varepsilon \in (0, 1)$$ is a user-chosen probability level and $$\mathbb{P}_{d_k}$$ is the probability distribution of the process $$d_k = \{\ldots, d_{k-1}, d_k\}$$.

The interpretation of the design problem formulation (4) is that we are minimizing the cost and requiring that the constraint is satisfied over all disturbance realizations except for a violation set of probability measure at most $$\varepsilon$$. This $$\varepsilon$$ acts as a tuning parameter making the solution more conservative as it decreases to 0 (worst case solution).

Notice that functions $$\ell(x, u, d)$$ and $$f(x, u)$$ in (4) are evaluated in stationary conditions, i.e., with $$x$$ set equal to the stationary state $$x_{k,\infty}$$ and with $$u$$ given by the disturbance compensator in (2). Solving the optimal compensator design problem then amounts to characterizing and suitably shaping the Gaussian distribution of the stationary process $$x_{k,\infty}$$. By the joint stationarity of processes $$x_{\infty}$$ and $$d$$, the solution to (4) is optimal and satisfies the probabilistic constraint in (4) for every time instant $$k$$. Optimality and feasibility, however, are guaranteed only when the system is operating in stationary conditions. In practice, thanks to Assumption 1, stationarity is always reached in the long run, with a convergence rate that depends on $$\rho_A$$. This makes our compensator design particularly appealing because the control law can be computed on-line (off-line) and then applied at each time step without solving any further on-line optimization problem.

Chance-constrained problems like (4) are generally challenging to solve because of the presence of the probabilistic constraint, which, apart from some notable exceptions (see also Remark 3), is not easy to express analytically as a function of the optimization variables and can be non convex even when both $$\ell(\cdot)$$ and $$f(\cdot)$$ are convex functions and the probability distribution is Gaussian, [13], [28].

In the next section, we will show how to approximately solve (4) via the scenario approach, under the following assumption on functions $$\ell(x, u, d)$$ and $$f(x, u)$$.

**Assumption 3 (Convexity).** The cost function $$\ell(x, u, d)$$ and the constraint function $$f(x, u)$$ are convex with respect to $$(x, u) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u}$$. □

The scenario solution will be feasible for the original chance-constrained problem (4), with a certain confidence level, thus providing a compensator satisfying the joint state-input constraint and with guaranteed performance (the value obtained for the $$h$$ optimization variable) for all disturbance realizations except for a set of probability measure at most $$\varepsilon$$.

### III. PROPOSED SOLUTION

According to the scenario theory, an approximate solution to (4) can be computed solving a sampled version of (4), where the constraint in probability is replaced with $$N$$ realization of the inequalities inside the probability. Such realizations are computed evaluating $$\ell(\cdot)$$ and $$f(\cdot)$$ at $$N$$ samples $$\{d_k^{(i)}\}_{i=1}^N$$ and $$\{x_{k,\infty}^{(i)}\}_{i=1}^N$$ (which are called scenarios) of the stochastic variables $$d_k$$ and $$x_{k,\infty}$$, respectively.

Both $$d_k$$ and $$x_{k,\infty}$$ are Gaussian random variables, but whilst one can easily extract random samples of $$d_k$$ since it has zero mean and known covariance matrix $$\Sigma_d$$, generating samples of $$x_{k,\infty}$$ is not straightforward since its mean and covariance matrix depend on the optimization variables $$\gamma$$ and $$\vartheta$$, which are yet to be determined.

A first and main contribution of this paper is to provide (i) a characterization of the probability distribution of $$x_{k,\infty}$$ as a function of $$\gamma$$ and $$\vartheta$$ and (ii) an expression for the generic $$i$$-th sample $$x_{k,\infty}^{(i)}$$ of $$x_{k,\infty}$$ whose dependency on $$\gamma$$ and $$\vartheta$$ results in $$\ell(\cdot)$$ and $$f(\cdot)$$ being convex as a function of $$\gamma$$ and $$\vartheta$$.

**Theorem 1** (Characterization of $$x_{k,\infty}$$). Under Assumptions 1 and 2, we have that $$x_{k,\infty}$$ is a stationary Gaussian process with mean $$\bar{x} = (I - A)^{-1}B\gamma$$ and covariance matrix $$\Sigma_x = S_x(\vartheta)S_x(\vartheta)^\top$$, with

$$S_x(\vartheta) = " \begin{array}{c} T\bar{\Omega}(\vartheta)(I_{n_d} \otimes S_J) \end{array} \"$$

where $$T$$ is a nonsingular transformation matrix that reduces $$A$$ to a matrix $$J$$ in Jordan canonical form, $$S_J S_J^\top = \sum_{i=0}^{\infty} \text{vec}(J_i^s) \text{vec}(J_i^s)^\top < \infty$$, and $$\bar{\Omega}(\vartheta) = (\text{vec}(T^{-1}(B\vartheta + W)S_d) \otimes I_{n_u})$$ is linear as a function of $$\vartheta$$.

Proof. See Appendix B. □

**Remark 1** (Computing $$S_J$$ appearing in (5)). An explicit expression for $$J = S_J S_J^\top$$ is omitted from the statement of Theorem 1 but is given within its proof (see (29) together with (19)). In practice, one can compute $$J$$ according to its definition as a series, by summing $$\text{vec}(J_i^s) \text{vec}(J_i^s)^\top$$ over $$s = 0, 1, 2, \ldots$$ until the changes in the elements of $$J$$ are below the machine precision. $$S_J$$ is then obtained by means of the Cholesky decomposition of $$J$$. □

The following result is an immediate consequence of Theorem 1.

**Corollary 1** (Sampling from $$x_{k,\infty}$$). Under Assumptions 1 and 2, a sample $$x_{k,\infty}^{(i)}$$ from $$x_{k,\infty}$$ can be obtained as

$$x_{k,\infty}^{(i)} = (I - A)^{-1}B\gamma + S_x(\vartheta) e^{(i)}$$

where $$S_x(\vartheta)$$ is linear in $$\vartheta$$ and its expression is given by (5), and $$e^{(i)} \in \mathbb{R}^{n_s n_d}$$ is extracted at random according to a $$n_s^2 n_d$$-variate standard Gaussian probability distribution. □

Now that we are able to generate samples of the stationary state process parametrically in the optimization variables, we can formulate the scenario optimization program

$$\min_{\gamma \in \Gamma, \theta \in \Theta, h} h$$

subject to: $$\ell(x_{k,\infty}^{(i)}, \gamma + \vartheta d_k^{(i)}, d_k^{(i)}) \leq h$$

$$f(x_{k,\infty}^{(i)}, \gamma + \vartheta d_k^{(i)}) \leq 0$$

$$i = 1, \ldots, N$$,
where \( d_k^{(i)} \) and \( x_k^{(i)} \), \( i = 1, \ldots, N \), are samples of independent random variables and each \( x_k^{(i)} \) is obtained according to (6) in Corollary 1. Given that \( x_k^{(i)} \) depends linearly on \( \gamma \) and \( \vartheta \), and since \( \ell \) and \( f \) are convex, (7) is a program with \( N \) convex constraints that can be solved via standard software.

Denote as \((\gamma^*, \vartheta^*, h^*)\) the solution to the scenario program (7). Under the following technical assumption, we are able to prove the feasibility of \((\gamma^*, \vartheta^*, h^*)\) for the original problem (4) (see Theorem 2), which entails also performance guarantees through the upper bound \( h^* \) on the cost function.

**Assumption 4** (Existence and uniqueness). For any \( N \), for any sample of the random quantities, the constrained optimization problem (7) has a unique solution.

**Remark 2.** Assumption 4 is quite standard in scenario-based optimization (see, e.g., [18], [19], [29]). The uniqueness part of Assumption 4 can be relaxed by considering a suitable convex tie-break rule to single out a unique solution (see [18]). Also the existence part of Assumption 4 can be relaxed, see e.g. [30].

**Theorem 2** (Feasibility guarantees). Choose a confidence parameter \( \beta \in (0, 1) \) and select \( N \) so as to satisfy

\[
\sum_{i=0}^{n} \binom{N}{i} \varepsilon^i (1 - \varepsilon)^{N-i} \leq \beta,
\]

where \( n \) is the number of scalar optimization variables in the controller parametrization \((\gamma, \vartheta)\).

Then, if Assumptions 1-4 hold, the solution \((\gamma^*, \vartheta^*, h^*)\) of the scenario program (7) is feasible for the original chance-constrained problem (4) with probability larger than or equal to \( 1 - \beta \), i.e.,

\[
\mathbb{P}_{d_k} \left[ \mathbb{P}_{d_k} \left\{ f(x_k^{*, \infty}, \gamma + \vartheta d_k, d_k) \leq h^* \right\} \right] \geq 1 - \varepsilon \geq 1 - \beta,
\]

where \( x_k^{*, \infty} \) is the stationary Gaussian process with mean \((I - A)^{-1} B \gamma^* \) and covariance matrix given by \( S_z(\vartheta^*)^T \) as defined by (3) with \( \gamma = \gamma^* \) and \( \vartheta = \vartheta^* \).

**Proof.** See Appendix C.

**Remark 3** (Alternative approaches to chance-constraint optimization). If \( \ell(\cdot) \) and \( f(\cdot) \) belong to specific classes of functions, for example if they are both linear, then, given the Gaussian nature and complete characterization of the stationary process \( x_k^{*, \infty} \) provided by Theorem 1, one can solve (4) by replacing the chance constraint with a tractable analytic approximation as suggested in [15]. Notably, the scenario solution adopted in this paper does not require \( \ell(\cdot) \) and \( f(\cdot) \) to have a special form but only to be convex.

**IV. EXTENSIONS**

The results of this paper encompass also other formulations than the one described in Section II. We discuss them next.

A. Average cost

Suppose that the average cost

\[
J(\gamma, \vartheta) = \mathbb{E}_{d_k} [\ell(x_k^{\infty}, \gamma + \vartheta d_k, d_k)]
\]

can be computed analytically as a function of \((\gamma, \vartheta) \in \Gamma \times \Theta\). This is the case, e.g., when \( \ell(\cdot) \) is the classical quadratic cost in the state and control input variables.

Then, one can minimize \( J(\gamma, \vartheta) \), instead of the upper bound \( h \) on \( \ell(x_k^{\infty}, \gamma + \vartheta d_k, d_k) \) over a set of probability \( 1 - \varepsilon \) (see problem (4)), thus leading to

\[
\min_{\gamma \in \Gamma, \vartheta \in \Theta} J(\gamma, \vartheta)
\]

subject to: \( \mathbb{P}_{d_k} \{ f(x_k^{\infty}, \gamma + \vartheta d_k) \leq 0 \} \geq 1 - \varepsilon \).

Under Assumption 3, \( J(\cdot) \) is also convex and, *mutatis mutandis*, the theory developed remains valid also in the average cost set-up. Specifically, Theorem 2 still holds with a slightly modified statement, where (4) is replaced with (10), (7) with the sample counterpart of (10)

\[
\min_{\gamma \in \Gamma, \vartheta \in \Theta} J(\gamma, \vartheta)
\]

subject to: \( f(x_k^{(i)}, \gamma + \vartheta d_k^{(i)}) \leq 0 \), \( i = 1, \ldots, N \), and \( \ell(\cdot) \) is removed from the probability in (9).

To see that \( J(\cdot) \) is convex, start noticing that \( x_k^{\infty} = \bar{x}(\gamma) + S_z(\vartheta) e_k \) and \( \gamma + \vartheta d_k \) are affine maps of \( \gamma \) and \( \vartheta \). Then, let \( \delta_k = (d_k, e_k) \) and \( \ell(\gamma, \vartheta, \delta_k) = \ell(x_k^{\infty}, \gamma + \vartheta d_k) \). Clearly, under Assumption 3, \( \ell(\gamma, \vartheta, \delta_k) \) is convex in \((\gamma, \vartheta)\). Then

\[
J(\gamma, \vartheta) = \mathbb{E}_{d_k} [\tilde{\ell}(\gamma, \vartheta, \delta_k)] = \int \tilde{\ell}(\gamma, \vartheta, \delta_k) d\mathbb{P}_{d_k}
\]

which can be shown to be convex by definition of convexity, as follows. Take \( \alpha \in [0, 1] \) and \((\gamma_1, \vartheta_1), (\gamma_2, \vartheta_2) \in \Gamma \times \Theta\). Then, we have that

\[
J(\alpha \gamma_1 + (1 - \alpha) \gamma_2, \alpha \vartheta_1 + (1 - \alpha) \vartheta_2) = \int \tilde{\ell}(\alpha \gamma_1 + (1 - \alpha) \gamma_2, \alpha \vartheta_1 + (1 - \alpha) \vartheta_2, \delta_k) d\mathbb{P}_{d_k}
\]

\[
\leq \int \left( \alpha \tilde{\ell}(\gamma_1, \vartheta_1, \delta_k) + (1 - \alpha) \tilde{\ell}(\gamma_2, \vartheta_2, \delta_k) \right) d\mathbb{P}_{d_k}
\]

\[
= \alpha \int \tilde{\ell}(\gamma_1, \vartheta_1, \delta_k) d\mathbb{P}_{d_k} + (1 - \alpha) \int \tilde{\ell}(\gamma_2, \vartheta_2, \delta_k) d\mathbb{P}_{d_k}
\]

\[
= \alpha J(\gamma_1, \vartheta_1) + (1 - \alpha) J(\gamma_2, \vartheta_2),
\]

where the inequality is due to \( \tilde{\ell}(\gamma, \vartheta, \delta_k) \) being convex and the monotonicity property of the integral with respect to the measure \( \mathbb{P}_{d_k} \).

B. Non-asymptotically stable systems

Let us now consider the case in which \( A \) in (1) does not satisfy Assumption 1.

Suppose instead that the matrix pair \((A, B)\) is stabilizable and the state is available for feedback. We can then first apply a state feedback stabilizing control law

\[
u_k = K x_k + \bar{u}_k,
\]
that makes the closed-loop system

\[ x_{k+1} = (A + BK)x_k + B\tilde{u}_k + W d_k \]
\[ = Ax_k + B\tilde{u}_k + W d_k \]  

(12)

asymptotically stable. System (12) satisfies Assumption 1 with \( A \) in place of \( A \) and fits the framework described in Section II, with \( \tilde{u}_k \) as control input in place of \( u_k \). We can thus readily apply the proposed methodology to devise an optimal disturbance compensator \( \tilde{u}_k = \gamma^* + \vartheta^* d_k \) for (12) and then, by (11), feed the original system with the control law \( u_k = K x_k + \gamma^* + \vartheta^* d_k \).

The reader should note, however, that matrix \( K \) has to be chosen prior to solving (7). Indeed, the joint optimization of \( K \) with \( \gamma \) and \( \vartheta \) would render the expression of \( \ell(\cdot) \) and \( f(\cdot) \) non-convex as a function of \( K \), thus violating Assumption 3. If minimizing the cost function \( \ell(\cdot) \) entails minimizing the variance of the steady-state distribution, then \( K \) can be set equal to the linear quadratic regulation (LQR) gain by neglecting the constraints or it can be tuned via the generalized minimum variance approach by accounting for the constraints within the cost function.

C. Compensator using noisy measurements of the disturbance

Suppose that only noisy measurements of the form

\[ w_k = C d_k + n_k \]

of the disturbance \( d_k \) are available, where \( n_k \) and \( d_k \) are jointly Gaussian. We shall show that the proposed approach is still applicable with minor modifications.

The compensator in (2) now takes the form

\[ u_k = \gamma + \eta w_k. \]  

(13)

Substituting (13) in (1) yields

\[ x_{k+1} = Ax_k + B \gamma + (B \eta C + W) d_k + B \eta n_k \]
\[ = Ax_k + B \gamma + (B \eta [C \ \eta] + [W \ 0]) [d_k \ n_k]^T, \]

which still fits the structure of (3) setting \( \vartheta = [\eta C \ \eta] \) with \( \eta \) being the compensator to design, using \( [W \ 0] \) in place of \( W \) and \( d_k = [d_k^T \ n_k^T]^T \) in place of \( d_k \). Similarly, we need to replace \( d_k \) and \( \vartheta \) with, respectively, \( \tilde{d}_k \) and \( [\eta C \ \eta] \) in problems (4) and (7). If we then use \( \eta \) as decision variable in place of \( \vartheta \), the resulting scenario program (7) is convex in \( \eta \) and, as long as the extended disturbance \( \tilde{d}_k \) satisfies Assumption 2, Theorem 2 is still valid. In particular, the joint statistical properties of \( \tilde{d}_k \) and \( n_k \) will be used in (7) to design the parameters \( \gamma^* \) and \( \eta^* \) of the disturbance compensator \( u_k = \gamma^* + \eta^* w_k \), adopting the noisy measurements \( w_k \) of \( d_k \). Since the same degree of freedom (i.e., the choice of \( \eta \)) is used to simultaneously counteract the effect of \( d_k \) and \( n_k \), the effectiveness of the compensator will depend on the relative magnitude between \( d_k \) and \( n_k \). An appropriate tuning will be automatically realized when solving program (7).

D. Stochastic periodic control

Let us now consider the case in which the disturbance process \( d \) is cyclostationary (rather than stationary), meaning that it has periodic statistical properties. More specifically, according to [31], \( d \) is cyclostationary if its mean and autocorrelation function are periodic with some period \( T_h > 0 \), i.e.,

\[ \mathbb{E}[d_{s+T_h}] = \mathbb{E}[d_s], \]
\[ \mathbb{E}[d_{s+T_h} d_{s+T_h+\tau}] = \mathbb{E}[d_s d_s^T], \]

for all \( s, \tau \in \mathbb{Z} \). Similarly to Section II, we assume that \( d \) is a Gaussian process with zero mean, known autocorrelation function, and with independent random variables across different periods. That is, for all \( s \in \mathbb{Z} \)

\[ \mathbb{E}[d_s] = 0, \]  

(14)

and for all \( k \in \mathbb{Z} \) and \( t \in \{0, \ldots, T_h - 1\} \)

\[ \mathbb{E}[d_k d_{k+T_h+t}] = \begin{cases} \Sigma_d^T \tau & \tau \in \{0, \ldots, T_h - 1\} \\ 0 & \text{otherwise.} \end{cases} \]  

(15)

The condition on the autocorrelation function is the counterpart in the cyclostationary realm of the independence part of Assumption 2. However, differently from Assumption 2, we allow for correlations between \( d_s \) and \( d_{s'} \), as long as they belong to the same period. By setting \( T_h = 1 \), (14) and (15) are equivalent to Assumption 2.

Optimal stochastic periodic control of the system

\[ x_{s+1} = Ax_s + Bu_s + W d_s \]  

(16)

can then be embedded in our framework by adopting the so-called lifting transformation, i.e., by unrolling the original system dynamics over a time window of length equal to the period \( T_h \) and referring to the system dynamics from one period \( k \) to the next one. To this end, let \( X_k = x_k T_h \) denote the system state at the beginning of period \( k \), \( U_k = [u_{kT_h} \cdots u_{(k+1)T_h-1}]^T \) the sequence of inputs during period \( k \), and \( D_k = [d_{kT_h}^T \cdots d_{(k+1)T_h-1}^T]^T \) the sequence of disturbances affecting the system within period \( k \). Then, iterating (16) starting from \( s = kT_h \) up to \((k+1)T_h \), we obtain

\[ X_{k+1} = x_{(k+1)T_h} \]
\[ = A^{T_h} x_{kT_h} + \sum_{s=0}^{T_h-1} A^{T_h-1-s} (B u_{kT_h+s} + W d_{kT_h+s}) \]
\[ = AX_k + BU_k + WD_k, \]

(17)

for appropriately defined matrices \( A, B, \) and \( W \). Note that \( A = A^{T_h} \), which inherits the asymptotic stability properties of \( A \). If \( d \) is Gaussian with zero mean (cf. (14)), also \( D_k \) is Gaussian with zero mean. Moreover, by (15), we know that \( \mathbb{E}[D_k D_k^T] = 0 \) for all \( k, k \in \mathbb{Z} \) with \( k \neq k \), meaning that \( D_k \) satisfies Assumption 2 with \( \Sigma_d = \mathbb{E}[D_k D_k^T] \), which has \( \Sigma_d^T \) in (15) as sub-matrices. System in (17) then fits the structure of (1) and Assumptions 1 and 2 of Section II are satisfied, so that our approach can be readily applied on the lifted system (17).
Note that the compensator parameter matrix $\theta$ for (17) needs to be restricted to have a lower block-diagonal structure to avoid $u_{kT_h+s}$ being dependent on future values $d_{kT_h+s+1}, \ldots, d_{(k+1)T_h−1}$ of the disturbances, for $s = 0, \ldots, T_h − 2$. This requirement can be easily accounted for via an additional constraint on the set $\Theta$.

An example of a system affected by a cyclostationary disturbance is given in the following section.

V. APPLICATION TO BUILDING ENERGY MANAGEMENT

In this section, we present an energy management application example with the twofold purpose of better motivating the considered disturbance compensation set-up and showing the efficacy of the proposed scenario-based design methodology.

Consider an office building consisting of a single thermally controlled zone. Our goal is to set the zone temperature $T_z$ along a 24-hours time horizon discretized into $T_h = 144$ time slots of $\Delta_T = 10$ minutes each so as to compensate the outdoor temperature $T_o$, longwave solar radiation $LW$, and shortwave solar radiation $SW$, which act as disturbances on the thermal evolution of the building. The temperature $T_z$ is assumed to be regulated by a low-level controller so as to perfectly track in one time slot a desired temperature set-point, which represents the control input in our case study. The cost to be minimized over the one-day time horizon is represented by the electrical energy consumption $E_e$ of the chiller plant that provides the cooling energy request $E_c$ needed to make the zone temperature tracking the desired set-point. Constraints are introduced to represent the chiller actuation limits and to ensure a certain comfort level to the occupants of the building during working hours.

The electric energy consumption $E_e$ depends on the cooling energy request $E_c$ according to a nonlinear convex function $E_e = ch(E_c)$, derived from the Ng-Gordon model of the chiller plant, [32] (see Eq. (21) in [12] with $E_c$ in place of $E_{ch,c}$ and with $T_o = 22^\circ C$ for simplicity), which can be replaced by a piece-wise affine approximation for computational purposes (cf. [12, Eq. (23)]).

In turn, the cooling energy $E_c$ is the sum of three contributions:

$$E_c = E_w + E_z + E_o,$$

where $E_w$ is the energy exchanged between the zone and the building walls, $E_z$ is associated with the zone thermal inertia, and $E_o$ is related to other thermal phenomena such as occupancy, solar radiation through windows, equipment, lighting, etc.

The first term $E_w$ depends on the thermal behavior of the building described by the temperatures of the layers composing its walls, which together with the zone temperature $T_z(s\Delta_T)$ constitute the state vector $x_s$. Given the assumption that the actuator is able to perfectly track the reference set-point $u$, we have $T_z((s+1)\Delta_T) = u_s$, and altogether $x_s$ evolves according to a linear difference equation of the form (16), where $d_s$ is a scalar cyclostationary disturbance with a one-day period that represents the joint contribution of $T_o(s\Delta_T)$, $LW(s\Delta_T)$, and $SW(s\Delta_T)$. The second term $E_z$ in (18) depends affinely on the control input, and the third term $E_o$ is affine in the disturbances.

Interestingly, in our approach we do not need any measurement of the state $x_s$ – that would be hardly available – and exploit instead measurements of $d_s$ for compensation purposes to save electrical energy. Since $d_s$ is cyclostationary with one-day period, we can use the theory developed in Section IV-D, setting $T_h = 144$ and applying the lifting transformation with the following definitions: $X_k = x_k T_h$ as the system state at the beginning of the $k$-th day (time 0 a.m), $U_k = [u_{kT_h} \cdots u_{(k+1)T_h−1}]^T$ as the sequence of inputs during day $k$, and $D_k = [d_{kT_h} \cdots d_{(k+1)T_h−1}]^T$ as the sequence of disturbances affecting the system within day $k$. By means of principal component analysis of historical data, $D_k$ is described as the weighted sum of a finite number of one-day profiles through coefficients that are modeled as uncorrelated Gaussian variables so that $\mathbb{E}[D_k D_k^\top] = \Sigma_d$ and $\mathbb{E}[D_k D_s^\top] = 0$ for all $k \neq \kappa$. Note that $D_k$ has not zero mean, but our design methodology can still be applied as explained after Assumption 2.

Following [12, Sections 2.1.1-2.1.5], all terms contributing to $E_c$ are affine functions of $X_k$, $U_k$, and $D_k$, thus yielding

$$E_{c,k} = F_c X_k + G_c U_k + H_c D_k + L_c,$$

where $E_{c,k} = [E_{c,kT_h+1} \cdots E_{c,(k+1)T_h}]^T$ is the cooling energy request within period $k$. The electrical energy consumption can be thus easily computed as

$$E_{\ell,k} = ch(E_{c,k}),$$

where the function $ch(\cdot)$ is meant to be applied component-wise to the $E_{c,k}$ vector.

The cost function $\ell(\cdot)$ in (4) is thus given by the steady-state daily electrical energy consumption

$$\ell(\cdot) = 1^\top E_{\ell,k,\infty} = 1^\top ch(E_{c,k,\infty}) = 1^\top ch(F_c X_{k,\infty} + G_c U_k + H_c D_k + L_c),$$

with $1 = [1 \cdots 1]^T$ and $U_k = \gamma + \delta D_k$, while the constraint $f(\cdot) \leq 0$ embeds all comfort and actuation constraints evaluated every $\Delta_T$ minutes.

In particular, we impose

$$\begin{align*}
21 \leq [U_{k,\infty}]_i & \leq 24 & \forall i \in \{48, \ldots, 108\},
15 \leq [U_{k,\infty}]_i & \leq 30 & \forall i \notin \{48, \ldots, 108\},
0 \leq [E_{c,k,\infty}]_i & \leq E_{c,\max} & \forall i
\end{align*}$$

that is, the zone temperature set-point is constrained to be between 21°C and 24°C during the working hours (from 8 a.m. to 6 p.m.), and between 15°C and 30°C otherwise, and the chiller is required not to produce heating energy ($E_c < 0$) but cooling energy only, and not to exceed its maximum capacity $E_{c,\max} = 30$ MJ.

Similarly to [33], in order to reduce the number of parameters of the disturbance compensator $U_k = \gamma + \delta D_k$, only a subset of the temperature set-point collected in $U_k$ – those components $[U_{k,j}]_{18}$, $j = 1, \ldots, T_h/18$, corresponding to the set-point values sampled every 18$\Delta_T$ minutes (i.e.
every three hours) are chosen as a function of $D_k$, while the intermediate ones are obtained by linear interpolation. Additionally, each value $[U_k]_{j18}$, $j = 1, \ldots, T_h/18$ is set as a function of the average of the scalar disturbance $d_e$ computed over the previous time slot of duration $18 \Delta_T$. Formally, for all $j = 1, \ldots, T_h/18$,

$$[U_k]_{j18} = \varrho_j + \theta_j \frac{1}{18} \sum_{i=18(j-1)}^{18j-1} [D_k]_i$$

$$[U_k]_{j18+i} = \frac{18-i}{18} [U_k]_{j18} + \frac{i}{18} [U_k]_{(j+1)18} \quad i = 1, \ldots, 17.$$

All these requirements on $U_k$ translate into deterministic constraints on $\gamma$ and $\vartheta$

$$[\gamma]_{j18} = \varrho_j$$

$$[\vartheta]_{j18} = \frac{1}{18} \theta_j \quad s = 18(j-1), \ldots, 18j-1$$

$$[\vartheta]_{j18} = 0 \quad s \neq 18(j-1), \ldots, 18j-1$$

$$[\gamma]_{j18+i} = \frac{18-i}{18} [\gamma]_{j18} + \frac{i}{18} [\gamma]_{(j+1)18} \quad i = 1, \ldots, 17$$

$$[\vartheta]_{j18+i,s} = \frac{18-i}{18} [\vartheta]_{j18,s} + \frac{i}{18} [\vartheta]_{(j+1)18,s} \quad i = 1, \ldots, 17, \forall s$$

for all $j = 1, \ldots, T_h/18$, which parametrize $\gamma$ and $\vartheta$ through the decision variables $\varrho_j$ and $\theta_j$, $j = 1, \ldots, T_h/18$.

The total number of decision variables is then $n = 2 \cdot T_h/18 = 16$, and, setting a violation $\varepsilon = 0.02$ with a confidence parameter $\beta = 10^{-3}$, we get $N = 1555$ from (8). Solving the scenario program (7), we obtain a disturbance compensator yielding a daily electrical consumption smaller than or equal to $h^* = 1435$ MJ for all disturbance realizations except for a set with probability smaller than or equal to 0.02 with confidence larger than or equal to $1 - 10^{-3}$.

To validate the result, we performed $N_v = 10^4$ simulations of 100 days each, to make the transient behavior vanish and the state reach its stationary distribution. To this purpose, we extracted $100N_v$ one-day realizations of $D_k$, different from the ones used to solve (7). In each simulation we set the initial thermal state of the building at its expected value in stationary conditions $X = (I - A)^{-1} B \gamma^*$. Figure 1 shows the zone temperature set-point $U_k$ at day $k = 100$ for 1000 of the $N_v$ simulations. Grey areas denotes non-comfort zones and, as can be seen from the picture, most temperature set-point profiles stay within the comfort limits.

To show the benefits of introducing the disturbance compensator, we also solved the same problem forcing $\vartheta = 0$ in (2), which resulted in an optimal daily electrical consumption of $h^{*}_{wo} = 2990$ MJ without (wo) compensation. Note that in this case the total number of decision variable is $n = T_h/18 = 8$ and, to get the same violation of $\varepsilon = 0.02$ with the same confidence parameter $\beta = 10^{-3}$, according to (8), only $N = 975$ scenarios are needed for the solution of (7). Remarkably, by comparing the values of $h^*$ and $h^{*}_{wo}$, it appears that introducing the compensator, we can reduce the daily energy consumption of an amount that is more than a half (precisely, 52%) in the worst case. To strengthen this result we also computed the value of the daily electrical energy consumption $h^{*}_{wo}$ at day $k = 100$ for $N_v$ realizations for the disturbances, when input $U_k$ designed without the compensator was applied, and then, we used the same $N_v$ realizations to determine the daily electrical energy consumption $h$ at day $k = 100$ with the compensator. For the case without compensator we set the initial state of all realization equal to $X_{wo} = (I - A)^{-1} B \gamma^*_{wo}$. Figure 2 compares the histograms of the values obtained for $h$ and $h^{*}_{wo}$ for the $N_v$ realizations. As can be seen from the picture, most of the mass of the two histograms is on the left of the corresponding optimal values for $h$ (grey triangles), $h^*$ and $h^{*}_{wo}$, respectively, with an empirical violation that is 0.0127 and 0.0029, respectively. In both cases the empirical violation is below our choice of $\varepsilon$, thus validating the guarantees provided by Theorem 2. Furthermore, we can clearly see the benefits of introducing the compensator since the mass of the histogram related to the case with the compensator is shifted towards much smaller values of the energy consumption with respect to the one without compensator.

In Figures 3a and 3b, we also report a bi-variate histogram.
of the two quantities $h$ and $\|\tilde{X}_k - \mathbb{E}_d[\tilde{X}_k]\|_2^2$, where the variable $\tilde{X}_k$ is the part of the state vector $X_k$ representing the temperatures of the building walls, without and with the compensator, respectively, obtained based on the $N_v$ realizations. The quantity $\|\tilde{X}_k - \mathbb{E}_d[\tilde{X}_k]\|_2$ measures the deviation of the temperatures of the building walls with respect to their expected value. As can be seen from the two pictures, the introduction of the compensator reduces the dispersion induced by the disturbances to the building structure, since the building walls temperatures appear to be more spread (vertical axis).

VI. CONCLUSIONS

In this paper we addressed the optimal design of a disturbance compensator for the steady-state operation of a discrete time linear systems affected by white Gaussian noise. The design problem was formalized as a chance-constraint program for the system operating in stationary conditions so that, in the long run, the designed compensator exhibits optimal performance and satisfies the imposed probabilistic constraints. The chance-constraint optimization problem is solved (offline and only once!) by means of an exact characterization of the stationary state distribution as a linear function of the compensator parameters and the use of randomization to deal with the probabilistic constraints. We also discussed the extension of the proposed methodology to the case of average cost function and stochastic periodic compensation for a system affected by cyclostationary Gaussian disturbances, the latter extension being of interest in the energy management application example. The proposed approach is promising and competitive in terms of ease of computation, applicability, and performance guarantees with respect to alternative approaches to optimal constrained control, especially when state measurements are not available for feedback.
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APPENDIX A

A SUMMABILITY RESULT

Lemma 1. For any $m_1, m_2 \in \mathbb{N}$ and $z_1, z_2 \in \mathbb{C}$ such that $|z_1 z_2| < 1$ we have

\[
\sum_{s=0}^{\infty} \binom{s}{m_1} \binom{s}{m_2} z_1^{s-m_1} z_2^{s-m_2} = \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \binom{s}{m_1 + m_2 - r},
\]

where $m = \min\{m_1, m_2\}$ and $\binom{n}{k_1, k_2, \ldots, k_n}$ is the multinomial coefficient.

Proof. Using the fact that

\[
\binom{s}{m_1} \binom{s}{m_2} = \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \binom{s}{m_1 + m_2 - r},
\]

we have

\[
\sum_{s=0}^{M} \binom{s}{m_1} \binom{s}{m_2} z_1^{s-m_1} z_2^{s-m_2} = \sum_{s=0}^{M} \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \binom{s}{m_1 + m_2 - r} z_1^{s-m_1} z_2^{s-m_2}
\]

\[
= \sum_{s=0}^{m} \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \binom{s}{r, m_1 - r, m_2 - r} z_1^{s-m_1} z_2^{s-m_2}
\]

\[
= \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \sum_{s=0}^{M} \binom{s}{r, m_1 - r, m_2 - r} z_1^{s-m_1} z_2^{s-m_2}
\]

\[
= \sum_{r=0}^{m} \binom{m_1 + m_2 - r}{r, m_1 - r, m_2 - r} \sum_{s=0}^{M} \binom{s}{1} \binom{s}{2} \binom{s-1}{3} \ldots \binom{s}{r+m_1+m_2-r} (z_1 z_2)^{s},
\]

\[
= \sum_{s=0}^{M} \binom{s}{m_1 + m_2 - r} (z_1 z_2)^{s},
\]

Fig. 3. Histogram of $h$ and $\|\tilde{X}_k - \mathbb{E}_d[\tilde{X}_k]\|_2^2$ at day $k = 100$ for $N_v$ realizations of the disturbance $d_k$. Bright colors indicate most probable values, darker colors indicate less likely realizations.
where the second equality is obtained by exchanging the two summations first and then collecting all quantities not depending on \( s \) outside the inner sum. By taking the limit as \( M \to \infty \) on both sides of (20) and using the fact that

\[
\sum_{s=0}^{\infty} \left( \frac{s}{p} \right) z^s = \frac{z^p}{(1 - z)^{p+1}}
\]

for any complex number \( z \) with \(|z| < 1\) and any \( p \in \mathbb{N} \) (see [34, eq. (5.57), pag. 199]), (19) follows, thus concluding the proof.

\[\square\]

**APPENDIX B**

**PROOF OF THEOREM 1**

Given that \( x_{k,\infty} \) satisfies (3), it is easily seen that \( \mathbb{E}_{d_k}[x_{k,\infty}] = \bar{x} = (I - A)^{-1} B \gamma \), while the covariance matrix \( \Sigma_t \), under Assumption 1, is the unique solution of the Lyapunov equation

\[ P = AP A^T + (B \theta + W) \Sigma_d (B \theta + W)^T, \]

and is given by

\[ \Sigma_x = \mathbb{E}_{d_k}[ (x_{k,\infty} - \bar{x})(x_{k,\infty} - \bar{x})^T ] = \lim_{M \to \infty} \sum_{s=0}^M A^s (B \theta + W) S_d S_d^T (B \theta + W)^T A^{s^T}. \]

Let \( A = T J^T \) where \( J \) is the Jordan normal form of \( A \) and \( T \) is a suitable nonsingular transformation matrix. By the Jordan form of \( A \) we can compute \( A^s = T J^s T^{-1} \). If we define \( \Omega = T^{-1} (B \theta + W) S_d \), then, \( P_M \) can be compactly rewritten as

\[ P_M = T \left( \sum_{s=0}^M J^s \Omega \Omega^T J^{s^T} \right) T^T. \]

By using the identity

\[ J^s \Omega = (\text{vec}(\Omega)^T \otimes I_{n_k}) (I_{n_k} \otimes \text{vec}(J^s)), \]

the right hand side of (23) can be rewritten as

\[ T \left( \sum_{s=0}^M J^s \Omega \Omega^T J^{s^T} \right) T^T \]

\[ = T \Omega \left( \sum_{s=0}^M J^s J^s \Omega \right) T^T. \]

Moreover,

\[
\sum_{s=0}^M J^s J^s = \sum_{s=0}^M (I_{n_d} \otimes \text{vec}(J^s)) (I_{n_d} \otimes \text{vec}(J^s))^T
\]

\[ = \sum_{s=0}^M (I_{n_d} \otimes \text{vec}(J^s)) \text{vec}(J^s)^T \text{vec}(J^s)^T
\]

\[ = \left( I_{n_d} \otimes \sum_{s=0}^M \text{vec}(J^s) \text{vec}(J^s)^T \right), \]

where the first equality is due to the definition of \( J \), in (24), the second equality to the distributive property of the Kronecker product, the third equality is given by the mixed product property of the Kronecker product, and the fourth equality is given by the distributive property of addition over the Kronecker product. Combining (23), (25), and (26), we have

\[ P_M = T \Omega \left( \sum_{s=0}^M \text{vec}(J^s) \text{vec}(J^s)^T \right) \Omega^T T^T. \]

As indicated by (22), it remains to compute the limit on both sides of (27) for \( M \to \infty \) to get the variance of \( x_{k,\infty} \).

The \( \ell \)-th element of \( \text{vec}(J^s) \) can be expressed as \( \left[ \text{vec}(J^s) \right]_\ell = \left[ J^s \right]_{\ell r} \) with \( c = \left\lceil \ell/n_x \right\rceil \) and \( r = \text{mod}(\ell - 1, n_x) + 1 \). The Jordan matrix \( J \) is known to have a block-diagonal structure \( J = \text{blkdiag}(J_1, \ldots, J_n) \), whose \( b \)-th block \( J_b \) of order \( m_b \) is associated to the \( b \)-th eigenvalue \( \lambda_b \) of \( A \).

Since \( J^s = \text{blkdiag}(J_1^s, \ldots, J_n^s) \), each element \( (r, c) \) of \( J^s \) can be defined as follows. Let

\[ b_r = \min \left\{ \tilde{b} \in \mathbb{N} \mid \sum_{p=1}^{\tilde{b}} m_p \geq r \right\}, \]

\[ b_c = \min \left\{ \tilde{b} \in \mathbb{N} \mid \sum_{p=1}^{\tilde{b}} m_p \geq c \right\}, \]

be the row and column index of the block of \( J^s \) containing the element \( (r, c) \). Due to the block structure of \( J^s \), if \( b_r = b_c = b \), then \( \left[ J^s \right]_{\ell r} \) belongs to the \( b \)-th Jordan block, otherwise \( \left[ J^s \right]_{\ell r} \) is outside the block diagonal and is therefore equal to zero. Accordingly,

\[ \left[ J^s \right]_{\ell r} = \begin{cases} b_{r}, & \text{if } c = \text{mod}(\ell - 1, n_x) + 1, \\ 0, & \text{otherwise} \end{cases} \]

where \( \ell \) and \( r \) denote respectively the row and column index of an element within the \( b \)-th Jordan block \( J_b \), and can take a value between \( 1 \) and \( m_b \). Recall that, for a Jordan block \( J_b \) of order \( m_b \), the \( (i, j) \)-th element of \( J_b \) is given by

\[ \left[ J_b \right]_{ij} = \begin{cases} \lambda_b^{s} (j-i), & 0 \leq j - i \leq s, \\ 0, & \text{otherwise} \end{cases} \]

with \( 1 \leq i \leq m_b \) and \( 1 \leq j \leq m_b \). Thus, we can finally express the \( (\ell_1, \ell_2) \) element of \( \text{vec}(J^s) \) as

\[ \left[ \text{vec}(J^s) \right]_{\ell_1 \ell_2} = \begin{cases} \left[ J_b \right]_{i_1 j_1}^{s} \lambda_b^{(j_2 - j_1)} b_1 = b_{r-1} = b_{c-1}, \\ b_2 = b_{r-2} = b_{c-2}, \\ 0, & \text{otherwise} \end{cases} \]

where

\[ b_{r,q} = \min \left\{ \tilde{b} \in \mathbb{N} \mid \sum_{p=1}^{\tilde{b}} m_p \geq \text{mod}(\ell_q - 1, n_x) + 1 \right\}, \]

\[ b_{c,q} = \min \left\{ \tilde{b} \in \mathbb{N} \mid \sum_{p=1}^{\tilde{b}} m_p \geq \left\lceil \ell_q/n_x \right\rceil \right\}, \]

\[ i_q = \text{mod}(\ell_q - 1, n_x) + 1 - \sum_{p=1}^{b_{r-1}} m_p, \]

\[ j_q = \left\lceil \ell_q/n_x \right\rceil - \sum_{p=1}^{b_{r-1}} m_p, \]
\( q = 1, 2 \) and, according to (28),

\[
\begin{align*}
[J_{b_1}]_{i_1 j_1} [J_{b_2}]_{i_2 j_2} &= \left\{ \begin{array}{ll}
(s)_{j_2-i_2} & 0 \leq j_2 - i_2 \leq s \\
(s)_{j_1-i_1} & 0 \leq j_1 - i_1 \leq s \\
0 & \text{otherwise},
\end{array} \right.
\end{align*}
\]

\( \lambda_{b_2} \) being the complex conjugate of \( \lambda_{b_2} \).

Letting \( \tilde{J} = \sum_{s=0}^{\infty} \text{vec}(J^s) \text{vec}(J^s)^T \) and setting \( m_1 = j_1 - i_1 \) and \( m_2 = j_2 - i_2 \), one has

\[
\begin{align*}
[J]_{\ell_1 \ell_2} &= \sum_{s=0}^{\infty} \text{vec}(J^s)^T \text{vec}(J^s) \\
&= \sum_{s=0}^{\infty} \left\{ \begin{array}{ll}
(s)_{m_1} & b_1 = b_{r,1} = b_{c,1} \\
(s)_{m_2} & b_2 = b_{r,2} = b_{c,2} \\
0 & \text{otherwise},
\end{array} \right.
\end{align*}
\]

\( m_1 \) and \( m_2 \) depending on \( \ell_1 \) and \( \ell_2 \) through \( (i_1, j_1) \) and \( (i_2, j_2) \) respectively.

Using Lemma 1 in (29) with \( z_1 = \lambda_{b_1}, z_2 = \lambda_{b_2}, \) and \( m = \min\{m_1, m_2\}, \) we obtain

\[
[J]_{\ell_1 \ell_2} = \sum_{r=0}^{m} \left( m_1 + m_2 - r, r, m_1 - r, m_2 - r \right)
\]

if \( b_1 = b_{r,1} = b_{c,1}, b_2 = b_{r,2} = b_{c,2}, \) and \( m_1, m_2 \geq 0; \) or \( [J]_{\ell_1 \ell_2} = 0 \) otherwise.

Since the quantities appearing in the expression of \( [J]_{\ell_1 \ell_2} \) are all finite, we can conclude that \( \tilde{J} = \sum_{s=0}^{\infty} \text{vec}(J^s) \text{vec}(J^s)^T < \infty \) and its \((\ell_1, \ell_2)\) element is given by \([J]_{\ell_1 \ell_2}\). By taking the limit for \( M \rightarrow \infty \) on both sides of (27) and recalling (22), we obtain

\[
\Sigma_x = T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes \tilde{J}) \tilde{\Omega}(\theta)^T T^T.
\]

We now show that \( S_x(\theta)S_x(\theta)^T = \Sigma_x \) where \( S_x(\theta) \) is given by (5):

\[
egin{align*}
S_x(\theta)S_x(\theta)^T &= T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes S_J)(T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes S_J))^T \\
&= T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes S_J)(I_{n_{d}} \otimes S_J)^T \tilde{\Omega}(\theta)^T T^T \\
&= T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes S_J^T)(I_{n_{d}} \otimes S_J^T) \tilde{\Omega}(\theta)^T T^T \\
&= T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes S_J^T) \tilde{\Omega}(\theta)^T T^T \\
&= T \tilde{\Omega}(\theta)(I_{n_{d}} \otimes \tilde{J}) \tilde{\Omega}(\theta)^T T^T \\
&= \Sigma_x.
\end{align*}
\]

This concludes the proof.

\[\square\]

**APPENDIX C**

**PROOF OF THEOREM 2**

Under Assumptions 1 and 2, by Theorem 1 and Corollary 1, \( x_{k,\infty}^{(1)} \) in problem (7) is extracted at random according to the distribution of \( x_{k,\infty} \), so that (7) is the sampled version of (4).

Considering also Assumptions 3 and 4, the result in Theorem 2 then follows immediately from the standard scenario theory, see [18, Theorem 1].

\[\square\]
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