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Abstract

The buffer allocation problem (BAP) in production flow lines is very relevant from
a practical point of view and very challenging from a scientific perspective. For this
reason, it has drawn great attention both in industry and in the academic community.
However, despite the problem relevance, no exact method is available in the literature
to solve it when long production lines have to be dealt with, i.e., in practical settings.
This work proposes a new Mixed Integer Linear Programming (MILP) formulation
for exact solution of sample-based BAP. Due to the huge number of variables and
constraints in the model, an algorithm based on Benders decomposition is proposed
to increase the computational efficiency. The algorithm iterates between a simulation
module that generates the Benders cuts and an optimization module that involves the
solution of an updated MILP model. Multiple Benders cuts after each simulation run
are generated by exploiting the structural properties of reversibility and monotonicity
of flow line throughput. The new MILP formulation is tighter than the state-of-the-art
model from a theoretical point of view, and order of magnitude of computation time
saving is also observed in the numerical results.

Keywords: Buffer allocation problem; Production flow lines; Benders decomposition; Design
optimization; Manufacturing systems design; Integer programming.

1 Introduction

Flow lines are typical architectures of production systems in many fields such as food,

automotive, and electronics industries (Tempelmeier, 2003; Li, 2013), thus making design

of flow lines a relevant topic from an industrial perspective. This work addresses a specific

problem in flow line design, i.e., the Buffer Allocation Problem (BAP) (Weiss et al., 2019).

BAP aims at finding the optimal buffer spaces between production stages to optimize

a buffer related performance measure (e.g., minimum buffer costs) and that is able to
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guarantee a requested threshold value of another performance measure influenced by buffers

(e.g., throughput, service level).

Buffer allocation is critical in flow line design, as the system performance is sensitive

to the buffer allocation due to various sources of variability. In industrial contexts, the

variability can be associated with human operators, machine failures, heterogeneity of job

sizes/surfaces, and it is represented by the randomness in the time to process jobs (Inman,

1999; Li et al., 2009). It has been largely documented that variability affects system flow

time and, hence, system throughput. Intermediate buffers between machines allow to mit-

igate the effect of local variability throughout the entire production line. Specifically, they

reduce the propagation of blocking and starvation occurrences, which usually negatively

affect system performance (Gershwin, 1994). Roughly speaking, the larger the buffer ca-

pacity, the higher the expected throughput of the line. However, large buffer spaces (i.e.,

large space needed to accommodate the entire production line) generate high costs, both

in terms of costs directly related to space and in terms of operational costs of having large

work-in-process (WIP) and long delivery lead times of customer orders. Thus, the design

of flow lines has to consider the trade-off between the performance and the cost.

The complexity of BAP can be recognized also from a scientific point of view. Due to

the lack of closed-form performance evaluation approaches for multi-stage flow lines, the

convexity of BAP is not proven yet. The non-convex aspect implies the existence of multiple

local optima, while the integer aspect implies that even solving for a local optimum may

require exponential computation time. Practical relevance and complexity have made BAP

attractive to researchers for decades, and this work proposes a sample-path exact approach

for BAP. A brief literature review on exact approaches among the vastly existing works is

provided below, and the contribution of this work follows.

1.1 Literature review

In a recent comprehensive survey (Weiss et al., 2019), a lack of exact methods and limited

capability of the few state-of-the-art exact methods to solve long flow lines can be noticed (in

this paper, a method is defined as exact if it has both an exact performance evaluation and

an exact objective function optimization). Among the 145 methods categorized in Weiss

et al. (2019), approximate methods (meta-heuristics and approximate search algorithms)
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dominate the field, especially for handling large production lines. On the contrary, only 18

approaches are exact, and they are reviewed below.

Exact explicit solution procedures use analytic methods to evaluate the line performance

with closed-form formulae. These approaches are usually developed under strict assump-

tions, and the only work applying an exact explicit solution procedure is Enginarlar et al.

(2002), which deals with a 2-machine unreliable line with exponential failures and repairs.

Integrated optimization methods formalize the BAP into a mathematical programming

model, in which the performance evaluation based on samples or analytic results are in-

cluded, and solve the model to the optimum. Some works used sample-based optimization

and formulated BAP with mixed integer linear programming (MILP) (Matta, 2008; Stolletz

and Weiss, 2013; Matta et al., 2014). Their models may suffer from sampling errors from

stochastic distributions, which is usually mitigated by increasing the sample size. Solving

MILP to the optimum becomes computationally challenging as the stage number increases,

and the largest instance in this category is the 5-machine line solved in Matta (2008).

Iterative optimization methods decouple the search for the optimal buffer allocation and

the evaluation of system performance in two phases, which are repeated until an optimal

solution is found. Exact iterative methods can be further categorized into enumeration or

search methods. The majority of the state-of-the-art iterative exact methods used enu-

meration (Powell and Pyke, 1996; Andijani, 1998; Conway et al., 1988, e.g.). As candidate

solutions grow exponentially, enumeration methods are extremely time-consuming. These

methods tackled up to 8-machine lines (Powell and Pyke, 1996). Exact search methods

(Nori and Sarker, 1998; Seo et al., 2009; Seo and Lee, 2011; Weiss and Stolletz, 2015; Weiss

et al., 2018) are developed based on structural properties. For instance, the performance,

as a function of buffer spaces, can be separable (Seo et al., 2009; Seo and Lee, 2011), or

convex (Nori and Sarker, 1998) under some strict assumptions such as 2-machine line, spe-

cific distribution of processing time and/or arrival process. However, in general cases, these

assumptions are not satisfied. A more general structural property is that performance, as

a function of buffer capacity, is monotonic, i.e., the system throughput cannot be worsened

if the capacity of at least one buffer is increased (if the capacity of other buffers is not

reduced). This property holds for multi-stage flow line with general distribution of pro-

cessing time, time between failure and time to repair of unreliable machines (Weiss and
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Stolletz, 2015). This property is used to design the algorithm searching for the lower bound

of the constrained minimization problem in Seo et al. (2009); Seo and Lee (2011); Weiss and

Stolletz (2015); Weiss et al. (2018). Speeding up techniques are also studied; for instance,

upper and lower bounds can be generated before or during the searching procedure, and

the search can start from downstream buffers to allocate capacity. Search methods are

usually faster than enumeration and integrated methods. By using searching methods, a

24-machine line was solved in Weiss and Stolletz (2015), which represents the longest line

solved by exact methods. However, as MILPs need to be solved in search iterations, the

computational budget to find the optimal solution still remains large.

Summarizing, exact approaches in the literature can be fast for 2-machine lines or for

system with specific assumptions. For more general cases, exact approaches are either

enumeration-based or based on mixed integer programming, both of which reflect that

BAP is an NP-hard problem.

1.2 Contribution

The original contribution of this work is twofold: (1) it proposes a new efficient MILP

formulation for sample-based BAP, and (2) it applies an improved Benders decomposition

algorithm to exactly solve it.

This paper proposes a new model for BAP that improves the very first formulation in

Matta (2008) under the same modeling framework of sample-based integrated simulation-

optimization (Pedrielli et al., 2018). The proposed MILP differs from the state-of-the-art

in the formulation of the big-M constraints related to buffer capacity, which are based on

the flow line blocking mechanism. The resulting model can be significantly tighter than the

state-of-the-art and some of the existing solution approaches, such as the search algorithm

of Weiss and Stolletz (2015), can be directly applied on it. Thanks to tightness of the

proposed model, the improvement on computational efficiency can be expected.

The proposed MILP model is hard to solve, and large computational effort is needed.

Thus, Benders Decomposition (BD) (Benders, 1962), a decomposition-based cut-generation

exact solution approach, is used and several techniques to improve the basic BD algorithm

are developed. First, instead of directly solving the LP formulation of the BD sub-problem,

a faster simulation-based approach is applied to generate cuts (Zhang and Matta, 2020).
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Second, in each iteration, two feasibility cuts are derived, one from the original system

and the other from the reversed system, based on the reversibility property of flow lines

(Yamazaki et al., 1985). According to the reversibility property of production flow lines,

the throughput of a system is equal to that of its reversed system (i.e., the system where

parts flow from the last to the first machines), so the feasible region of the original system

is the same as that of the reversed system. Thus, a feasibility cut generated from the

reversed system is also a feasibility cut for the original system. This allows a reduction

of the number of iterations needed to solve the problem to the optimum. Third, the cuts

are improved to formulate a tighter linear relaxation of the BD master problem, which

reduces the computation time to solve a single iteration of the master problem. Fourth,

combinatorial cuts based on monotonicity of throughput on buffer capacity can also be

applied each time an infeasible solution is visited. Finally, a cut selection heuristic is

proposed to control the size of the model. Numerical analysis shows that the proposed

framework can be order of magnitude faster than the state-of-the-art approach.

The remainder of the paper is organized as follows. Sections 2 and 3 present the new

formulation and the solution procedure. Numerical results are devised in Section 4, and

Section 5 concludes the paper with future research directions.

2 Mathematical models

2.1 Problem definition

The BAP addressed in this work finds the optimal buffer capacity of each stage in a flow

line, i.e., the minimum buffer capacity able to guarantee the target throughput.

The type of flow line considered in the paper is depicted in Figure 1. It is composed of

J machines and J − 1 inter-machine buffers of finite capacity. All parts are processed by

all the machines of the line, ordered according to the arrival sequence. Parts are always

available in front of the first machine, and parts can immediately leave the system after

being processed by the last machine. The inter-machine buffer j has finite capacity bj . A

full buffer causes the blocking of the upstream machine, and an empty buffer causes the

starvation of the downstream machine. In this work, the blocking-after-service behavior
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Figure 1: Flow line.

(BAS) is considered. The processing times of each machine can be generated as independent

and identically distributed variables from a general distribution, or calculated as the sum

of the two variables corresponding to the processing and the repair time, if the machine is

considered unreliable. In the remainder of this paper, the term processing time will represent

the processing time of reliable machines, and the processing time without including repair

time of unreliable machines.

2.2 Notations and new formulation of BAP

Indices, sets and parameters of the proposed mathematical model are defined as follows.

j ∈ J = {1, ..., J} index, set and number of system stages

J ′ = {1, ..., J − 1} set of all the stages but the last one

Lj , Uj , ∀ j ∈ J
′

lower and upper bound of the capacity of buffer j

i ∈ I = {1, ..., I} index, set and number of parts in the simulation

horizon

ti,j , ∀ i ∈ I, j ∈ J processing time of part i at machine j

k buffer capacity index

Kj = {Lj + 1, ..., Uj}, ∀ j ∈ J
′

set of all the possible capacities for buffer bj

except the lower bound

Mi,j,k,mi,j,k ∀ i ∈ I, j ∈ J
′
, k ∈ Kj big-M and small-M parameters

TH∗ target throughput

The proposed BAP mathematical model follows.

min
∑
j∈J ′

bj

s.t. bj = Lj +
∑
k∈Kj

yj,k ∀j ∈ J ′ (1)
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yj,k ≤ yj,k−1 ∀j ∈ J ′ , k ∈ Kj (2)

edi,j − esi,j ≥ ti,j ∀j ∈ J , i ∈ I (3)

esi,j − edi−1,j ≥ 0 ∀j ∈ J , i ∈ I (4)

esi,j − edi,j−1 ≥ 0 ∀j ∈ J , i ∈ I (5)

edi,j − esi−k,j+1 ≥ −
Uj∑

k′=k+1

Mi,j,k′yj,k′+

k∑
k′=Lj+1

mi,j,k′ (1− yj,k′ ) ∀j ∈ J ′ , k ∈ Kj , i ∈ I (6)

edI,J − es1,1
I

≤ 1

TH∗
(7)

yj,k ∈ {0, 1} ∀j ∈ J ′ , k ∈ Kj (8)

esi,j ≥ 0, edi,j ≥ 0 ∀j ∈ J , i ∈ I (9)

esi,j , e
d
i,j , e

s
1,1 = 0 ∀j /∈ J or i /∈ I (10)

Lj ≤ bj ≤ Uj , bj ∈ Z+ ∀j ∈ J ′ (11)

The integer variables bj are the buffer capacity behind machine j. The objective function

is the minimization of total buffer capacity. The 0-1 variables yj,k are used for buffer

allocation, to set if capacity of buffer j is smaller or bigger than k. They are directly

related to the buffer capacity bj in the following way:

yj,k =


1, ∀ k ≤ bj

0, ∀ k ≥ bj + 1.

(12)

Constraints (1) and (2) set yj,k value as requested by equation (12). It should be noticed

that variables bj can be calculated through equations (1) given the values of yj,k, so they

are actually redundant; however, they are kept in the model for simplicity of explanation.

Real-valued variables esi,j and edi,j represent the time part i enters and leaves machine

j, respectively. Technically, indexes i and j are defined in sets I and J , and for the cases

i /∈ I or j /∈ J the values of esi,j and edi,j are both set to 0, as in (10). Constraints (3) to (7)

evaluate the throughput and check if the target value is achieved. In particular, constraints

(3) to (6) describe the simulation trajectory of the flow line based on input processing times

ti,j , and constraint (7) states that the throughput should reach the target value TH∗.
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A simulation trajectory is the ordered set of occurring times of all the events collected

during the run of a simulation model. For flow lines the definition is as follows.

Definition 2.1. Simulation trajectory of a flow line Given a flow line with buffer

capacities bj and sampled processing times ti,j , the simulation trajectory is the collection

of the event times esi,j and edi,j such that:

es1,1 = 0 (13)

esi,j = max{edi−1,j , e
d
i,j−1} i ∈ I, j ∈ J (14)

edi,j = max{esi,j + ti,j , e
s
i−bj ,j+1

} i ∈ I, j ∈ J (15)

Within the simulation, buffer capacities b̄j are parameters instead of variables, so they

can be easily used in event time subscripts.

Equation (13) assures that the first part enters the first machine at time 0. Equations

(14) define that a part can enter a machine only if both the part and the machine are

available. These equations correspond to linear constraints (4)-(5) in the mathematical

model. Equations (15) show that a part can leave a machine only if the processing is finished

and there is an available space in the downstream buffer. These equations correspond to

linear constraints (3) and (6). Specifically, constraints (6) cover all the k between Lj and

Uj , and take into account the three occurrences that follow:

edi,j − esi−bj ,j+1
≥ 0 ∀i ∈ I, j ∈ J ′ (16)

edi,j − esi−k,j+1 ≥ −
bj∑

k′=k+1

Mi,j,k′ ∀i ∈ I, j ∈ J ′ , k ≤ bj − 1 (17)

edi,j − esi−k,j+1 ≥
k∑

k′=b̄j+1

mi,j,k′ ∀i ∈ I, j ∈ J ′ , k ≥ bj + 1 (18)

Given a buffer capacity b̄j and its related 0-1 variables ȳj,k = 1, ∀ k ≤ b̄j and ȳj,k = 0, ∀ k ≥

b̄j + 1, the right-hand side of constraints (6) becomes zero for k = b̄j , and constraints (6)

are reduced to constraints (16). Similarly, for k ≤ b̄j − 1, constraints (6) are reduced

to constraints (17), and for k ≥ b̄j + 1, constraints (6) are reduced to constraints (18).

Constraints (16) represent the blocking occurrence due to the limited buffer capacity b̄j ,

as explained above. Moreover, constraints (17) and (18) should be redundant. If, for

some i and j, because of the existence of (17) and (18), ēdi,j is strictly greater than both
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ēsi,j + ti,j and ēs
i−b̄j ,j+1

, i.e., (15) is violated, the simulation trajectory will not be correctly

modeled, and there may be bias on throughput evaluation in (7). The sufficient condition

for equations (15) being correctly modeled by constraints (16), (17) and (18) is that (17)

and (18) always hold for any simulation trajectory ēsi,j and ēdi,j . Such violation may occur if

a small value is set to Mi,j,k′ , or a big value is set to mi,j,k′ . By simply setting Mi,j,k′ = +∞

and mi,j,k′ = −∞, the formulation would be equivalent to that used in Matta (2008), which

is proven to be weak. One of the original contributions of this work is the improvement

of the state-of-the-art models by defining appropriate values for Mi,j,k′ and mi,j,k′ , which

strengthen the model while keeping its correctness. The definition of bounding values for

Mi,j,k′ and mi,j,k′ from the input samples ti,j can be found in Propositions 2.2, 2.3 and 2.4,

whose proofs can be found in Appendix I (online supplemental material).

Proposition 2.2. In the simulation trajectory composed by the collection of event times

ēsi,j and ēdi,j of the flow line with any buffer capacities b̄j such that Lj ≤ b̄j ≤ Uj based on

samples ti,j, if

ēsi+1,j = ēdi,j ∀j ∈ J , i = 1, . . . , N − 1, (19)

i.e., if machine j does not undergo starvation just before processing part i + 1 and after

processing part i, then

ēsi+1,j − ēsi,j ≤ Si,j , (20)

where Si,j is the upper bound of the time interval needed for the next completion of a part

after time ēsi,j in the line segment from machine j till the end of the line. It can be formally

defined as

Si,J = ti,J , ∀ i ∈ I (21)

Si,j = max{ti,j , ti
j
′ ,j
′ |j′ = j + 1, ..., J, ij′ ∈ Ii,j,j′}, ∀j ∈ J

′
, i ∈ I. (22)

Set Ii,j,j′ includes all the parts in machine j
′

that could possibly block part i + 1 in ma-

chine j when buffer capacities are varied between the lower and upper bounds. It can be

mathematically defined as

Ii,j,j′ =

[
i− (j

′ − j)−
j
′−1∑
l=j

Ul, i− (j
′ − j)−

j
′−1∑
l=j

Ll

]
∩ Z+. (23)
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Proposition 2.3. In the simulation trajectory composed by the collection of event times

ēsi,j and ēdi,j of the flow line with any buffer capacities b̄j such that Lj ≤ b̄j ≤ Uj based on

samples ti,j, constraints (17) are always satisfied if

Mi,j,k′ = Si−k′ ,j+1, (24)

Si−k′ ,j+1 is the upper bound of the time to complete the first part in the line segment

downstream j after part i− k′ starts at j + 1, i.e., ēs
i−k′ ,j+1

, as in equations (21) and (22).

Proposition 2.4. In the simulation trajectory composed by the collection of event times

ēsi,j and ēdi,j of the flow line with any buffer capacities b̄j such that Lj ≤ b̄j ≤ Uj based on

samples ti,j, constraints (18) are always satisfied if

mi,j,k′ = ti−k′ ,j+1. (25)

By setting the values of Mi,j,k′ and mi,j,k′ as in equations (21)-(22), (24)-(25), the

simulation trajectory of any specific buffer allocation is assured to be correctly represented

by the model. Thus, using constraints (7), the throughput can be evaluated in a way

equivalent to discrete-event simulation and the target throughput is surely achieved.

3 Benders-decomposition-based algorithm

The model previously proposed is a MILP model with a few integer variables but many

real-value variables. Also, once the buffer capacities have been selected, the MILP reduces

to an LP that represents the simulation trajectory of the flow line.

Those characteristics make Benders decomposition (Benders (1962)) a promising ap-

proaches for the problem, by using the master problem for the design aspect (i.e., the

buffer allocation) and the sub-problem for throughput evaluation. Moreover, due to the

simulation nature of the sub-problem, discrete event simulation is used for cut generation,

as in Zhang and Matta (2020), instead of simplex or interior point methods, that are usually

implemented in general-purpose LP solvers. The algorithm has linear complexity, in terms

of computation time. After each simulation run, two classic Benders cuts are derived, one

from the original system and the other from the reversed system. Also, each Benders cut

can be easily improved to reach a tighter linear relaxation of the master problem. All the

techniques are presented in the following.
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3.1 Model decomposition and classic Benders cuts

The original model is partitioned in: a master problem (that includes the integer variables

bj and yj,k) and a sub-problem (that includes the real-valued variablesesi,j and edi,j). The

master problem is defined as follows:

min
∑
j∈J ′

bj s.t. (1), (2), (8), (11), feasibility cuts

As the objective function of the original complete model is included only in the master

problem (as it is a function of the buffer capacity), the sub-problem is a feasibility problem,

and only feasibility cuts (and not optimality cuts) are generated from its solution. Given

the buffer capacity b̄j , the feasibility sub-problem is formulated as follows:

min ε

s.t. edi,j − esi,j ≥ ti,j : ui,j ∀j ∈ J , i ∈ I (26)

esi,j − edi−1,j ≥ 0 : vi,j ∀j ∈ J , i ∈ I (27)

esi,j − edi,j−1 ≥ 0 : si,j ∀j ∈ J , i ∈ I (28)

edi,j − esi−b̄j ,j+1 ≥ 0 : wi,j ∀j ∈ J , i ∈ I (29)

edI,m
I
− ε ≤ 1

TH∗
: ϑ (30)

esi,j ≥ 0, edi,j ≥ 0, ε ≥ 0 ∀j ∈ J , i ∈ I

where ui,j , vi,j , si,j , wi,j and ϑ are the dual variables, and ε is a non-negative variable

to guarantee the feasibility. If the problem is feasible (i.e., there exists a buffer capacity

configuration able to reach the target throughput), the optimal value of ε is zero.

Given the dual optimal solutions ūi,j , v̄i,j , s̄i,j , w̄i,j and ϑ̄, the feasibility Benders cut is:

−
∑
j∈J ′

b̄j<Uj

Uj∑
k′=b̄j+1

(∑
i∈I

Mi,j,k′ w̄i,j

)
yj,k′ +

∑
j∈J ′

b̄j>Lj

b̄j∑
k′=Lj+1

(∑
i∈I

mi,j,k′ w̄i,j

)
(1− yj,k′ )

+
∑

i∈I,j∈J
ti,j ūi,j − ϑ̄

1

TH∗
≤ 0 (31)

According to duality,
∑

i∈I,j∈J ti,j ūi,j− ϑ̄
1

TH∗ = ε̄, where ε̄ is the solution of the primal
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sub-problem, and, hence, the cut can be re-written as:

−
∑
j∈J ′

b̄j<Uj

Uj∑
k
′
=b̄j+1

(∑
i∈I

Mi,j,k′ w̄i,j

)
yj,k′ +

∑
j∈J ′

b̄j>Lj

b̄j∑
k′=Lj+1

(∑
i∈I

mi,j,k′ w̄i,j

)
(1− yj,k′ ) + ε̄ ≤ 0 (32)

The cut generation algorithm to derive the dual optimal solution was developed based on

discrete event simulation as in Zhang and Matta (2020). They showed that the simulation-

based cut generation algorithm can be orders of magnitude faster than general-purpose LP

solvers. The algorithm is discussed in Appendix II (online supplemental material).

3.2 Tightening the Benders cut

The feasibility cuts (32) can be further improved to reach a better linear relaxation of the

master problem as in the following proposition, whose proof can be found in Appendix I.

Proposition 3.1. For each feasibility Benders cut (32), a tighter valid inequality is:

−
∑
j∈J ′

b̄j<Uj

kj∑
k′=b̄j+1

(∑
i∈I

Mi,j,k′ w̄i,j

)
yj,k′ +

∑
j∈J ′

b̄j>Lj

b̄j∑
k′=Lj+1

(∑
i∈I

mi,j,k′ w̄i,j

)
(1− yj,k′ ) + ε̄ ≤ 0.(33)

In the first term of equation (32), the second sum upper bound Uj is substituted by kj, which

is defined as follows: for all j ∈ J ′ and b̄j < Uj, parameter b̄j +1 ≤ kj ≤ Uj is the minimal

integer that makes the following inequality hold:

−
kj∑

k′=b̄j+1

(∑
i∈I

Mi,j,k′ w̄i,j

)
+

∑
j
′∈J ′\{j}
b̄
j
′>L

j
′

b̄
j
′∑

k′=L
j
′+1

(∑
i∈I

mi,j′ ,k′ w̄i,j′

)
+ ε̄ ≤ 0. (34)

If there is no value of kj satisfying (34), then kj = Uj.

3.3 Reversed cut

A reversed cut is a feasibility cut similar to (32), but derived from the BAP of the reversed

flow line. To formulate the BAP of the reversed flow line, namely the reversed model, a

subscript transformation of both parameters and variables, as reported in Table 1, should be

applied. The value of the redefined parameters is equal to the related ones in the original
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Figure 2: Reversed system.

model, e.g., trI+1−i,J+1−j is equal to ti,j . The values of big-M and small-m parameters,

instead, are recalculated by Propositions 2.2, 2.3 and 2.4, where ti,j are replaced by tri,j .

Generally speaking, Mi,j,k (mi,j,k) and M r
I+1−i+k,J−j,k (mr

I+1−i+k,J−j,k) do not have the

same value. The reversed model is as follows:

min
∑
j∈J ′

brj

s.t. brj = Lr
j +

∑
k∈Kr

j

yrj,k ∀j ∈ J ′

yrj,k ≤ yrj,k−1 ∀j ∈ J ′ , k ∈ Kr
j

edri,j − esri,j ≥ tri,j ∀j ∈ J , i ∈ I

esri,j − edri−1,j ≥ 0 ∀j ∈ J , i ∈ I

esri,j − edri,j−1 ≥ 0 ∀j ∈ J , i ∈ I

edri,j − esri−k,j+1 ≥ −
Ur
j∑

k′=k+1

M r
i,j,k′

yr
j,k′

+
k∑

k′=Lr
j+1

mr
i,j,k′

(1− yr
j,k′

) ∀j ∈ J ′ , k ∈ Kr
j , i ∈ I

edrI,J − esr1,1
I

≤ 1

TH∗

Redefined parameters Primal variables Dual variables

ti,j : trI+1−i,J+1−j esi,j : −edrI+1−i,J+1−j ui,j : urI+1−i,J+1−j

Uj : U r
J−j edi,j : −esrI+1−i,J+1−j vi,j : vrI+2−i,J+1−j

Lj : Lr
J−j bj : brJ−j si,j : srI+1−i,J+2−j

Kj : Kr
J−j yj,k : yrJ−j,k wi,j : wr

I+b̄J−j+1−i,J−j

Recalculated parameters

Mi,j,k : M r
I+1−i+k,J−j,k mi,j,k : mr

I+1−i+k,J−j,k

Table 1: Transformation of subscripts to develop the reversed model.

Provided that b̄rj = b̄J−j for any j ∈ J ′ , and that all constraints containing big-M and
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small-m parameters are redundant, the sub-problem of the original model and that of the

reversed model are equivalent (with the exception of the subscripts of the dual variables

that are transformed as defined in Table 1) and, consequently, the dual optimal solutions

are also equal. Therefore, a Benders cut of the reversed model, namely the reversed cut,

can be generated after the simulation run of the original system, without repeating the dual

variable calculation for the reversed system. The reversed cut is:

−
∑
j∈J ′

b̄rj<Ur
j

Ur
j∑

k′=b̄rj+1

(∑
i∈I

M r
i,j,k′

w̄r
i,j

)
yr
j,k′

+
∑
j∈J ′

b̄rj>Lr
j

b̄rj∑
k′=Lr

j+1

(∑
i∈I

mr
i,j,k′

w̄r
i,j

)
(1− yr

j,k′
) + ε̄r ≤ 0,(35)

where b̄rj = b̄J−j , y
r
j,k′

= yJ−j,k′ , U
r
j = UJ−j , L

r
j = LJ−j , w̄

r
i,j = w̄I+b̄J−j+1−i,J−j , as in

Table 1. With an inverted transformation, it is equivalent to:

−
∑
j∈J ′

b̄j<Uj

Uj∑
k′=b̄j+1

(∑
i∈I

M r
I+b̄j+1−i,J−j,k′ w̄i,j

)
yj,k′

+
∑
j∈J ′

b̄j>Lj

b̄j∑
k′=Lj+1

(∑
i∈I

mr
I+b̄j+1−i,J−j,k′ w̄i,j

)
(1− yj,k′ ) + ε̄ ≤ 0. (36)

Notice that, since Mi,j,k 6= M r
N+1−i+k,m−j,k and mi,j,k 6= mr

N+1−i+k,m−j,k, big-M and

small-m parameters are not transformed back. Thus, the reversed cut (36) and the original

cut (32) differ from each other. The reversed cuts can also be tightened as in Proposition 3.1.

3.4 Combinatorial cut

Besides the original and the reversed cut, a combinatorial cut (Codato and Fischetti, 2006)

can also be generated, and it is as follows:∑
j∈J ′ : b̄j<Uj

yj,b̄j+1 ≥ 1. (37)

The combinatorial cut implies that a feasible allocation requires an increase in the capacity

of at least one buffer. This cut is valid due to the monotonicity: the sub-problem will be

tighter than or equivalent that of the simulated infeasible solution if the capacity of no

buffer is increased, thus, ε is not decreasing, and there is no possibility to obtain a feasible

solution. This combinatorial cut is also applied in Weiss and Stolletz (2015).
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3.5 Cut selection

According to Section 3.1, 3.3 and 3.4, each time an infeasible buffer solution is simulated,

three cuts are generated (original, reversed, and combinatorial). Including all of them

in the master problem can define a tighter formulation, but it also increases the solution

complexity. Thus, selecting which cut(s) to add to the master problem in each iteration

can have a relevant impact on the algorithm performance.

The conditions under which the combinatorial cut is tighter than the original are defined

in the following (the proof is in Appendix I). It can also be applied to the reversed cut.

Proposition 3.2. Combinatorial cut (37) is tighter than cut (33) if kj = b̄j + 1 for all

j ∈ J ′ such that b̄j < Uj.

If the combinatorial cut is tighter than both the original and the reversed cuts, only the

combinatorial cut is added to the master problem. If the combinatorial cut is tighter than

only one of the two cuts, only the cut tighter than the combinatorial is added. Otherwise, if

the combinatorial is looser than the other two cuts, it is discarded. The other two cuts may

make similar partition, and adding both of them may bring high computational burden

in each iteration instead of reducing the number iterations. By setting a user-defined

coefficient c, the original cut and the reversed cut can be considered similar if, for all j:∣∣∣∣∣∑
i∈I

M r
I+b̄j+1−i,J−j,k′ w̄i,j −

∑
i∈I

Mi,j,k′ w̄i,j

∣∣∣∣∣ ≤ c ε̄

J − 1
, ∀b̄j + 1 ≤ k′ ≤ Uj∣∣∣∣∣∑

i∈I
mr

I+b̄j+1−i,J−j,k′ w̄i,j −
∑
i∈I

mi,j,k′ w̄i,j

∣∣∣∣∣ ≤ c ε̄

J − 1
, ∀Lj + 1 ≤ k′ ≤ b̄j

If the two cuts are similar, one is randomly added to the master problem, otherwise

both of them are added. The larger the value of c, the higher the probability to include

only one cut.

The algorithm follows the classic Benders scheme as follows. The buffer spaces bj are

initially set to the lower bound Lj . An iterative procedure will be repeated by simulation,

cut generation, cut selection, updating and solving the master problem and updating the

buffer solution. The procedure stops when a feasible solution is visited.
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4 Numerical analysis

Numerical tests have been performed to evaluate the efficiency of the proposed approach and

analyze the property of buffer allocation in various production systems. A first experiment

compares the computation time with a state-of-the-art sample-path exact algorithm through

a variety of system characteristics. A second experiment investigates the performance of

the proposed approach when the stage number increases and assess its problem size limit.

Then, the property of buffer allocation of some typical system settings and several long

realistic flow lines with unreliable machines are studied. A comparison with a state-of-the-

art approximate method is also conducted, and the results are shown in Appendix III of

the online supplemental material for reasons of conciseness.

The algorithms are implemented in Java and Cplex 12.10 is used for solving the master

problem. The experiments are conducted on a cluster of DELL M630 with Intel(R) Xeon(R)

CPU E5-2690 v4 @ 2.60GHz processors and 256 Gb RAM. Cplex can use up to 16 threads.

The time limit for solving each instance is set to 5 hours, i.e., 18000 seconds.

4.1 Computation time comparison: proposed algorithm vs. state-

of-the-art algorithm

The first experiment addresses the BAP in systems with various characteristics. The lower

and upper bounds (Lj , Uj) of the buffer capacity are set to 1 and 20, respectively. The

number of jobs I is set to 1, 000, 000. Such value has been chosen to avoid sampling errors

in the processing time probability distributions. For each instance of the experiment, this

number of jobs assures to reach the steady state value of the throughput evaluated through

simulation. All the machines have Lognormal distributed processing time. There are two

types of machines in the system, bottleneck and non-bottleneck, where the bottleneck ma-

chines (BN) have longer average processing times than non-bottleneck. For BN machines,

the Lognormal distribution has the mean of the normally distributed logarithm µ equal to

2, while for non-bottleneck machines it is equal to 1.5.

Various factors can be relevant to the complexity of BAP. The number of machines

J relates to the number of variables and constraints. More buffer spaces will be needed

if higher target throughput or/and higher processing time variability are set, hence larger
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infeasible region, leading to more computational effort to confirm the lower bound. Another

factor that could be relevant is the position of bottlenecks, since it affects the throughput.

However, the mechanism of how the bottleneck position will affect BAP is not trivial, so the

effect is studied through numerical analysis. Four relevant factors are identified: machine

numbers, target throughput, processing time variability and bottleneck position. The target

throughput is implicitly controlled as target efficiency η∗, which is the ratio between the

system throughput and the throughput of the bottleneck in isolation. The processing time

variability is controlled through the coefficient of variation, denoted by CV = µ/σ. Systems

with zero (balanced), one and two bottlenecks are all studied.

The benchmark algorithm is proposed by Weiss and Stolletz (2015), who applied Ben-

ders decomposition and combinatorial cuts (37) to the formulation proposed in Matta

(2008). They also proposed a decomposition framework that first decomposes the system

into sub-systems and solves BAP of each sub-system to accelerate the procedure. This de-

composition is not included in the benchmark algorithm, since the proposed algorithm can

be also embedded into the framework as the algorithm to solve the BAP of sub-systems.

The aim of this experiment is to show that the proposed model is tighter than that proposed

in Matta (2008), and, consequently, the Benders cuts generated from the proposed method

can be more efficient than the combinatorial cuts.

4.1.1 Full factorial experiment of two-bottleneck systems

A full factorial design of two-bottleneck systems is applied. Table 2 shows the experimental

design. The machine number is set to 4 and 6. Two levels of target efficiency are used (0.66,

0.72), and two levels of CV are investigated (0.85, 0.9). Six levels of bottleneck positions

are considered to represent the cases of both BN at the beginning of the line (FF), both at

the end (LL), both in the middle (MM), and mixed cases (FL, FM, ML). Table 2b shows

the machine indexes of BNs, both for the 4-machine and the 6-machine lines.

For each of the 48 combinations of factors, five replicates are run. In total, 240 instances

are solved with both the proposed and the state-of-the-art algorithms.

In the experiment, the proposed approach (algorithm a2) always solves the problem

within 3500 seconds, while the state-of-the-art approach (a0) solves only 37 out of 48

cases within one hour. Figure 3 reports, on a logarithmic scale, the interval plots of the
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Factor Notation Levels

Stage number J 4, 6

Target efficiency η∗ 0.66, 0.72

Processing time variability CV 0.85, 0.9

BN positions as in Table 2b

(a) Design of experiment

Notation

J FF LL MM FL FM ML

4 1,2 3,4 2,3 1,4 1,3 2,4

6 1,2 5,6 3,4 1,6 1,4 3,6

(b) Bottleneck positions

Table 2: Full factorial experiment of two-bottleneck systems

ratio between the computation time of the state-of-the-art approach (T0) and that of the

proposed approach (T2). The limits of the intervals are calculated assuming normality of

data and using quantiles of normal distribution with confidence interval equal to 95%. The

same approach is used for all interval plots of the paper. The cases where the state-of-

the-art approach runs out of time are represented by empty labels and T0 set to 5 hours,

otherwise by solid labels. The figure shows that the proposed approach is faster than the

state-of-the-art in many cases. Such cases are represented by dots above the horizontal dash

line in the figure. Also, in several cases the proposed approach can be orders of magnitude

faster. T0 is smaller than T2 in a few exceptions, most of them with low target efficiency.

In these cases, T2 values are up to 165 seconds, meaning that both the algorithms could

solve these instances in a very short time. With high target efficiency, the state-of-the-

art-approach is faster in only three cases, all with FL bottleneck position; however, the

difference of the computation time between the two algorithms is up to 400 seconds only.

Besides the total computation time, the optimization and simulation times are also

separately analyzed. The optimization time is the total amount of time for solving the

master problems with Cplex. Figure 4a shows the interval plots of the ratio between the

optimization time of the state-of-the-art approach (CplexT0) and that of the proposed
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Figure 3: Total computation time comparison: proposed approach (T2) with state-of-the-

art (T0). Five replicates are run for each combination of factors.

approach (CplexT2), while Figure 4b shows the same interval plots for the simulation

time. In both figures, the cases where the state-of-the-art approach runs out of time are

not shown. The proposed approach uses a shorter optimization time in almost all the cases,

while the state-of-the-art approach uses shorter simulation time in most of the cases. It

should be noticed that to generate combinatorial cuts only the simulation is needed, while

for Benders cuts also the calculation of dual solutions is made. This takes more time and

increases the simulation time of a2. For the easy cases (i.e., low values of η∗, J and CV ),

a few iterations are needed and simulation time dominates optimization time, and, hence,

the state-of-the-art approach performs better. On the contrary, when optimization time

dominates simulation time, the proposed approach is faster. Interestingly, the proposed

approach improves the optimization time more significantly when bottlenecks are close to

each other. The effect of bottleneck position is further discussed in Section 4.1.3.

4.1.2 One-bottleneck systems and balanced systems

In this section, six 6-machine lines with one bottleneck and four balanced lines are analyzed.

The first five columns of Table 3 show the system identifiers and settings. Systems 1 to
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(a) Optimization time comparison (b) Simulation time comparison

Figure 4: Optimization and simulation time comparison: proposed (T2) and state-of-the-art

approach (T0). Five replicates are run for each combination of factors.

6 are six-stage one-BN, with three levels of BN position, two levels of η∗ and fixed CV.

Systems 7 to 10 are balanced lines, one is 4-stage and three are 6-stage.

The last three columns of Table 3 show the results. Columns T2 and T0 report the

average computation time of five independent replicates of the proposed and the state-of-

the-art approaches, respectively. The optimal solutions are in column
∑

j∈J bj (which is

the same for all replicates). The proposed approach is able to solve all the cases within

the 5 hour time limit, while the state-of-the-art cannot solve four cases (i.e., 4, 8, 9, 10).

For three cases (1, 5, 7), which are the 4-machine balanced line, and two one-bottleneck

6-machine lines with BN at the first or last machine, the two approaches perform similarly.

These cases are solved by both approaches in less than 5 minutes. For the other three cases

(2, 3, 6), the proposed approach is one order of magnitude faster than the state-of-the-art.

4.1.3 Discussion

The results show that the proposed method outperforms the state-of-the-art for complex

cases, but not for easy cases, as it saves optimization time at the cost of simulation time.

The effect of bottleneck position in the 2-BN experiment deserves attention. Figure 5
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Case J BN-position η∗ CV T2 T0
∑

j∈J bj

1 6 F 0.9 0.9 185.08 211.27 12

2 6 F 0.92 0.9 302.85 1243.26 14

3 6 M 0.9 0.9 410.82 6199.12 17

4 6 M 0.92 0.9 782.29 > 18000 21

5 6 L 0.9 0.9 180.28 298.56 12

6 6 L 0.92 0.9 337.26 1610.44 15

7 4 - 0.66 0.85 52.92 119.21 18

8 6 - 0.52 0.85 2641.13 > 18000 19

9 6 - 0.54 0.85 4391.11 > 18000 22

10 6 - 0.56 0.85 15726.78 > 18000 26

Table 3: Average computation time and optimal solution of one-bottleneck lines and bal-

anced lines. Five replicates are run for each combination of factors.

shows the computation time of the proposed approach, with the x-axis indicating the total

buffer capacity. FL, FM, ML 6-machine systems require a smaller total buffer capacity,

but the computation time is significantly larger than the other cases. Thus, besides the

machine number and the total buffer capacity, which represent the size of the optimization

model and the cardinality of the infeasible area, the position of BN machines is a third

factor impacting the complexity of BAP. An intuitive reason is that, for distant bottleneck

flow lines, there exist many local optima / sub-optima, which make searching for the global

exact solution more difficult.

4.2 Computation performance on line length

In this section, the maximum system length that can be solved within the 5-hour time limit

is studied. As BN position and the total buffer capacity are shown to be relevant factors

impacting on the computation time, they are varied. To vary the total buffer capacity

(which is an output of the experiment) the target efficiency has been varied. Two levels

of η∗ (0.66 and 0.72) and three levels of BN positions (MM, ML and LL) are analyzed.

Other experiment settings are: processing times follow a Lognormal distribution with µ
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Figure 5: Computation time of the proposed approach. Five replicates are run for each

combination of factors.

equal to 1.5 for non-BN machines, and equal to 2 for BN machines; CV is equal to 0.85.

Only lines with an even machine number are studied, and for system with 2n machines,

bottlenecks are located at the n-th and (n + 1)-th machines for MM systems, n-th and

2n-th machines for ML systems, and at the (2n − 1)-th and 2n-th for LL systems. Table

4 shows the maximum machine number (Max J), computation time (T2), total buffer

capacity (
∑

j∈J bj) and buffer allocation (bj) in each experiment setting. The table shows

the results of one replicate for each line as illustrative example. It can be observed that the

values of Max J are quite different among the various settings, and the maximum machine

number, equal to 30, can be observed in LL system with target efficiency equal to 0.66.

4.3 System property study

The proposed approach has been applied to various 6-machine flow lines, both reliable and

unreliable, to to study the property of buffer allocations. Reliable lines includes identi-

cal (namely balanced), V-shaped, inverted V-shaped and increasing/decreasing processing

times. The processing times of all machines follow Lognormal distributions with CV equal

to 0.85, while µ differs from one machine to the other. Unreliable lines includes identical

(balanced), increasing/decreasing, and step-shaped mean time to repair (MTTR). Process-

ing times of all machines are deterministic and equal to 1, and machine efficiency is equal

to 0.8. Both time to failure and time to repair follow exponential distributions. MTTR is
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BN-position η∗ Max J T2
∑

j∈J bj bj

MM 0.66 14 11624.1 24 1, 1, 1, 1, 1, 2, 9, 3, 1, 1, 1, 1, 1

MM 0.72 8 4242.3 27 1, 1, 4, 15, 3, 2, 1

ML 0.66 20 5921.6 24 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 2, 2, 1, 1, 1,

1, 1, 2, 2

ML 0.72 8 8705.1 21 1, 1, 1, 4, 6, 3, 5

LL 0.66 30 7613.79 37 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 7

LL 0.72 10 2495.21 25 1, 1, 1, 1, 1, 1, 1, 4, 14

Table 4: Performance on dimension with different experiment settings. Results of one

replicate are shown as example.

varied from one machine to the other, and as the machine efficiency is fixed, the mean time

to failure (MTTF) is changed accordingly.

Each system is first simulated with each buffer equal to 4, and the throughput is set as

TH∗ of the BAP. The simulation length is equal to 1,000,000 jobs. The bounds LJ and Uj

of each buffer are equal to 1 and 20, respectively. For each system, five replicates are run.

In Table 5, the first column shows machine parameters (µ for reliable, MTTR for unre-

liable lines). The second column shows the system name, and the third reports the optimal

total buffer capacity. The last column shows the detailed buffer allocations, where multiple

optimal solutions are sometimes found in different replicates.

The well-known storage bowl phenomenon (Hillier et al., 1993) suggests that buffers

closer to the center of the line should be equipped with larger capacity, but this phenomenon

is not always found in the results. In the balanced reliable line or balanced unreliable lines

with MTTR equal to 4, some optimal solutions show a storage bowl phenomenon, but they

do not improve the total buffer capacity, compared with a balanced buffer allocation. For

balanced unreliable lines with MTTR equal to 40 and 100, allocating more space to the

central buffers and less in the marginal ones helps reducing the total buffer capacity by

two and three slots, respectively (if compared with reference buffers). Thus, lines with less

frequent but more time consuming failures show significant bowl phenomenon.
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In the reliable unbalanced lines (i.e., decreasing, increasing and V-shaped) more space

is allocated to the bottleneck machines. The inverted V-shaped reliable line shows a com-

bination of bowl phenomenon and bottleneck effect, where extreme buffers have the largest

capacity and the central buffer capacity is larger than the second and fourth buffer.

In unreliable lines with increasing and decreasing MTTR (i.e., Decreasing, Increasing,

Step 1, Step 2 ), machines with large MTTR are separated by small buffers. The reason

could be that once a failure occurs on those machines, the repair time is so long that only

giant buffer space could significantly mitigate blockage and starvation. As failures are less

frequent, the buffer is often not used. Thus, it is not beneficial to allocate large space here.

4.4 Solution of long realistic lines

The proposed approach has been tested on realistic lines. The cases studied in this section

are all taken from the literature. Weiss and Stolletz (2015) were able to solve two 24-machine

lines, which are the longest lines solved so far with exact methods. Moreover, Tempelmeier

(2003) summarized some practical lines. In this experiment, the lines considered in Weiss

and Stolletz (2015) and four systems in Tempelmeier (2003) have been addressed. In

the following, the results are presented first for the 24-machine line of Weiss and Stolletz

(2015) and then for the four lines of Tempelmeier (2003). These lines are solved with the

proposed solution procedure (a2) and with the proposed procedure embedded in the system

decomposition framework of Weiss and Stolletz (2015) (a2 with decomposition).

4.4.1 Long line with unreliable machines of Weiss and Stolletz (2015)

The 24-machine line of Weiss and Stolletz (2015) is composed of 22 reliable machines with

deterministic or Erlang distributed processing times, and two unreliable machines with

deterministic processing times and exponential TTR and TTF. The two unreliable machines

are the bottlenecks of the line, and they are placed in the middle of the line (machines 12

and 13). The system is solved with a target throughput set to 90% of the bottleneck rate,

and with 250, 000 jobs flowing in the system. Two cases, differing from each other by MTTF

and MTTR, are studied. The first configuration has MTTF = 5, MTTR = 2, the second

MTTF = 10, MTTR = 4. All the above mentioned settings are the same as in Weiss and

Stolletz (2015). A five-hour time limit is set for both a2 and a2 with decomposition.
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Results can be found in Table 6. The first two columns report the values of MTTF and

MTTR, while column
∑

j∈J b
∗
j shows the optima of Weiss and Stolletz (2015). Columns

4-5 show the results of a2, while columns 6-7 of a2 with decomposition. For each algorithm,

the mean computation time over the five replicates (column Time (s)) and the solution

found at the end of the algorithm (column
∑

j∈J bj) are shown. If the value of
∑

j∈J bj

is followed by (opt), the approach could find the optimum within the time limit, otherwise

(LB) indicates that the solution is the lower bound found in the time limit.

The a2 approach takes on average 48 minutes to solve the line withMTTF = 5,MTTR =

2, but it cannot solve the second configuration within the time limit with an optimality

gap equal to 4. With a2 with decomposition, the first configuration is solved in 127 minutes

on average, thus the state-of-the-art decomposition framework slows down the algorithm.

As for the second configuration the optimal solution cannot be found, but the optimality

gap is reduced to 1 or 2, depending on replicates. From Weiss and Stolletz (2015), the

state-of-the-art method (combinatorial cuts and the decomposition framework) is able to

solve the line with MTTF = 10,MTTR = 4 in 52460 seconds on average. However, within

5-hour time limit, on the same computer, the state-of-the-art algorithm finds only a lower

bound equal to 15, i.e., with optimality gap equal to 2.

a2 a2 with decomposition

MTTF MTTR
∑

j∈J b
∗
j Time (s)

∑
j∈J bj Time (s)

∑
j∈J bj

5 2 9 2890 9 (opt) 7628 9 (opt)

10 4 17 > 18000 13 (LB) > 18000 15,16 (LB)

Table 6: Mean computation time and solutions of the 24-machine line. Five replicates are

run for each system setting.

4.4.2 Long lines with unreliable machines of Tempelmeier (2003)

Tempelmeier (2003) introduced four real lines of different size and with a large total buffer

capacity, denoted by line A, B, C, and D. Machines of the lines are unreliable, with determin-

istic processing times and exponential failure (whose values are the same as in Tempelmeier

(2003)). The main characteristics of the four lines are shown in the first four columns of
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Table 7. For each line, the table shows the number of stages (J), the target throughput

(TH∗), which is the throughput achieved by the original system, and the total capacity

of the real system indicated in Tempelmeier (2003) (
∑

j∈J bj,0). This total capacity is not

optimal. For both tested algorithms (a2 and a2 with decomposition), one replicate is

run for each line, with a simulation length equal to 500, 000 jobs, which guarantees that

the simulation reaches the steady state. Columns 5-7 of Table 7 shows the results of a2,

and columns 8-10 of a2 with decomposition. The final solution is simulated to get the

throughput, denoted as THall.

Line D can be solved to optimality by a2 with decomposition in 9986 seconds. Instead,

a2 itself cannot solve the problem within the time limit. In this case, embedding the solution

procedure in the decomposition framework speeds up the optimization.

Lines A, B, and C could not be solved within five hours by either of the two procedures,

and only the lower bound is provided. For instance, the buffer allocation found for line

A by a2 has a total capacity equal to 30, and it can achieve TH = 1.5597, which is 9%

less than the target throughput. Also a2 with decomposition is only able to find a lower

bound, and its total capacity is equal to 27. While in line A the decomposition framework

proposed by Weiss and Stolletz (2015) finds, in five hours, a worse lower bound, in lines B

it actually finds a better lower bound. This suggests further studies on the combination of

the proposed model and the decomposition framework.

Characteristics a2 a2 with decomposition

Line J TH∗
∑

j∈J bj,0 Time (s)
∑

j∈J bj THall Time (s)
∑

j∈J bj THall

A 19 1.7168 285 > 18000 30 (LB) 1.5597 > 18000 27 (LB) 1.5524

B 23 0.13390 459 > 18000 99 (LB) 0.1298 > 18000 156 (LB) 0.1307

C 8 0.003661 131 > 18000 82 (LB) 0.003634 > 18000 82 (LB) 0.003630

D 14 0.02694 166 > 18000 31 (LB) 0.02693 9986 44 (opt) 0.02694

Table 7: Results of four lines of Tempelmeier (2003). One replicate is solved for each line.
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4.5 Comparison with a state-of-the-art meta-heuristic

To assess the differences between the proposed and an approximate approach, a compar-

ison with a state-of-the-art meta-heuristic is conducted. Among the few works (Weiss

et al., 2019) solving the primal BAP (i.e., minimizing the total buffer capacity subject to a

throughput constraint), the parallel tabu search by Costa et al. (2015) is used as benchmark.

The comparison addresses small, medium and large systems. System configurations,

experiment settings and detailed results can be found in Appendix III. The meta-heuristic

by Costa et al. (2015) can almost reach optimality in medium-small lines; for realistic and

complex lines, the exact method finds solutions that save a relevant amount of buffer spaces.

5 Conclusion

This work proposes a new formulation for the sample-path-based BAP. Several techniques

are developed to speed up the Benders-decomposition-based exact solution approach, which

include the simulation-based cut generation approach, the generation of Benders cut of the

reversed system, the tighter valid inequality of the Benders cuts, the combinatorial cut,

and a cut selection heuristic. Numerical comparisons show that the proposed model and

solution approach can be orders of magnitude faster than the state-of-the-art approach in

several cases. A 24-machine line from Weiss and Stolletz (2015) can be solved to optimality

in reasonable time. Among the experiments of this work, the longest solved line has 30

machines and optimal total buffer capacity equal to 37, with a computation time equal to

7614 seconds. Embedding the proposed approach into the state-of-the-art decomposition

framework of Weiss and Stolletz (2015) enables to solve a real 14-machine line proposed

by Tempelmeier (2003), which the proposed approach itself cannot solve. The optimum

is equal to 44 and computation time is 9986 seconds. However, this decomposition may

sometimes worsen the algorithm performance, depending on system characteristics. Future

study will be dedicated to improve the decomposition framework, so that more complex

cases can be solved within reasonable time.

Numerical analyses also show that the computation time is affected by several factors.

Besides machine number, processing time variance and target throughput, which are al-

ready known to be relevant, the position of bottlenecks also influences the computation
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time. When bottlenecks are distant from each other, the BAP becomes harder to solve.

The reason could be the existence of multiple local optima, which will be further investi-

gated. For distant bottleneck flow lines, an efficient solution generation algorithm should

be developed in the future to improve the procedure.

In this work, the master problem of Benders decomposition is solved to optimality with

a generic MILP solver, which is the computational bottleneck of the approach. Customized

solution generation procedures should be able to improve the efficiency. Last, the proposed

approach can be extended to the BAP of assembly / disassembly / closed-loop systems.

The source code supporting the results is openly available at https://github.com/

myrazhang/BAP_Int.
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