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Abstract

A generalized solution scheme using implicit time integrators for piecewise linear and

nonlinear systems is developed. The piecewise linear characteristic has been well‐
discussed in previous studies, in which the original problem has been transformed into

linear complementarity problems (LCPs) and then solved via the Lemke algorithm for

each time step. The proposed scheme, instead, uses the projection function to describe

the discontinuity in the dynamics equations, and solves for each step the nonlinear

equations obtained from the implicit integrator by the semismooth Newton iteration.

Compared with the LCP‐based scheme, the new scheme offers a more general choice by

allowing other nonlinearities in the governing equations. To assess its performances,

several illustrative examples are solved. The numerical solutions demonstrate that the

new scheme can not only predict satisfactory results for piecewise nonlinear systems, but

also exhibits substantial efficiency advantages over the LCP‐based scheme when applied

to piecewise linear systems.
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1 | INTRODUCTION

Piecewise linear and nonlinear systems, such as gap‐activated springs in

vibrating machines,1,2 structures with damage or clearance,3 gear

backlashes,4 and drag torques,5 are commonly used in civil engineering,

aerospace, mechanical engineering, and infrastructures. Because of the

piecewise linear and nonlinear characteristics, these systems exhibit

very complex and diverse dynamic behaviors. However, this kind of

nonlinearity also renders these problems more difficult to solve analy-

tically. For single‐degree‐of‐freedom (SDOF) systems, there are some

traditional methods that can be used, such as the averaging method,6

the perturbation method,7 and the harmonic balance method,8 but

when the number of degrees‐of‐freedom increases, these methods

become tedious and impractical. Therefore, numerical integration is a

more general choice for such problems to seek approximate solutions.

As the most commonly used numerical tool for solving semidiscrete

dynamic equations, time integration methods, which are generally di-

vided into explicit and implicit categories, are simply reviewed here.

Explicit methods, including the central difference method, the Tchamwa–

Wielgosz method,9 the explicit generalized‐ method,10 the Noh–Bathe

method,11 and many others, are easy to implement, but they are all

conditionally stable, which means that their available time step sizes are

limited by the stability domain of the method for linear problems, and are

hard to be determined for nonlinear problems. As a result, explicit

methods are more commonly used when the allowable step size is at the

same level as the step size that is required to describe the problemwithin

the desired accuracy, such as in wave propagation and impact problems.

Implicit methods, including the Newmark method,12 the HHT‐ method

developed by Hilber, Hughes and Taylor,13 the generalized‐ method,14

the Bathe method,15 the linear two‐step method16,17 and many

Int J Mech Syst Dyn. 2021;1:108–120.108 | wileyonlinelibrary.com/journal/IJMSD

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium,

provided the original work is properly cited.

© 2021 The Authors. International Journal of Mechanical System Dynamics published by John Wiley & Sons Australia, Ltd on behalf of Nanjing University of Science

and Technology.

http://orcid.org/0000-0003-3129-0170
http://orcid.org/0000-0002-9347-7654
mailto:huimin.zhang@polimi.it
https://onlinelibrary.wiley.com/journal/27671402
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fmsd2.12007&domain=pdf&date_stamp=2021-11-29


others,18,19 can be designed to realize unconditional stability for linear

problems, so their time step sizes only depend on the desired solution

accuracy, at the cost of greater computational effort. When applied to

linear systems, implicit methods require the factorization of the effective

stiffness matrix; for nonlinear systems, an iterative solution approach is

inevitable. A more comprehensive review of time integration methods

can be found in Tamma et al.20

Considering piecewise linear and nonlinear problems, a simple

way for numerical solutions is to employ an explicit integrator di-

rectly, like in [4,21]. These methods update the current step by

known state variables, and then make the updated variables satisfy

the piecewise characteristics. However, as mentioned above, one

drawback of explicit methods is their conditional stability, and since

the dynamic equations cannot be satisfied implicitly at each time

step, their solutions for nonlinear problems may be not so reliable.

On the other hand, there are also some attempts to provide avail-

able schemes using implicit integrators. Their main difficulty is to solve

the implicit dynamics equations with piecewise characteristics at each

time step. Yu22 and Fadaee et al.23 proposed that piecewise linear

equations can be transformed into equivalent linear complementarity

problems (LCPs),24 and then solved by the Lemke algorithm. They use the

Bozzak–Newmark method25 as the implicit integrator in the schemes. A

similar idea was employed by He et al.,26 based on the precise integration

method (PIM)27 and the Lemke algorithm. These methods, referred to as

the LCP‐based schemes, are applicable only when the piecewise linear

characteristic is the only nonlinearity in the dynamics equations. They

have been successfully applied to simulate the dynamic response of

multidegree‐of‐freedom (MDOF) linear systems in [3,28,29].

As mentioned earlier, existing LCP‐based schemes can handle

piecewise linear problems; however, if other nonlinearities are in-

volved, only explicit integrators can be used. To overcome this lim-

itation, this study aims to provide a more elegant and versatile

solution scheme for piecewise linear and nonlinear systems using

implicit time integration schemes. The projection function,30,31 which

has been used to deal with the discontinuities caused by impacts and

frictions, is introduced to model the piecewise linear and nonlinear

characteristics. Without loss of generality, the generalized‐ meth-

od14 is employed to integrate the dynamics equations, and the re-

sulting nonlinear equations are solved at each time step by the

semismooth Newton iteration.32 Compared with the LCP‐based
schemes, the proposed approach can be directly used to solve gen-

eral piecewise nonlinear systems. At the same time, the proposed

approach shows significant efficiency advantages for systems with a

large number of piecewise features, due to the fast convergence rate

of the Newton iteration. The proposed approach is applied to several

numerical examples, to assess its numerical performances.

This paper is organized as follows. In Section 2, the dynamic

equations for piecewise linear and nonlinear systems are presented

using the projection function. The computational procedures are

provided in Section 3, based on the generalized‐ method and the

semismooth Newton iteration. Numerical experiments are im-

plemented in Section 4. Conclusions are finally drawn in Section 5.

2 | FORMULATION

For illustrative purposes, the simple piecewise linear SDOF system

shown in Figure 1 is discussed first. Its elastic restoring force, N x( ),

can be formulated as follows:


 




  




N x
k x x

k x k x x
( )

,

( ),

1

1 2
(1)

where x is the displacement of the cart,  is the initial clearance, and k1

and k2 are the stiffness parameters of the system. Using this simple

model, the basic ideas of the LCP‐based scheme are reviewed here.

From Equation (1), the complementarity relationship can be established

by introducing two auxiliary variables, g and y , as

  g y x , (2a)

y 0, (2b)

g 0, (2c)

 y g 0. (2d)

Using the variable y , Equation (1) can be transformed into

 N x k x k y( ) .1 2 (3)

After applying the desired time integration scheme, the numerical

displacement xk at time tk satisfies

 k x k y r* *k k k2 (4)

where k* is the effective stiffness value, which is a constant for linear

systems; r*k is the effective load, which needs to be updated for each time

step. By combining Equations (2) and (4), one obtains the LCP

     y k k k g k k r k( * ) * ( * ) ( * * ),k k k2
1

2
1 (5a)

y 0,k (5b)

g 0,k (5c)

 y g 0.k k (5d)

At each step, yk and gk are first obtained by solving the LCP via

the Lemke algorithm. Then xk is computed from Equation (2a) as

  x y gk k k , and other state variables are updated according to

the recursive scheme. The above procedure can be easily extended

F IGURE 1 Piecewise linear SDOF system
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to MDOF systems. However, due to the lack of an efficient solver for

nonlinear complementarity problems, the LCP‐based schemes are

designed only for piecewise linear systems. To our knowledge, so far

there is no available solution scheme using implicit integrators for

piecewise nonlinear systems in the literature.

In the proposed scheme, the projection function is introduced to

formulate more general forms of piecewise linear and nonlinear

characteristics. From convex analysis, the projection of a point w in a

convex set C is the closest point in C to w , defined as follows:

 


 w w zproj ( ) arg min .C
z C (6)

It follows that if , and otherwise, wproj ( )C is the nearest boundary

point of C to w . For example,

 
 {w

a w a
w w a

proj ( )
,
,

,a[ , ) (7a)



 








w

a w a

w a w b

b w b

proj ( )

,

,

,

,a b[ , ) (7b)

a b w, , . (7c)

By using the projection function, Equation (1) can be transformed

into

   N x k x k x( ) proj ( ).1 2 0
(8)

It indicates that the projection function in Equation (8) can replace the

role of the auxiliary variable y of the LCP‐based scheme in Equation (3).

For general multistage piecewise linear systems, as follows:

⋯


 
  

  








N x

k x z x x

k x z x x x

k x z x x

( )

,

,

,n n n

1 1 1

2 2 1 2

1

(9)

where the constants z z z, , , n1 2 are defined as required to makeN x( )

continuous at  x x x, , , n1 2 1, the equivalent form using the projection

functions can be expressed as follows:

    


 N x k x z k k x x( ) ( )proj ( )
i

n

i i i1 1

2

1 10 (10)

where the convex sets are set as 
0 uniformly. Some special cases,

such as

 
 

 


  
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 







N x

k x x

x

k x x

( )

( ),

0,

( ),

1 1

1 2

2 2

(11)

where 1 and 2 are the initial clearances, can be transformed into

the simpler form

   ( )N x k x x( ) proj ( ) .[ , ]1 2 (12)

When extended to piecewise nonlinear systems, such as

⋯


 
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  






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k x z x x

( )

,

,

,

m
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n
m

n n

1 1 1
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1n

1

2

(13)

the equivalent form can be written as follows:

   

 
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 
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m
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1
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(14)

The contribution of each term in Equation (14) can be decoupled as

follows:

  


 
 




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,
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1

1

(15a)

⋯
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 


  



 





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0,

,
.n x

m
n
m

n

n
m

n
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n
[ , ) 1

1

1 1
n
n n

n n1 (15c)

Combined with the continuity conditions, that is

       
k x z k x z i n, 2, 3, ,i i

m
i i i

m
i1 1 1 1

i i1 , it can be easily checked that

Equation (14) is the same as the original Equation (13). In a similar

way, for general polynomial functions, as

⋯




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j
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1
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2

2,
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(16)

where p p p, , , n1 2 are positive integers, the equivalent form using

the projection function is



 


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 


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p
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Some special cases, like





 

 

 



  
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
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N x

k x x
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k x x

( )

( ) ,

0,

( ) ,

j

p

j
m

j

p

j
m

1

1 1

1 2

1

2 2

j

j

(18)

can also be formulated as the simpler form

   


( )N x k x x( ) proj ( ) .
j

p

j
m

1

[ , ] j
1 2 (19)

Since formulating nonlinearities as polynomial functions can cover most

situations produced in structural dynamics, other possible forms, which

can also be expressed using the projection function by selecting proper

projected functions and convex sets, are not discussed one by one. The

projection function offers a more elegant, versatile and flexible manner to

express both piecewise linear and nonlinear characteristics. The solution

of nonlinear equations involving projection functions can be included in

the solution program for general nonlinear equations without additional

computational procedures, as discussed in more detail in Section 3.

To present a general formulation of piecewise linear and nonlinear

MDOF systems, an auxiliary variable  y q 1 is introduced as follows:

⋯
 












y p x

x

x

x

w

w

w

( )

proj ( ( ) )

proj ( ( ) )

proj ( ( ) )

C

C

C q

1

2

q

1

2 (20)

where  x s 1 denotes the displacement variable, w x( )

x x xw w w[ ( ), ( ), , ( ) ]q1 2
T are projected functions with respect to x . Then,

the general form of the dynamic equations can be expressed as follows:

  Mx Cx N x y ft t¨ ˙ ( , , ) ( ) (21)

where  M s s and  C s s are the mass and damping matrices,

assumed constant for simplicity, the over dot indicates

differentiation with respect to time  N x yt t, ( , , ) s 1 is the elastic

force vector, and  f t( ) s 1 is the external load vector. Equations

(20)–(21) constitute the dynamics equations to be solved. The in-

troduction of the variable y is not strictly necessary, but it makes the

expressions more readable. In particular, the dynamics equations of

piecewise linear systems can be written as follows:

   Mx Cx K x K y f t¨ ˙ ( )x y (22)

and

⋯ ⋯
  




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


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


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




y p x

W x

W x

W x

W

W

W

W

( )

proj ( )

proj ( )
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,

C

C

C q q

1

2

1

2

q

1

2 (23)

where          K K W W, , ,x
s s

y
s q

i
s q s1 are constant matrices.

For piecewise linear systems, only Equation (23) needs to be solved

iteratively, so their computational procedure is discussed separately.

3 | COMPUTATIONAL PROCEDURE

Without loss of generality, the generalized‐ method is

employed to illustrate the computational procedures. The standard

generalized‐ method in Chung and Hulbert14 only shows first‐
order accuracy for acceleration, so an improved scheme in Arnold

and Brüls,33 which holds second‐order accuracy for displacement,

velocity, and acceleration, is adopted. It introduces an acceleration‐
like variable a as follows:

         a a x x a x(1 ) (1 ) ¨ ¨ , ¨k k k k1 1 0 0 (24)

where the subscript k denotes the state variables of step k, ,

and  are parameters of the algorithm. Using the acceleration‐like
variable a, the displacement and velocity of step k 1 are updated

according to

 

 

    

   

 

 

x x x a a

x x a a

h
h

h

˙
2

( (1 2 ) 2 )

˙ ˙ ( (1 ) )

k k k k k

k k k k

1

2

1

1 1

(25)

where  h t tk k1 is the time step size, and  and  are additional

parameters of the algorithm. The state variables of step k 1 satisfy

the discrete dynamic equations, as

       Mx Cx N x y ft t¨ ˙ ( , , ) ( )k k k k k k1 1 1 1 1 1 (26)

with
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w
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.k k
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1 1
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2 1

1q

1

2 (27)

For piecewise linear systems, the dynamic equations to be solved are

       Mx Cx K x K y f t¨ ˙ ( )k k x k y k k1 1 1 1 1 (28)
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


y p x

W x

W x

W x

( )

proj ( )

proj ( )

proj ( )

.k k

C k

C k

C q k

1 1

1 1

2 1

1q

1

2 (29)

The generalized‐ method embraces several well‐known

single‐step schemes. For instance, if   0, it reduces to the
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HHT‐ method;13 if   0, it reduces to the Bossak–Newmark

method;25 if    0, it reduces to the Newmark method;12 if

∕ ∕      0, 1 2, 1 4, it reduces to the trapezoidal rule (TR).

From linear spectral analysis, a set of optimal parameters, con-

trolled by the spectral radius  at the high‐frequency limit, for

the generalized‐ method was given as follows:


















































2 1

1
,

1
,

1

( 1)
,

3

2( 1)
, [0, 1].

2

(30)

A smaller  denotes worse accuracy and stronger numerical

damping, which can be used to filter out inaccurate high‐frequency
contributions. Using Equation (30), the generalized‐ method be-

comes a single‐parameter scheme with respect to , and to avoid

excessive loss of accuracy,   0.6 is recommended for general

purpose integration.

3.1 | Computational procedure for piecewise
linear systems

Considering the dynamic equations of piecewise linear

systems in Equations (28)–(29), only Equation (29) needs to

be solved iteratively, so the computational procedure is rela-

tively simple. Substituting Equations (24)–(25) into Equation (28)

yields

 


 x S r K y( )k k y k1
1

1 1 (31)

where


 








 S M C K

h h

1

(1 )
,x2 (32a)


 


 




 
 




 


 


 












 


 






 
















r f M x x

x a C x x

a

t
h h

h

h

( )
1

(1 )

1

(1 )
˙

1
¨

1 2

2(1 )
˙

2

2
.

k k k k

k k k k

k

1 1 2

(32b)

Since the effective stiffness matrix S is constant, S 1 can be

prepared before the step‐by‐step solutions. Using Equation (31),

Equation (29) can be rewritten as

⋯

 












 


 


 


 













y p S r K y

W S r K y

W S r K y

W S r K y

( ( ) )

proj ( ( ) )

proj ( ( ) )

proj ( ( ) )

.

k k y k

C k y k

C k y k

C q k y k

1
1

1 1

1
1

1 1

2
1

1 1

1
1 1q

1

2
(33)

The projection function xproj ( )C is nondifferentiable at the boundary of

the convex set C . According to the semismooth Newton method,32 the

generalized derivative of xproj ( )C can be defined as follows:

 



 








x

x C

x C( )

0, if

1

2
, if

1, else

.C (34)

Consequently, at each step, the nonlinear equation to be solved is

   


 g y y p S r K y( ) ( ( ) ).k k k y k1 1
1

1 1 (35)

Its Jacobian matrix with respect to yk 1 is

  


 
G y I S r K y WS K( ) ( ( ) )k k y k y1

1
1 1

1 (36)

where  I q q is the unit matrix, and   Wx i qdiag( ( ) ), 1, 2, ,C ii .

The iterative scheme can be written as follows:

 


 


( ) ( )y y G y g yk
l

k
l

k
l

k
l

1
1

1 1

1

1 (37)

where the superscript l denotes the iteration number. In Equation (36),

only  needs to be updated at each iteration. To avoid repeated calcu-

lations, matrix WS Ky
1 can be precomputed. When the convergence

condition is achieved, that is ϵ g , where ϵ is the allowable tolerance

error, yk 1 is obtained and xk 1 can be updated by Equation (31). Then

other state variables are computed by


 


 




 
 





 








 



 x x x x

x a

h h
¨

1

(1 )
( )

1

(1 )
˙

1
¨

1 2

2(1 )
,

k k k k

k k

1 2 1

(38a)




 


 


  





 x x x x a
h

h˙ ( ) ˙
2

2
,k k k k k1 1 (38b)


















 a x x a

1

1
¨

1
¨

1
.k k k k1 1 (38c)

For clarity, the step‐by‐step solution using the generalized‐
method for piecewise linear systems is summarized in Table 1. Other

implicit integrators can be used in a similar way. Compared with the

LCP‐based scheme, the proposed scheme employs the semismooth

Newton iteration instead of the Lemke algorithm to solve yk 1. Since

the semismooth Newton iteration has locally super‐linear con-

vergence rate, the state of the last step is used as the prediction.

Consequently, if the current time step is in a smooth interval, the

problem degenerates to a linear problem, requiring only one itera-

tion. Only when the switching point is passed, the proposed scheme

may need to use more iterations to reach a convergent solution. The
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computational efficiency of the proposed scheme and the LCP‐based
scheme is compared based on the numerical example in Section 4.

3.2 | Computational procedure for piecewise
nonlinear systems

Considering the dynamic equations of piecewise nonlinear systems

of Equations (26)–(27), the nonlinear equation that need to be solved

at each time step is

         g x Mx Cx N x y ft t( ) ¨ ˙ ( , , ) ( )k k k k k k k1 1 1 1 1 1 1 (39)

where   y p x x( ), ˙k k k1 1 1 and ẍk 1 can be expressed as functions of

xk 1 using Equation (38). The Jacobian matrix of g x( )k 1 with respect

to xk 1 has the form




 








 



   

    

G x M C K x y

K x y x W x

h h
t

t

( )
1

(1 )
( , , )

( , , ) ( ) ( )

k x k k k

y k k k k k

1 2 1 1 1

1 1 1 1 1

(40)

where





K x y

N x y

x
t

t
( , , )

( , , )
,x T (41a)





K x y

N x y

y
t

t
( , , )

( , , )
,y T (41b)

W x
w x

x
( )

d ( )

d
,

T (41c)

⋯  x xw i q( ) diag ( ( ( ) ) ), 1, 2, , .C ii
(41d)

The iterative scheme is

 


 


( ) ( )x x G x g x .k
l

k
l

k
l

k
l

1
1

1 1

1

1 (42)

In this case, matrices K K W, ,x y , and  need to be updated at

each iteration. Until the convergence condition is satisfied,

xk 1 is obtained, and other state variables can be computed

using Equation (38). The step‐by‐step solution is presented in Table 2.

LCP‐based schemes have not yet been applied to piece-

wise nonlinear problems. Therefore, the previously described

solution scheme, based on the implicit integration, is proposed for

the first time in this study for such problems. Its numerical per-

formance is assessed using the numerical examples presented in

Section 4.

4 | NUMERICAL EXAMPLES

Some illustrative examples, including two piecewise linear and

three piecewise nonlinear cases, are simulated to show the per-

formance of the proposed scheme. The piecewise linear cases are

employed to show the accuracy order and computational effi-

ciency, compared to that of LCP‐based methods, whereas the

piecewise nonlinear cases are used to demonstrate the effec-

tiveness for such type of problems. Note that the accuracy of

numerical results depends on the used time integrator, so for

piecewise linear systems, if the proposed scheme and the LCP‐
based scheme use the same integrator and the same step size,

they will present the same solutions. As a result, only the com-

putational efficiency of these two schemes is compared con-

sidering the MDOF case. In all the examples, the reference

solutions are obtained using a fourth‐order explicit Runge–Kutta
method with a very small time step.

TABLE 1 Step‐by‐step solution using the generalized‐ method
for piecewise linear systems

A. Initial calculations

1. From the matrices M C K K W, , , ,x y , and the functions f p x xt( ), ( ), ( );

2. Initialize x x x a, ˙ , ¨ ,0 0 0 0, and y0;

3. Select the time step size h, the algorithmic parameters ,
the tolerance error ϵ, and the maximum number of iterations N;

4. Calculate integration constants:

      



 





  








 




, , ,
2 1

1 1

1

( 1)

3

2( 1)2
,

     

 


 




 
 




 







 

 



a a a a b b, , , , , ,

h h h0
1

(1 )
1

1

(1 ) 2 1 3
1 2

2(1 ) 0 12

    











 
  

b h c c c, , ,2
2

2 0
1

1 1 1 2 1
,

     S M C K A WS Ka b( ) ,x y
1

0 0
1 1 .

B. For each time step

1. Calculate the effective load rk 1:

      r f M x x x a C xt a a a a b( ) ( ˙ ¨ ) (k k k k k k k1 1 0 1 2 3 0

 xb ˙k1  ab )k2 ;

2. Solve for yk 1:

a. Predict yk 1

 y yl 0, k k1 ;

b. Compute g y( )k 1 and G y( )k 1

   


 g y y p S r K y( ) ( ( ) ),k k k y k1 1
1

1 1

  


 G y I S r K y A( ) ( ( ) ) ;k k y k1
1

1 1

c. Update yk 1

     


y y G y g yl l 1, ( ) ( )k k k k1 1 1
1

1 ;

d. If l N and ϵ g , go to b; If l N and ϵ g , go to 3; If l N,

abort.

3. Solve for   x x x, ¨ , ˙k k k1 1 1, and ak 1:

      


   x S r K y x x x x x aa a a a( ), ¨ ( ) ˙ ¨k k y k k k k k k k1
1

1 1 1 0 1 1 2 3 ,

         x x x x a a x x ab b b c c c˙ ( ) ˙ , ¨ ¨k k k k k k k k k1 0 1 1 2 1 0 1 1 2 .
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4.1 | Piecewise linear examples

4.1.1 | SDOF case

The generalized‐ method is known as second‐order accurate

for smooth systems, but previous studies34,35 show that

discontinuities in velocity or acceleration caused by impacts or

friction can reduce its accuracy to first‐order. For this reason, it

is necessary to discover the accuracy order of this method for

systems with piecewise linear characteristics. Therefore, the

SDOF system employed in Worden et al.36 to model a cracked

beam is solved to assess the convergence rate. The equation of

motion can be written as follows:


 








mx cx
kx x

kx x
F t¨ ˙

, 0

, 0
sin( ). (43)

With the projection function, Equation (43) can be rewritten as

follows:

     mx cx kx k x F t¨ ˙ ( 1) proj ( ) sin( ).
0

(44)

TABLE 2 Step‐by‐step solution using the generalized‐ method
for piecewise nonlinear systems

A. Initial calculations

1. From the matrices M C, , and the

functions N x y K x y K x y f w x W x p x xt t t t( , , ), ( , , ), ( , , ), ( ), ( ), ( ), ( ), ( )x y ;

2. Initialize x x x a, ˙ , ¨ ,0 0 0 0, and y0;

3. Select the time step size h, the algorithmic parameters , the
tolerance error ϵ, and the maximum number of iterations N;

4. Calculate integration constants:

      



 





  








 




, , ,
2 1

1 1

1

( 1)

3

2( 1)2
,

     

 


 




 
 




 







 

 



a a a a b b, , , , , ,

h h h0
1

(1 )
1

1

(1 ) 2 1 3
1 2

2(1 ) 0 12

    











 
  

b h c c c, , , .2
2

2 0
1

1 1 1 2 1

B. For each time step

1. Predict xk 1

  x x xl h0, ˙k k k1 ;

2. Update   y x x, ¨ , ˙k k k1 1 1 and ak 1:

        y p x x x x x x aa a a a( ), ¨ ( ) ˙ ¨k k k k k k k k1 1 1 0 1 1 2 3 ,

         x x x x a a x x ab b b c c c˙ ( ) ˙ , ¨ ¨k k k k k k k k k1 0 1 1 2 1 0 1 1 2 ;

3. Compute g x( )k 1 and G x( )k 1 :

         g x Mx Cx N x y ft t( ) ¨ ˙ ( , , ) ( )k k k k k k k1 1 1 1 1 1 1 ,



  


   

    

G x M C K x y

K x y x W x

a b t

t

( ) ( , , )

( , , ) ( ) ( );

k x k k k

y k k k k k

1 0 0 1 1 1

1 1 1 1 1

4. Update xk 1:

     


x x G x g xl l 1, ( ) ( )k k k k1 1 1
1

1 ;

5. If l N and ϵ g , go to 2; If l N and ϵ g , go to next step;

If l N, abort.

(A)

(B)

(C)

F IGURE 2 Phase diagrams of steady‐state responses for the
piecewise linear SDOF case: (A) ∕  214 rad s, (B) ∕  384 rad s,
(C) ∕  561 rad s
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The system parameters are set as ∕  m c0.6 kg, 2.6 N  s m,

∕   k F27346 N m, 0.6, 10 N. The initial conditions are

∕  x x kx c10 m, ˙0
5

0 0 . As discussed in Worden et al.,36 three

frequencies,   214, 384, and ∕561 rad s, which will result in

harmonic motion, and subharmonic motions of Periods 2 and 3,

respectively, are selected. Using ∕h T 210, where ∕T π2 , the

phase diagrams of steady‐states responses within T T[900 , 1000 ]

by the TR and the generalized‐ method with   0.5 (G‐ ) are

shown in Figure 2. Both methods accurately predict the solution:

the numerical solutions almost overlap the reference one.

To show the convergence rate, the relative errors of displacement,

velocity, and acceleration versus the step size h are plotted in

Figure 3. Here the relative errors within [0, 10 s] are computed ac-

cording to


 






x x t

x t
Relative error

( )

( )

k
n

k k

k
n

k

1

1
(45)

where n is the total number of steps, xk and x t( )k , respectively,

denote the numerical and reference solutions. It can be observed

that the integrators still hold second‐order accuracy for dis-

placement, velocity, and acceleration, so the piecewise char-

acteristic does not cause the reduction of accuracy order. This is

because all state variables in the recursive schemes are con-

tinuous, and no sudden change brings additional numerical er-

rors. The conclusion can be naturally extended to general MDOF

systems, which are equivalent to the superposition of a set of

SDOF systems.

Besides, the results also show that TR (  1) is more accurate

than the dissipative schemes, so it is employed in the following

examples. Despite this, the dissipative schemes are very useful in

large finite element systems and stiff problems, to filter out the

high‐frequency dynamics and make the solutions smoother and

more stable.

4.1.2 | MDOF case

To compare the computational efficiency of the proposed scheme

with that of LCP‐based ones, a set of MDOF cases, as

⋱













M

m
m

m

m

, (46a)

⋱ ⋱

⋱




 


















K

k k

k k k

k

k k

k k

2

2

2

,x

1 1

1 1 1

1

1 1

1 1

(46b)

⋱














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 C M K0.1 0.01 ,x (46d)
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(A)

(B)

(C)

F IGURE 3 Relative errors versus the step size h:
(A) displacement, (B) velocity, and (C) acceleration
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with different number of DOFs are solved. The number of

piecewise characteristics is the same as the number of DOFs. Both

schemes use TR as the time integrator. Other system parameters are

assumed as ∕ ∕   m k k f1 kg, 1000 N m, 2000 N m, 100 Hz,1 2

 A A0.1 N, 10 N0 . The initial displacements satisfy static

equilibrium.

Using h 0.001 s, the transient response within [0, 1 s] is tracked,

and the required CPU times for these two schemes are listed in Table 3.

It follows that as the number of piecewise characteristic increases, the

new method gradually exhibits a significant efficiency advantage. During

the numerical experiments, the Newton iteration always reaches con-

vergence in no more than five iterations, but the number of pivoting

required by the Lemke algorithm increases rapidly as the number of

piecewise characteristics increases. As shown in Murthy,37 Lemke's al-

gorithm needs exponential complexity in the worst case, which means

that it requires up to2q pivoting steps to reach the final result. Therefore,

the proposed scheme appears to be substantially more efficient when

applied to systems with a large number of piecewise features.

Figure 4 shows the solutions of x x,1 500, and x1000 when the

number of piecewise characteristics is 1000. Since the errors of

the numerical results mainly come from the accumulation of the

local truncation error of the time integration scheme, which is TR

used here, the proposed scheme and the LCP‐based scheme show

overlapping results. Therefore, using different solvers for solving

the piecewise linear equations per step has little effect on the

accuracy.

4.2 | Piecewise nonlinear examples

4.2.1 | Rolling mill

As shown in Figure 5, the rolling mill system,2 a typical piecewise

nonlinear problem, is considered. The governing equation can be

written as follows:

  
 
 






mx cx k x
k x k x x

k x k x x
F t¨ ˙

, 0

, 0
cos( ).1

2 3
3

4 5
3 (47)

The equivalent form of Equation (47) can be expressed as follows:



 

     

  





mx cx k x k x k x k k x

k k x F t

¨ ˙ ( )proj ( )

( )proj ( ) cos( ).

1 2 3
3

4 2

5 3
3

0

0

(48)

The system parameters are set as    m c2.16 10 kg, 1.08 104 4

∕ ∕ ∕      k k kN  s m, 1.17 10 N m, 1.59 10 N m, 1.591
7

2
8

3 ∕10 N7

TABLE 3 Required CPU time (s) for the piecewise linear MDOF
cases of the proposed scheme and the LCP‐based scheme

Number of piecewise

characteristics

TR/Newton

iteration

TR/Lemke's

algorithm

10 0.1834 0.1024

50 1.0867 1.0722

100 4.0558 6.5924

1000 654.6712 22489.3308

(A)

(B)

(C)

F IGURE 4 Numerical solutions for the piecewise linear MDOF
case (A) x1, (B) x500, and (C) x1000

116 | ZHANG ET AL.



∕ ∕    k km, 5 10 N m, 5 10 N m4
6

5
5 and   ∕2.0086 rad s. As

discussed in Si et al.,2 three external force amplitudes, F 3.5, 4.6,

and 5m, which will result in Period 2 motion, Period 3 motion, and

chaotic motion, respectively, are employed. Using the proposed

scheme with TR and ∕h T 210, the phase diagrams of steady‐state
response within T T[900 , 1000 ] are plotted in Figure 6. The numerical

results are coincident with the reference ones, which demonstrates

that the proposed scheme performs very well for the piecewise

nonlinear example.

4.2.2 | Piecewise‐nonlinear time‐varying oscillator

In this case, the piecewise‐nonlinear time‐varying oscillator investigated

in Ma and Kahraman38 is considered. The motion equation in di-

mensionless form is

  x x r t N x f t¨ 2 ˙ ( ) ( ) ( ) (49)

where   f t0.05, ( ) 0.5, and

     r t t t t( ) 1 0.3 sin 0.15 sin 2 0.1 sin 3 , (50a)


     

  
      







N x

x x x x

x

x x x x

( )

( 1) 0.1( 1) 0.2( 1) , 1

0, 1 1

( 1) 0.1( 1) 0.2( 1) , 1

.

2 3

2 3

(50b)

Using the projection function, k x( ) can be converted to

 

 

 



 

 

N x x x

x x x

x x x

( ) ( proj ( ) )

0.1proj ( ) ( proj ( ) )

0.2proj ( ) ( proj ( ) ) .

[ 1,1]

[ 1,1] [ 1,1]
2

[ 1,1]
2

[ 1,1]
3

(51)

According to the conclusions in Ma and Kahraman,38 different stable

solutions may appear for a certain . When the stable solution satisfies

 x 1, it is called no‐impact (NI) motion; when x 1max and

  x1 1min (  x 1min and   x1 1max ), it is called single‐side im-

pact (SSI) motion; when x 1max and  x 1min , it is called double‐side
impact (DSI) motion.

F IGURE 5 Dynamics model of a rolling mill

(A)

(B)

(C)

F IGURE 6 Phase diagrams of steady‐state responses for the
rolling mill: (A) F 3.5m, (B) F 4.6m, and (C) F 5m
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Three values of  , 0.4, 0.8, and 1.2, are employed. The

corresponding phase diagrams of steady‐state response in

T T[900 , 1000 ] are computed using the proposed scheme with

TR and ∕h T 210, as shown in Figure 7. By trying different initial

conditions, all possible stable solutions for a certain  are

captured. The results are consistent with the analytical

solutions38 obtained using the harmonic balance method. For ex-

ample, when   0.8, three stable motions, NI, SSI, and DSI, are all

(A)

(B)

(C)

F IGURE 7 Phase diagrams of steady‐state responses for the

piecewise‐nonlinear time‐varying oscillator: (A)   0.4, (B)   0.8,
and (C)   1.2

(A)

(B)

(C)

F IGURE 8 Numerical solutions for the piecewise nonlinear
MDOF case (A) x1, (B) x5, and (C) x10
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possible. Therefore, the implicit integration schemes proposed here

can be used to study more complex piecewise nonlinear systems.

4.2.3 | MDOF case

The MDOF model in Section 4.1 is reused here, but the elastic force

is replaced by

 

 

 

 

⋱ ⋱

⋱ ⋮

⋱
⋮
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(52)

Other sets and parameters remain unchanged. The initial displace-

ments satisfy static equilibrium.

Using 10 DOFs and h 0.0001s, Figure 8 shows the solutions

of x x,1 5, and x10. As can be seen, the numerical results agree very

well with the reference ones. It demonstrates that the proposed

scheme works very well also for piecewise nonlinear MDOF

system. For more complex problems, the convergence of the

Newton iteration greatly depends on the predicted value at each

step. A small time step, an accurate predicted value, and appro-

priate algorithmic dissipation are all helpful to improve the

convergence.

5 | CONCLUSIONS

This study provides a solution scheme using implicit integrators

for solving the dynamic response of general piecewise linear and

nonlinear systems. The proposed scheme employs the projection

function to express the piecewise characteristics, instead of

converting them into equivalent LCPs. Compared with the

existing LCP‐based scheme, the new scheme possesses two

benefits. First, it can be applied to general piecewise nonlinear

systems, because the discrete nonlinear equations containing the

projection functions can be solved uniformly using the semi-

smooth Newton method. Additionally, according to the numerical

experiment, the proposed scheme is more efficient than the LCP‐
based scheme for the system with many piecewise features. The

computational procedures are presented using the generalized‐
method and the semismooth Newton iteration. Other implicit

integrators can also be utilized in a similar manner. Numerical

experiments demonstrate that the Newton iteration is more ef-

ficient than the Lemke algorithm, especially when the system has

a lot of piecewise linear features. When applied to piecewise

nonlinear problems, the numerical solutions of the new scheme

present a high consistency with the reference ones.
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