A novel degradation state indicator for steam generators of nuclear power plants
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We develop a degradation indicator for nuclear power plants steam generators, based on the use of signal measurements collected by sensors during plant operational transients between two successive maintenance interventions. Given the unavailability of information about the real degradation state during operation, an unsupervised approach is adopted. It consists in the extraction of several features from raw signals and in the selection of those features which best describe the degradation state evolution within a multi-objective optimization framework. The two considered objectives are the monotonicity and trendability of the features.
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1. Introduction

One of the main degradation mechanisms of Steam Generators (SG) of Nuclear Power Plants (NPP) is the Tube Support Plates (TSP) clogging (Corredera, Alves-Vieira and de Bouvier, 2008), which consists in the deposition of particles on the quatrefoil holes of the TSP. The consequent reduction of the flow area leads to the formation of high velocity zones that enhance tube vibrations, which may induce tube cracking. This causes a reduction of the outlet steam pressure and, consequently, of the NPP overall power production.

Mechanical and chemical cleaning are maintenance interventions periodically performed to reduce or remove the SG deposits (Riznic, 2017). Both of them are long and expensive operations, which cause the unavailability of the SG for several hours, can damage some of the SG parts (Girard, 2014) and produce large volumes of wastes.

Given the criticality of SGs and the large costs associated to their maintenance, the adoption of Condition-Based Maintenance (CBM) policies based on the estimation of the SG degradation is crucial (Di Maio, Antonello and Zio, 2018). The key quantity in CBM is the component degradation state, which can be directly measured or indirectly computed from other measured signals.

Different types of Non-Destructive Tests (NDTs), such as televisual and eddy current inspections, have been developed to assess SG degradation level. Both techniques have practical limitations: televisual inspection allows assessing only the degradation of the upper part of the SG, whereas eddy current inspection can be applied only if the blockage levels are lower than 50% (Corredera, Alves-Vieira and de Bouvier, 2008).

In this work, we propose a novel three-step method for the identification of the degradation state of the TSP of SGs on the basis of the evolution of monitored signals during plant operational transients.
operational transients. In the first step, features are extracted from the monitored signals collected during operational transients. In the second step, the goodness of the extracted features is systematically evaluated with respect to the two metrics of monotonicity and trendability that represent preferable properties of degradation indicators (Coble and Hines, 2009). Finally, in the third step, the problem of selecting the features for the construction of the degradation indicator is framed as a multi-objective optimization problem and the selected features are used to build the degradation indicator.

The performance of the proposed method is shown using real data collected during 25 years of operation of a fleet of NPP SGs.

2. Case Study

We consider \( Z = 81 \) SGs of a 900 MW NPP fleet. The available dataset contains the values of \( K = 15 \) signals describing the SGs behavior during tests periodically performed during 17 years of operation, which are characterized by a decreasing power ramp from 100\% to 40\%.

During each transient, the signals are acquired for a 2 h period at a sampling frequency of 0.5 Hz. The dataset contains a total number of \( N_{t_{\text{tot}}} = 2694 \) operational transients performed by the different SGs. Although the considered power transients usually last for around 2 hours, only the decreasing power ramp is a well standardized and repeatable process, whereas the signal evolution in the remaining part of the transient remarkably depends on the operational conditions and on the demand at the grid side. For this reason, we consider the evolution of the signals during a period of approximately 1200 s.

We indicate with \( N_z \) the number of transients collected from the generic \( z\)-th element of the fleet and with \( N_{t_{\text{tot}}} = \sum_{z=1}^{Z} N_z \) the total number of transients collected from the entire fleet. The value of the \( k\)-th signal measured during the \( n_z\)-th transient of the \( z\)-th element at time \( t \) is indicated by:

\[
y_{k}^{z,n_z}(t), \quad k = 1, \ldots, K \quad z = 1, \ldots, Z \quad n_z = 1, \ldots, N_z \quad t = 1, \ldots, T_{z,n_z}
\]  

where \( T_{z,n_z} \) represents the duration of the \( n_z\)-th transient of the \( z\)-th element of the fleet.

The objective is to identify the state of degradation \( d_{\text{test}}^{z,n_{\text{test}}}(t) \) of a test element (SG) using the signal measurements \( y_{k}^{z,n_z}(t), k = 1, \ldots, K \) collected during an operational transient.

3. Method

The degradation indicator is developed based on the extraction of a large set of features from the monitoring signals, the evaluation of the monotonicity and trendability of the extracted features and the construction of the degradation indicator from the selected features.

3.1 Feature Extraction

The feature extraction phase aims at extracting \( J \) different features, \( x_{j,k}^{z,n_z} \), \( j = 1, \ldots, J \), from the evolution of the \( k\)-th signal \( y_{k}^{z,n_z}(t) \), during the generic transient \( n_z \) of element \( z \). Notice that the quantity \( x_{j,k}^{z,n_z} \) is explicitly written as a function of the transient \( n_z \) to indicate that it describes the element state at the time in which the \( n_z\)-th transient occurs.

Different types of features have been considered: statistical features (e.g. mean, skewness), time-frequency features (e.g. wavelet, energy) (Sharp, 2012) and ad-hoc features (e.g. coefficients of interpolating parabola).

3.2 Features goodness evaluation

According to (Coble and Hines, 2009; Baraldi, Bonfanti and Zio, 2018), a good degradation indicator is characterized by two main desirable properties:

3.2.1 Monotonicity

Since equipment typically does not exhibit a self-healing behavior, degradation can only increase as time passes. Therefore, a good degradation indicator is expected to progressively and monotonically increase or decrease with time. To assess how much the feature \( x_{j,k}^{z,n_z} \) shows a monotonic trend, two metrics are considered in this work. The first one is based on the Mann-Kendall test (Mann, 1945), whereas the second one is taken from (Coble and Hines, 2009).

The Mann-Kendall test formulates two hypotheses (Pohlert, 2015):

- The null hypothesis, \( H_0 \), is that the trend of the feature \( x_{j,k}^{z,n_z} \) is not monotonic;
- The alternative hypothesis, \( H_1 \), is that the trend of the feature \( x_{j,k}^{z,n_z} \) is monotonic.
Considering the \( j \)-th feature extracted from the \( k \)-th signal during the life of the \( z \)-th element along all the transients (from the first \( n_z = 1 \) to the last \( n_z = N_z \) ), \( x_{j,k}^z(1:N_z) \), the Mann-Kendall test provides a binary outcome, \( MK_{j,k,z} = (0,1) \), with 1 indicating that the feature \( x_{j,k}^z \) has a monotonic trend and 0 otherwise. The global Mann-Kendall monotonicity index, \( M.I_{j,k}^{MK} \), associated to the generic \( j \)-th feature extracted from the \( k \)-th signal, \( x_{j,k} \), is defined as the average value of the outcome, \( MK_{j,k,z} \), of the Mann-Kendall test applied to all the \( Z \) elements of the fleet:

\[
M.I_{j,k}^{MK} = \frac{\sum_{z=1}^{Z} MK_{j,k,z}}{Z}
\]

(2)

Since \( MK_{j,k,z} \) can only assume values 0 or 1, a limitation of \( M.I_{j,k}^{MK} \) is that it can assume only the discretized values, \( 0, \frac{1}{Z}, \frac{2}{Z}, ..., 1 \), which can create a difficulty in the ranking of the features when handling data collected from a small number of similar fleet elements, \( Z \). For this reason, another monotonicity index \( M.I_{j,k}^{der} \), based on the study of the feature discrete derivatives proposed in (Coble and Hines, 2009) is also considered. The derivative-based monotonicity index is defined by:

\[
M.I_{j,k}^{der} = \frac{\left| \# \Delta > 0 \right| - \left| \# \Delta \leq 0 \right|}{N_z-1}
\]

(3)

\[
M.I_{j,k}^{der} = \text{mean}_Z\left(M.I_{j,k,z}\right)
\]

(4)

where \( \# \Delta > 0 \) and \( \# \Delta \leq 0 \) indicate the number of times the discrete difference \( x_{j,k}^z(n_z + 1) - x_{j,k}^z(n_z) \) with \( n_z = 1, ..., N_z - 1 \), is positive and negative, respectively, and the denominator in Eq.(3) counts the number of times the discrete difference is computed. The \( M.I_{j,k}^{der} \) monotonicity index provides values within the range [0, 1]. Also in this case, \( M.I_{j,k}^{der} = 0 \) indicates a completely non-monotonic behaviour, whereas the value of 1 indicates an ideal or completely monotonic behaviour.

### 3.2.2 Trendability

A good degradation indicator is expected to show a similar functional evolution (i.e. “trend”) during the lives of similar elements of the same fleet. In order to measure the trendability of the \( j \)-th feature extracted from the \( k \)-th signal collected from the \( z \)-th elements, \( x_{j,k}^z(1:N_z) \), the trendability index suggested by Cobles and Hines (2009) is here considered:

\[
TR_{j,k,z} = \frac{\# \Delta > 0}{N_z-1} + \frac{\# \Delta^2 > 0}{N_z-2}
\]

(5)

\[
T.I_{j,k} = 1 - \text{std}_Z\left(TR_{j,k,z}\right)
\]

(6)

where \( \# \Delta = x_{j,k}^z(n_z + 1) - 2x_{j,k}^z(n_z) + x_{j,k}^z(n_z - 1) \), with \( n_z = 2, ..., N_z - 1 \), is the number of second-order differences. Notice that \( TR_{j,k,z} \) is a relative measure of the number of the evaluated positive first, \( \Delta \), (second, \( \Delta^2 \)) discrete derivatives with respect to the number of the total evaluations of first (second) discrete derivatives of the \( j \)-th feature extracted from the \( k \)-th signal collected from the \( z \)-th element, whereas, \( \text{std}_Z \) represents the standard deviation evaluated with respect to the \( Z \) similar elements of the fleet. This metric can assume any value in the range [0, 1], where 0 identifies the absence of trendability for the \( j \)-th feature and 1 represents a perfectly trendable behavior.

### 3.2 Features selection

The definition of degradation indicators requires the identification of the features with the most satisfactory trade-offs between monotonicity and trendability. The vector of objective functions \( f = (f_1, f_2, f_3) \) defined by the three indexes \( (M.I_{j,k}^{MK}, M.I_{j,k}^{der}, T.I_{j,k}) \) is computed for each one of the \( J \cdot K \) extracted features, \( x_{j,k} \), and the Pareto optimal set of features is identified (Baumgartner, Magele and Renhart, 2004). To reduce the number of the candidate optimal features and eliminate those with unsatisfactory trade-off among the different objectives, we identify a subset of the Pareto front by assigning a relative importance to the different objectives. In particular, we associate to each objective function, \( f_i \), a weighted utility function (Branke, Kaußler and Schmeck, 2001; Baraldi, Pedroni and Zio, 2009) defined by:

\[
\Omega_i(f) = f_i + \sum_{i=1, j \neq i}^{3} a_{ij} \cdot f_j, \ i, j \in (1, 2, 3)
\]

(7)

where \( a_{ij} \) quantifies the amount of gain in the \( j \)-th objective required to accept a loss of one unit in the \( i \)-th objective and \( a_{ii} \) is by definition equal to 1. The dominance is, then, evaluated with respect to the vectors of objective functions \( \Omega = \)
between the first two NDT results. The objective of the setting is to minimize the error of the Ordinary Least Squares (OLS) method. The relationship are independently set for each feature extracted from signal $k$, where the parameters of the selected features are, then, aggregated into a single, robust degradation indicator, $d^z_k(n_z)$, with $n_z = 1, ..., N_z$, by considering their median:

$$d^z_k(n_z) = \text{median}_{(j,k) \in \text{optimal pareto set}} d^z_{jk}(n_z)$$ (9)

The median operator has been chosen since it has been shown to be more robust to possible outliers than other operators such as the mean (Leys et al., 2013).

To assess the performance of the degradation indicator, we introduce an accuracy metric which considers the absolute error between the degradation state estimation, $d^z_k(n^z_q)$ and the corresponding NDT measurement $D_z(q)$:

$$e_z(q) = |D_z(q) - d^z_k(n^z_q)|$$ (10)

with $q = 3, ..., Q_z$, where $Q_z$ is the number of NDTs available for the $z$-th element. Notice that the first two NDT measurements, $q = 1, 2$, are not considered since they have been already used for the data normalization. The mean error and the error standard deviation of the degradation indicator in the estimation of the degradation state of the generic $q$-th NDT test are, respectively:

$$E_q = \frac{\sum_{q=1}^{Q_z} e_z(q)}{Z_q}$$ (11)

$$\sigma_q = \sqrt{\frac{\sum_{q=1}^{Q_z} (e_z(q) - E_q)^2}{Z_q}}$$ (12)

where $Z_q$ indicates the number of test elements that have performed at least $q$ NDTs. Then, the overall mean estimation error is:

$$\bar{E} = \frac{\sum_q (Z_q E_q)}{\Sigma_q Z_q}$$ (13)

4. Validation of the Degradation Indicator

The validation of the proposed methodology requires the evaluation of the accuracy of the selected degradation indicator with respect to the results of some NDTs. Since the different features have different units of measurement and ranges, they are first normalized on the same scale, which is taken equal to that of the NDTs. In practice, the normalized value, $d^z_{jk}(n^z_q)$, of the optimal feature $j$ extracted from signal $k$ of element $z$ at time $n_z$ is defined by:

$$d^z_{jk}(n_z) = \alpha^z_{jk} x^z_{jk}(n_z) + \beta^z_{jk}$$ (8)

where the parameters $\alpha^z_{jk}, \beta^z_{jk}$ of the linear relationship are independently set for each feature $j$ extracted from signal $k$ of element $z$ using the Ordinary Least Squares (OLS) method. The objective of the setting is to minimize the error between the first two NDT results $D_z(h)$ and the corresponding normalized feature values $d^z_{jk}(n^z_h)$, where $n^h_z$ is the time of the operational transient closest to the time of the $h$-th NDT, with $h = 1, 2$. The normalized selected features are, then, aggregated into a single, robust degradation indicator, $d^z_k(n_z)$, with $n_z = 1, ..., N_z$, by considering their median:

$$d^z_k(n_z) = \text{median}_{(j,k) \in \text{optimal pareto set}} d^z_{jk}(n_z)$$ (9)

The median operator has been chosen since it has been shown to be more robust to possible outliers than other operators such as the mean (Leys et al., 2013).

To assess the performance of the degradation indicator, we introduce an accuracy metric which considers the absolute error between the degradation state estimation, $d^z_k(n^z_q)$ and the corresponding NDT measurement $D_z(q)$:

$$e_z(q) = |D_z(q) - d^z_k(n^z_q)|$$ (10)

with $q = 3, ..., Q_z$, where $Q_z$ is the number of NDTs available for the $z$-th element. Notice that the first two NDT measurements, $q = 1, 2$, are not considered since they have been already used for the data normalization. The mean error and the error standard deviation of the degradation indicator in the estimation of the degradation state of the generic $q$-th NDT test are, respectively:

$$E_q = \frac{\sum_{q=1}^{Q_z} e_z(q)}{Z_q}$$ (11)

$$\sigma_q = \sqrt{\frac{\sum_{q=1}^{Q_z} (e_z(q) - E_q)^2}{Z_q}}$$ (12)

where $Z_q$ indicates the number of test elements that have performed at least $q$ NDTs. Then, the overall mean estimation error is:

$$\bar{E} = \frac{\sum_q (Z_q E_q)}{\Sigma_q Z_q}$$ (13)

5. Results

A total of $J = 93$ features have been extracted from each one of the $K = 15$ signals of interest. The obtained Pareto optimal set is formed by 5 features, extracted from three different signals (Figure 1-(b, c, d, e, f)) and the degradation indicator is obtained through their aggregation (Eq. (9)). The results have been verified to be robust with respect to small perturbations of the entries of the weighted utility function. Figure 1-(a) shows an example of the evolution of the degradation level estimate for a steam generator. Notice:

- the good accuracy with respect to the available NDT data (green crosses)
- the monotonic trend. The two points in which the degradation level shows a sudden decrease (at the dashed and
dashed-dotted vertical lines) correspond to maintenance interventions performed on the considered SG. In particular, the largest jump is associated to chemical cleaning, whereas the smallest one is associated to mechanical cleaning.

Notice that the first two features (Figure 1 b, c), which are characterized by high trendability and low monotonicity, and, therefore, provide a not satisfactory estimation of the component degradation, have low impact on the final degradation assessment thanks to the use of the median operator.

Table 2 reports the average performance of the degradation indicator in terms of mean error, $E_q$, and corresponding standard deviation, $\sigma_q$, in the estimation of the degradation state in correspondence of the $q$-th NDT performed on the components. It can be noticed that the majority of the errors is smaller than 10%, which is comparable with the error of the ETVs, especially when the degradation state is low. The total mean estimation error, $\bar{E}$, is 7.6.

6. Conclusions

This work proposes a novel unsupervised method for the definition of a degradation indicator for nuclear power plant steam generators. It allows exploiting the information contained in the large amounts of monitoring signal data collected by the plant supervision system. The method is based on three steps: i) features extraction, ii) evaluation of the goodness of the extracted features with respect to the monotonicity and trendability and iii) multi-objective selection of the optimal features and their aggregation to define the degradation indicator. The proposed approach has been shown able to identify the steam generator degradation state from signal measurements acquired during plant operational transients with errors comparable to those obtained performing ad-hoc expensive non-destructive tests.

<table>
<thead>
<tr>
<th>$q$</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_q$</td>
<td>14.9</td>
<td>6.5</td>
<td>6.0</td>
<td>6.8</td>
<td>12.4</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>7.9</td>
<td>0.6</td>
<td>3.9</td>
<td>5.0</td>
<td>3.3</td>
</tr>
</tbody>
</table>

Figure 1. Estimation of SG degradation state for different NDTs performed during operation, using the obtained degradation indicator (a) and the five individual features (b, c, d, e, f).
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