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ABSTRACT
Plasma-Material Interaction (PMI) in tokamaks determines the life-time of first-wall (FW) compo-
nents. Due to PMI, FW materials are eroded and transported within the device. Erosion is strongly
influenced by the original morphology of the component, due to particle redeposition on near surface
structures and to the changing of impact angle distributions, which results in an alteration of the sput-
tering effects. The Monte-Carlo impurity transport code ERO2.0 is capable of modelling the erosion
of non-trivial surface morphologies due to plasma irradiation. The surface morphology module was
validated against experimental data with satisfactory agreement. In this work, we further progress in
the validation of the ERO2.0 capabilities by modelling both numerically generated surfaces as well as
real surfaces, generated using Atomic Force Microscopy (AFM) measurements of reference tungsten
samples. The former are used to validate ERO2.0 against one of the morphology evolution models
present in literature, in order to outline the conditions for reliable code solutions. Modifications in-
duced in AFM-generated surfaces after argon and helium plasma irradiation are compared, showing
a similar post exposures morphology, mostly dominated by surface smoothing. Finally, the ERO2.0
morphology retrieved after He plasma exposures are compared to experimentally-available Scanning
Electron Microscopy (SEM) and AFM measurements of the same surface morphology exposed in
the linear plasma device GyM, showing the need for further improvements of the code, while a good
agreement between experimental and simulated erosion rate is observed.

1. Introduction
Plasma-Material Interaction (PMI) ultimately limits the

lifetime of plasma-facing components (PFCs) in tokamaks [1].
Erosion of PFCs leads to the production of impurities which
can migrate into the device, contaminating the plasma, re-
sulting in an enhancement of radiative losses [2]. As a re-
sult of this erosion process, the original morphology of the
PFCs can be deeply modified. In addition, the eroded ma-
terial can re-deposit on top of the first-wall (FW), leading
to novel and unconventional morphologies, whose proper-
ties are completely different with respect to those of pristine
FW materials. Erosion processes caused by the impact of
plasma particles are intimately correlated with the surface
morphology [3]. For example, exposures of the so-called
fuzzy tungsten (W) [4, 5] to helium (He) plasmas revealed
a lower sputtering yield with respect to that of a flat W bulk
surface [6]. However, this kind of effects can be related
not only to micrometric surface features, such as the typi-
cal surface roughness of FWmaterials, but also to nanoscale
ones, which are fundamental for metallic diagnostic mirrors
in tokamaks [7, 8]. It is thus important to understand the
role of morphology in sputtering processes even at this scale.
Models describing surface evolution under ion irradiation
have been developed in the field of thin films and semicon-
ductor fabrication, where the sputter erosion is employed as
a tool for etching important patterns for the production of in-
tegrated circuits using ion beams with well-defined energies
and incidence angles. The first work of this type was pre-
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sented byBradley andHarper (BH) [9] in order to explain the
physical mechanisms behind the formation of a periodic rip-
ple structure on the surface of amorphous materials, which
was reported experimentally by Navez [10]. The BH model
was next developed by other researchers, in order to describe
the formation of periodic ripples also onmetals or crystalline
materials, as well as to generally relax several of the assump-
tions made by Bradley and Harper [11, 12, 13]. Within
the fusion community, these models have been largely over-
looked, in spite of the fact that ripple formationwas observed
also in the fusion-related literature [14]. Unlike ion beams
commonly used in the semiconductors field, in fusion ap-
plications one needs to account for the inherently compli-
cated environment in which materials exposures take place.
For example, in a plasma, ions interacting with the exposed
surfaces are characterised by an energy and angular distribu-
tion, rather than beingmonoenergetic and collimated. More-
over, the plasma nature induces the formation of a positively
charged sheath on the surface of PFCs, leading to important
effects on the surface modifications of exposed materials. In
addition, in a tokamak, one should keep in mind also the
presence of a strongly magnetized plasma and of very in-
clined field lines, which can have an impact on surface mor-
phology. Therefore, complex codes are usually adopted in
the fusion community in order to interpret the outcomes of
the PMI experiments. Among these, one of the most well-
known PMI codes is ERO, a Monte Carlo code originally in-
troduced with the aim to describe impurity transport in toka-
maks using the so-called trace-particle approximation [15].
Recently ERO has been heavily upgraded, allowing for the
simulations of much larger volumes through amassive paral-
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lelisation of the code [16, 17]. ERO2.0 also allows to model
surface evolution of materials under plasma irradiation, a
capability which is quite rare in the field of PMI in fusion-
related contexts. In particular, thanks to the possibility of
tracing eroded particles, it is also able to take into account
redeposition and re-erosion of impurities during the evolu-
tion of materials morphology. The newly developed ERO2.0
code was applied to model numerically generated surfaces
and to study their impact on the effective sputtering yield, as
well as on the angular distribution of sputtered particles [16].
It was shown that sharper structures lead to a strong suppres-
sion of the erosion, also changing the angular distribution of
sputtered particles [16].
Furthermore, the morphology module of the code was vali-
dated against ion-beam exposures of silicon-tantalum pillars
exposed to an Ar ion gun, showing a satisfactory agreement
between experiments and simulations [18]. Moreover, the
ERO2.0 code was validated against data collected in PSI-
2 linear device experiments regarding the exposure of Mo
coatings with different roughness to He plasmas [18]. It was
shown that ERO2.0 is capable of capturing the experimental
trend of sputtering yield reduction increasing the Mo rough-
ness of the samples.
However, ERO2.0 has some limitations that must be taken
into account when assessing erosion at the nanoscale, par-
ticularly relevant for first mirrors in a tokamak. An impor-
tant example is related to the lack of capability in ERO2.0
of describing the erosion dependence on grains orientation,
which can have great influence on surfacemodification at the
nanoscale. This kind of phenomenon is quite well-known in
the literature of nanomaterials synthesis. In particular the
model of Skeren et al. [11] is capable of taking into account
grains orientation dependence of sputtering. In addition, its
surface evolution module shows great similiarity with re-
spect to the one currently implemented in ERO2.0. Due
to this similarity, it is tempting to compare ERO2.0 and the
Skeren model in order to understand under which conditions
the two produce similar morphological modifications, keep-
ing in mind that the first is a massively parallel numerical
code, while the second simply solves an evolution equation
for the surface height. Such a comparison has never been at-
tempted before and has the aim of validating the ERO2.0 sur-
face evolution module against a well-known model present
in literature.
Furthermore, to the best of our knowledge, ERO2.0 has never
been exploited to assess the nanoscale variations of realistic
W surfaces exposed to different plasma species, and direct
comparisons with experimental exposures are limited in lit-
erature to studies at the linear facility PSI-2 [19].
Therefore, in this work, we try to fill in some of these gaps.
We first implemented the model proposed by Skeren et al.
in FreeFem++ (FF) [20], a C++ framework which allows
the users to implement their own models and solve them us-
ing the finite element method. Its most common applications
involve the solution of the Navier-Stokes equation or optimi-
sation problems [20]. We checked the correct numerical im-
plementation of the model with the method of manufactured

solutions [21] and reproducing the most important qualita-
tive features reported in [11]. We then compared the Skeren
model and the ERO2.0 morphology module. To this end, we
employed a simple, sawtooth, W morphology and we sim-
ulated its irradiation to 300 eV Ar+ ion beam. Once found
the reliability domain of ERO2.0 solutions with respect to
grains orientation, we moved on to consider real surfaces
of reference W samples inside this domain, whose topog-
raphy was measured by Atomic Force Microscopy (AFM).
We performed simulations both with Ar+ and He+ plasmas
in the same conditions of flux and fluence, in order to assess
differences in the final morphology of the samples. Differ-
ently from the ion beam simulations, here the presence of the
sheath is accounted self-consistently in the ERO2.0 simula-
tions. Ar+ plasma simulation was performed also with the
Skeren model as a comparison. The sameW samples were
exposed to He plasmas in the linear plasma device GyM
of Istituto per la Scienza e Tecnologia dei Plasmi (ISTP-
CNR) [22, 23, 24]. The plasma parameters during the ex-
posures were similar to those of the ERO2.0 simulations,
leading to the possibility of comparing the experimental and
code results. This process allows us to perform a sensitiv-
ity study on the surface morphology module implemented
in ERO2.0.

2. Numerical Methods
2.1. Surface evolution in ERO

The details of the ERO2.0 code can be found in [25].
In the remaining of this section, we shall describe in some
details how the surface evolution is modelled in ERO2.0.
The initial input morphology can be either numerically gen-
erated, using analytical functions, or imported from AFM
measurements of real samples. This surface is then discre-
tised into small quadrilaterals (planes) which are locally flat.
Each of these quadrilaterals is described by a set of coordi-
nates, specifying the location of the vertices, as well as their
surface normals. The latter, in combinationwith the ion inci-
dence angle, are used in ERO to compute the local incidence
angle, ', which is then used to calculate the sputtering yield,
Y .
This yield can be either interpolated through tables of pre-
computed sputtering yields values, obtained from dedicated
simulations with SDTrimSP [26], or computed performing
a pre-simulation, which exploits a novel ERO2.0 tool called
sheath tracing. The need for these sheath tracing simulations
is related to the fact that, in case of sputtering by plasma ions,
ERO2.0 does not know the precise energy and angle distri-
bution, which are needed for the computation of the yield.
Indeed, the plasma is given to ERO as an input, either ob-
tained from experiments or from a dedicated edge plasma
code, such as SOLPS [27], and information on the energy
and angle of the impinging particles is in general not avail-
able. Therefore, some simplified assumptions are made for
these two parameters, usually considering a uniform distri-
bution for the incidence angle (corrispondent to magnetic
field inclination) and Ei = 2Ti + 3Te for the ion energy (in
absence of bias), with Ti and Te the ion and electron temper-
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Figure 1: Schematic representation of the surface evolution
module currently implemented in ERO2.0. A quadrilateral
(solid black line) of typical size around 2-4 nm in this work
is characterised by its surface normal (solid black arrow). The
latter forms an angle ' with the impinging ion (solid blue ar-
row). As a result of the material removal, the quadrilateral
is shifted in the direction of the surface normal, here denoted
with a dashed black line, which forms an angle � with the ver-
tical z direction. Then, the averaging procedure over vertices
is performed (not represented here).

ature, respectively. On the contrary, with sheath tracing, tak-
ing as an input only a limited number of plasma parameters,
such as electron density and temperature and magnetic field
intensity and inclination, the code is able to track the full tra-
jectories of plasma particles computing their E × B motion.
The potential drop and the electric field in the sheath are cal-
culated through analytic formulae proposed by Borodkina et
al [28, 29]. The initial velocity of impinging plasma ions is
sampled from a Maxwellian distribution centred at Ti, whilethe initial position is equal to 9 × cs∕!L, with cs the ion
sound speed and !L the Larmor frequency, in order to en-
sure ions do a few gyrations before hitting the surface [28].
Then, considering the calculated energy and incidence angle
of impinging ions, the code derives the sputtering yield ac-
cording to fitting formulas implemented by Eckstein [30] of
the form:

Y (E, x) = Y0 (E) x−f (E) exp
[

f (E)
(

1 − 1
x

)

cos �opt (E)
]

(1)
where Y0 (E) is the sputtering yield at orthogonal incidence,
f (E) , �opt (E) are fitting parameters of the experimental curves
and x = cos'.

During a time step, ERO computes the amount of ero-
sion of each quadrilateral describing the surface, using the
local incidence angle computed considering the surface nor-
mals of the quadrilaterals. Each of the quadrilaterals is then

shifted downwards in the direction of the local surface nor-
mal, proportionally to the amount of erodedmaterial, and the
surface mesh is recomputed [25]. A schematic representa-
tion of the surface evolution is shown in figure 1. Smoothing
is added at the end of each time step, defined as an average
over the vertices of the newly-computed surface mesh, in or-
der to avoid the formation of discontinuities between adja-
cent quadrilaterals. This procedure does not ensure that the
eroded areal density is exactly equal to the product of ion flux
and sputtering yield. However, it is possible to minimize
this error by reducing quadrilaterals size, so that adjacent
ones should not evolve much differently one to each other.
Thus, the evolution of the surface morphology is computed
in ERO2.0 according to the following formula:

dℎ
dt

= −ΩΓ
cos'
cos�

Y (E,') + K (2)

where ℎ is the height of each quadrilateral. In this expres-
sion, Ω is the volume of the atoms of the target in the lattice,
Γ the nominal ion flux and K has been added to symboli-
cally refer to the smoothing procedure described above. The
factor cos� describes the fact that the surface is eroded ver-
tically downwards, that is:

cos� = 1
√

1 + |∇ℎ|2
(3)

Finally, if we assume that the nominal ion flux is incident in
the x − z plane, then the local incidence angle cos' can be
written as:

cos' =
sin �)xℎ + cos �
√

1 + |∇ℎ|2
(4)

where � is the nominal incidence angle with respect to the Z
axis.
At each time step, test particles (TPs) are launched from the
surface according to the eroded material of each quadrilat-
eral. They leave the surface as neutrals, with initial energy
and angle which can be either sampled from appropriate dis-
tributions (default are Thompson energy and cosine angu-
lar distribution, but specific functions can be also given as
an input by the user) or read from SDtrimSP tables. These
particles are then traced during their motion in the simula-
tion volume through the so-called test particle approxima-
tion, namely they do not influence neither each other nor
the background plasma in which they move. Atomic pro-
cesses, such as ionization and recombination, and collisions
with the background plasma are considered. The simulation
volume for this nanoscale evolution application is usually re-
stricted to few cubic microns around the surface. TPs which
exceed volume boundaries can be either reflected with peri-
odic boundary conditions or considered as lost. In this work,
TPs which exceed the vertical boundary are always consid-
ered as lost, while the ones exceeding lateral boundaries are
reflected again inside the simulation volume. TPs return-
ing to the surface, if not reflected by the surface itself, can
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contribute to its evolution according to their energy and an-
gle of incidence, which determine the sputtering yield. The
height of the quadrilaterals is then changed as the difference
between eroded material and redeposited one, and the mesh
is recomputed.
2.2. Surface morphology evolution under ion

irradiation
As previously said, since the original work of Bradley

and Harper, several other models have been implemented to
fully describe the evolution of the surface morphology under
energetic ion irradiation. In this work, we focus on themodel
presented by Skeren et al. [11], due to its capability of tak-
ing into account grains orientation dependence of sputtering
within a surface evolution model similar to the one currently
implemented in ERO2.0. In their work, the authors describe
the formation of periodic ripples on polycrystalline materi-
als by implementing a model which accounts for the depen-
dence of the sputtering yield on: i) the local ion incidence
angle and ii) the crystalline orientation of the grains. There-
fore, the evolution of the surface height, ℎ, as a function of
time is described according to:

)ℎ
)t
= −ΩΓ

cos'
cos�

Y (E,')G (x, y)−BΩΓ cos'Δ2ℎ (5)

The last term in (5) describes surface relaxation by diffusion,
indicating with B the smoothing coefficient and with Δ2 the
biharmonic operator. The function G (x, y) in (5) is intro-
duced to account for the sputtering yield dependence on the
crystalline orientation. More details and its corresponding
implementation can be found in [11].
One can see that equation (5) is similar to equation (2) of
ERO2.0. The differences are the term describing the depen-
dence of the sputtering yield on the crystalline orientation,
G, and the surface smoothing term which is treated in an
approximate way in ERO2.0 at the end of each time step.
However, it should be kept in mind that ERO is a massively
parallel numerical code able to track eroded particles and to
consider their redeposition and re-erosion, which are com-
pletely neglected in the Skeren model.
2.3. Implementation of the Skeren model in

FreeFem++
In this section, we shall briefly describe the implemen-

tation of (5) which we used for some of the simulations per-
formed in this work. We solved the surface morphology
equation (5) using finite elements in space and finite dif-
ferences in time, by means of FreeFem++. The latter is a
framework written in C++ which allows for the implemen-
tation and solution of physical models using finite element
method [20].
In order to make a comparison between a theoretical model
and ERO2.0, in this work we shall consider a slight sim-
plification of the equation. In particular, due to numerical
reasons given by the non-linearity of the diffusion term (the
second term on the right hand side of equation (5)), we shall
neglect its dependence on the local ion flux, that is the term

Γ cos'. In this case, equation (5) can be written as
)ℎ
)t
= −ΩΓ

cos'
cos�

Y (E,')G (x, y) − BΔ2ℎ, (6)

and the smoothing coefficient B can be calculated using a
formula first proposed by Herring and Mullins [31, 32]:

B =
DsΩ2�
kBT

(7)

whereDs is the coefficient of surface diffusion,  the surface
free energy per unit area, � the number of diffusing atoms per
unit area, kB the Boltzmann constant and T the temperature.
In addition, the G function which describes the dependence
of the sputtering yield on the crystalline orientation, is im-
plemented in a simpler way with respect to the one described
in Skeren [11]. Here, we consider the subdivision of the
computational domain in a fixed number of squared regions.
In each of these, G assumes the form of a random number
sampled from a uniform distribution between 0.5 and 1.5,
having 1 as the mean value. In this way, to each region is
assigned a different sputtering yield at orthogonal incidence
Y0 in the range 0.5Y0 - 1.5Y0, with a mean value equal to Y0.We shall see that, although simplified, this treatment is suf-
ficient in reproducing the main qualitative features reported
in [11]. Indeed, in spite of these two simplifications, the
model is still capable of generating a ripple morphology at
inclined angles of the impinging ion beam.
As regards the numerical implementation, we first discretized (5)
using finite differences in time, treating the biharmonic op-
erator implicitly and the erosion part of (5) explicitly. That
is, the height function ℎ describing the surface morphol-
ogy at n − tℎ step is used for the computation of the angle-
dependent part of equation (5). Therefore, we can write the
semi-discretisation in time of equation (5) as:
ℎn+1 − ℎn

Δt
= −ΩΓ

cos'n

cos�n
Y (E,'n)G (x, y)−BΔ2ℎn+1 (8)

Space discretisation is performed using piecewise P2 non
conform finite elements implemented in FreeFem++. Equa-
tion 8 can be solved by imposing periodic boundary condi-
tions. Another possibility consists in imposing a vanishing
normal component of the current associated to surface dif-
fusion (defined as −∇ (BΔℎ)), namely n ⋅ ∇ (BΔℎ) = 0. In
this work, we will always consider periodic boundary condi-
tions, with the exception of one case, which will be further
discussed in the following.
We first verify our implementation using the so-calledmethod
of manufactured solutions [21] (see appendix A). Then, we
test our FreeFem++ script in a realistic case, similar to the
one chosen in [11]. In particular, we consider Ar+ ion beam
irradiation on a polycrystalline flat (average roughness Ra =
0)Ni target. The incident ion flux isΓ = 1.22×1019 ionsm−2 s−1
with a corresponding ion energy of 5 keV. The sputtering
yield fitting parameters of equation (1) can be found in [11].
According to what reported in [11], we simulate the sur-
face morphology evolution at 300K (room temperature). In
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Figure 2: Simulated Ni surface morphology with the Skeren model equation, varying the angle of incidence in the range
50◦, 60◦, 70◦, 80◦, for an overall fluence of 6.00 × 1020 ionsm−2. It can be seen that for grazing incidence the surface develops a
clear ripple pattern oriented towards the incident ion beam, denoted with a blue arrow in figure.

Incidence angle 50◦ 60◦ 70◦ 80◦

Ra[nm] 2.80 2.31 1.46 0.34

Table 1
Estimated post-exposure average roughness Ra retrieved at the
end of the simulations, for the four irradiation conditions con-
sidered. A reduction of Ra at increasing incidence angle is
observed.

this condition, taking the coefficient of surface diffusion and
the surface free energy from [33, 34] and considering all Ni
atoms as diffusing, the thermally activated smoothing coef-
ficient B ofNi approximately equals 2.1 nm4 s−1. The simu-
lation domain is a square having a surface of 200×200 nm2.
Finally, we subdivide this domain into 20 × 20 squared re-
gions, assigning each of them a different sputtering yield
multiplier, as described previously.
We simulate irradiation on a flat Ni target for an overall flu-
ence of 6.00 × 1020 ionsm−2, varying the nominal angle of
incidence with respect to the Y-Z plane in the range 50◦, 60◦,
70◦, 80◦. The simulated post-exposure surface morphology
is shown in figure 2, while the corresponding roughnesses
are reported in table 1. It can be seen that for grazing in-
cidence, that is � ≥ 70◦, a ripple pattern develops on the
surface. These structures are clearly aligned with the nom-
inal ion incidence angle and no resemblence with the orig-
inal (flat) morphology can be seen. As the nominal inci-

dence angle decreases, one sees a gradual disappearence of
the previously observed aligned surface structures (ripples).
Instead, only a roughening of the original (smooth) surface
can be observed. It should be noted that the dependence of
the sputtering yield on the crystalline orientation is a funda-
mental ingredient for the development of ripples. Indeed, if
no mechanism which describes different erosion of grains is
introduced in the model, then no such features appear on the
surface. That is, if one starts from a flat surface, the latter is
preserved at the end of the irradiation, as can be expected.
The obtained ripple pattern is quite different with respect to
the one of Skeren et al. [11], as a consequence probably of
the simplifications that we introduced in the model. How-
ever, the main features related to the presence or absence of
ripples at different incidence angles are captured by the code,
leading to the possibility of a comparison with ERO2.0.

3. Results
3.1. Comparison between the ERO2.0 and the

Skeren simulations
Once checked that the numerical implementation of equa-

tion (5) is capable of reproducing the main features reported
by Skeren et al., in this section we compare ERO2.0 predic-
tions with those from model equation (8). Due to its funda-
mental applications in nuclear fusion as a plasma-facing ma-
terial, we consider now aW surface, and we choose a simple
sawtooth initial morphology with average surface roughness
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Ra equal to 62.5 nm. This choice is related to the will of
underlining possible differences in smoothing effects, which
could be more clear on the sharp edges of this morphol-
ogy with respect to e.g. a sinusoidal one. The simulated
exposures were performed in a pure Ar+ ion flux with ion
energy set to 300 eV for two different values of the nom-
inal incidence angle, namely 0◦ and 20◦. The choice of
Ar+ ions is simply related to the need of reducing the com-
putational demand of the simulations, exploiting the high
sputtering yield of Ar+ ions on W. In this way, it is possi-
ble to obtain important surface modifications even at lower
fluences. Since, at present, ERO2.0 cannot account for the
crystalline dependence of the sputtering yield, we set in the
model equation (8) G = 1. For both the model equation and
the ERO2.0 simulations we employed the sputtering yield
fitting proposed by Eckstein [30]. The ion flux was set to
2.68 × 1020 ionsm−2 s−1 and we simulated a 200 seconds
irradiation corresponding to an overall fluence on the sam-
ples of 5.36 × 1022 ionsm−2. These parameters are typical
of PMI experiments in the GyM linear device, if a proper
bias is applied to the sample holder to achieve the above im-
pact energy. In the Skeren model we can set realistic values
for the surface smoothing coefficient, B. In particular, for
W, we use equation (7), taking surface diffusion coefficient
and surface free energy from [35, 36] and considering all W
atoms as diffusing. To bemore consistent with typical exper-
iments in theGyMdevice, we consider a surface temperature
of 600K, resulting in a coefficient B = 2.5 × 104 nm4 s−1.
It is worth stressing that the FF simulations were performed
with non periodic boundary conditions, that is by imposing
a vanishing normal component of the diffusion current, as
discussed in Section 2.3. Indeed, currently ERO does not al-
low for a periodic boundary condition for the surface height
function, but only for eroded particles migration.
We start by considering the post-exposure surface morphol-
ogy for normal incidence angle. To this end, thanks to the
symmetry of the problem, we report in figure 3 the 1D pro-
files computed along the x direction for four different val-
ues of ion fluence, while the corresponding average surface
roughnesses are reported in table 2. Starting from the ERO2.0
simulation (dashed lines), one can see that the surface pro-
gressively smooths as the ion fluence increases, moving from
an initial average roughness Ra of approximately 63 nm to
the final 27 nm at the highest fluence. Each of the two val-
leys whichmake up the original morphology is progressively
eroded, resulting in a concave (almost parabolical) shape.
This can be easily understood since in the ERO2.0 surface
morphology evolution module there is no term which pro-
motes roughening, as opposed to the G function of (8).
The samemorphologywas simulated using the Skerenmodel (8),
whose results are represented by solid lines in figure 3.
One can see that there is a good qualitative and quantita-
tive agreement between the two sets of 1D profiles. Differ-
ences become more marked as the ion fluence increases, due
to the different way in which smoothing is treated in the two
codes. In particular, looking at the highest fluence in table 2,
an average roughness Ra of about 38 nm is obtained with

Figure 3: Comparison between the 1D cut computed along
the y direction for both ERO2.0 (solid lines) and the model
equation (dashed lines) for different values of the ion fluence.

the Skeren model, which is slightly higher than the 27 nm
obtained by ERO2.0. It should be noticed that this differ-
ence may not be ascribed to redeposition phenomena taken
into account by ERO2.0, since the redeposited thickness is
almost five orders of magnitude lower than the eroded one
and the self-sputtering contribution is almost negligible. In-
deed, in linear devices, due to the geometry of the system
and to the use of weakly magnetized plasmas, the redeposi-
tion of W is much less important than in tokamaks, where
one often gets more than 90% of prompt redeposition [37].
We will address the possible source of this discrepancy in
section 4.
As a further comparison, we consider the irradiation of the
sameW sawtooth surface exposed to Ar+ ions at a nominal
incidence angle of 20◦. Results are shown in figure 4, while
average roughnesses are reported in table 2. As it occurs
for the simulation performed at normal incidence, one can
see that there is a good agreement between ERO2.0 results
and the Skeren solution. Again, differences become more
marked as fluence increases. In this case, surface roughness
remains almost constant with fluence, with a slight increase
for the ERO2.0 solution. The shape of the profile at the high-
est fluence is quite different in the two cases, while redepo-
sition, evaluated by ERO2.0, remains negligible even at this
incidence angle.
As a final analysis, we include the presence of crystalline
grains variation of the sputtering yield in the sawtooth sim-
ulations with the Skeren model. We performed a sensitivity
analysis of the ratio between average surface roughness Raand grains dimension D, in order to find for which values it
is possible to recover the single crystal (SC) profile, corre-
sponding to the ERO2.0 result. To this end, we performed a
series of simulations by varying D and maintaining costant
the initial roughness Ra, considering 300 eV Ar+ ions and a
final fluence of 2.36×1022 Arm−2. The resulting 1D profiles
are shown in figure 5. A small Ra / D, such as in the 0.625
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Fluence [Ar+/m2] ERO 0◦ [nm] Skeren 0◦ [nm] ERO 20◦ [nm] Skeren 20◦ [nm]

Unexposed 62.5 62.5 62.5 62.5
5.36 × 1021 60.8 63.9 61.6 64.1
2.41 × 1022 49.5 53.1 60.5 61.6
5.36 × 1022 27.4 37.7 69.5 60.3

Table 2
Estimated post-exposure average roughness retrieved at the end of the simulations, for
both the ERO2.0 code and the Skeren model. Data are presented as a function of fluence
for both 0◦ and 20◦ incidence angle.

Figure 4: Comparison between the 1D cut computed along the
y direction for both ERO2.0 (continuous lines) and the model
equation (dashed lines) for different values of the ion fluence,
for the simulations performed at 20◦ of ions incidence.

and 1.25 cases, leads to important oscillations of the profile
around the SC case (solid red line), which has a sputtering
yield equal to the mean value of the ones associated to the
different grains. Decreasing the dimension of grains, these
oscillations are heavily reduced, and the SC solution can be
almost recovered in the 6.25 case.
Therefore, we can conclude that the surface evolution mod-
ule currently implemented in ERO2.0 is able to give reliable
results not only in the case of single grain surface, but also
with polycrystalline ones with Ra / D above 6.
3.2. ERO2.0 and Skeren modelling of realistic W

surfaces exposed to Ar plasmas
Once identified the conditions by which the surface mor-

phology evolution module implemented in ERO2.0 gives re-
liable predictions with respect to grains orientation, in this
section we consider the modelling by ERO of a realistic W
surface whose properties are inside this reliability domain.
The W sample is a columnar coating (c-W) on silicon sub-
strate produced by the Pulsed Laser Deposition technique,
whichwas previously adopted for fusion-related experiments [22,
38]. Details can be found in [39]. In particular, its crystalline
structure is characterised by a preferential growth, so that all

the crystalline grains are aligned along the ⟨110⟩ orientation.
This means that our W surface, in spite of being polycrys-
talline, has only one crystalline orientation, thus allowing to
consider a uniform sputtering yield at orthogonal incidence
Y0 for the whole surface, similarly to what would be done for
a SC sample.
A Thermoscope Atomic Force Microscope (AFM) in tap-
ping mode was used to obtain the surface morphology of the
pristine W surface. The topography is shown in figure 6.
Starting from the AFM topography one can construct 3D
surfaces which can be read in by the ERO2.0 code. As re-
gards the plasma background, needed for the ERO2.0 sim-
ulations, we consider here a uniform plasma of Ar+ ions.
The main plasma parameters are reported in table 3. The
flux is calculated by the code simply as the product of the
plasma density and sound velocity, which is a function of
the ion and electron temperatures, and it settles to a value of
4.28 × 1020 ions m−2 s−1. We simulated the surface evolu-
tion due to plasma irradiation for an overall fluence of 1.74×
1024 ionsm−2. The impinging ion energy is set to 150 eV,
well above the sputtering threshold of Ar onW. Having the
intention of making comparisons with experimental results,
we choose these parameters since they are typical ofAr plas-
mas produced in the GyM linear device, on condition that a
proper bias voltage is applied to the sample to achieve the
above energy value [23].
In figure 7, we show the topography obtained at the end of
the ERO2.0 simulations for different values of the ion flu-
ence, while the corresponding average surface roughnesses
are reported in table 4. One can see that there is a pro-
gressive smoothing of the original surface morphology as
the ion fluence increases. This observation is in accordance
with the way the code calculates the evolution of the surface.
As previously shown, having evaluated the eroded thickness
for each quadrilateral, ERO2.0 reconstructs the morphology
by averaging the heights of neighbouring cells, thus result-
ing in an overall smoothing of the surface. The c-W reduced
roughness with respect to the previous sawtoothmorphology
results in a further reduction of prompt redeposition and self-
sputtering, which are basically null on the whole surface.
As a comparison, we perform a simulation with the Skeren
model in the same conditions as in the ERO2.0 one. To
this end, we included the possibility of importing synthetic
AFM images also in our FFmodel based on Skeren equation.
The maximum fluence is 8.72 × 1023 Ar m−2 to reduce the
computational demand of the simulation, while the G func-
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Plasma Eion [eV] ne [m−3] Te [eV] � [ions m−2s−1]

Ar 150 1.0 × 1017 7.00 4.28 × 1020
He 150 5.77 × 1016 7.85 8.72 × 1020

Table 3
Main Ar and He plasma parameters used for the ERO2.0 simulations of the realistic W
surfaces. The electron density and temperature are employed by the code to evaluate
the ion flux, which is reported in the last column. These values are typical of plasmas
produced in the GyM linear device, and the He ones are similar to the measurements
performed during the experimental exposures of this work.

Fluence [ions m−2] Ar-ERO [nm] Ar-Skeren [nm] He [nm]

As-dep 2.07 2.07 2.07
8.72 × 1022 1.86 1.43 2.01
8.72 × 1023 1.36 1.12 1.78
1.74 × 1024 1.27 n.a. 1.63

Table 4
Average surface roughness Ra of the realistic W sample after Ar and He exposure simula-
tions. Values are expressed in nanometers.

tion is set equal to 1. The smoothing coefficient B is set to
2.5 × 104 nm4 s−1 as in sawtooth simulations. Results are
reported in figure 8 and in table 4. Both morphology and
average roughness show a gradual smoothing of the origi-
nal surface, similarly to the ERO2.0 simulation. The main
features of the two solutions are comparable in terms of po-
sition and height of peaks and valleys. The Skeren solution
is smoother at all fluences, which is quite in contrast with
the observed behaviour with sawtooth morphology. We will
analyze this difference in section 4.
3.3. Comparison between ERO2.0 simulations and

experimental He-plasma exposures
In this section, we further progress the analysis of the

ERO2.0 code, by simulating the morphology evolution of
the same W sample considered in the previous section ex-
posed to He+ plasma, and making a comparison with exper-
imental results. The main plasma parameters considered in
the simulations are reported in table 3. The incident ion en-
ergy and the overall fluence were kept equal to those of Ar+
simulation.
In figure 9, we show the topography retrieved at the end of
the ERO2.0 simulations for different values of the ion flu-
ence, while the corresponding average surface roughnesses
are reported in table 4. One can see that there is a progressive
smoothing of the pristine surface morphology as the ion flu-
ence increases. As in the Ar plasma case, redeposition and
self-sputtering are null on the whole surface. However, the
smoothing effect is reduced with He+ ions, probably due to
the lower sputtering yield with respect to Ar+ ions.
In addition to the surface morphology, for the He simula-
tions we also numerically evaluated the erosion rate, since
the latter was also measured experimentally, as detailed af-
terwards. Two different values were obtained from simula-
tions, which correspond to the two ways by which the sput-
tering yield can be evaluated in ERO2.0, namely with or

without sheath tracing, as explained in section 2.1. In par-
ticular, for the simulation with sheath tracing, it was possi-
ble to account for the full energy and angular distribution of
plasma ions impinging on the material, while without it we
had to assume constant values, namely 150 eV for the ion
energy and 0◦ for the incidence angle. In the former case,
for a 1 cm2 area, the erosion rate is almost a factor 4.5 lower
with respect to the latter, moving from 2.29×1013 atoms/s to
1.02×1014. Wewill see in the following that the exploitation
of the sheath tracing allows to obtain results more similar to
experiments in terms of erosion rate.
The exposure of the sameW morphology to He plasma was
performed in the linear device GyM. Details of this machine
can be found in [22, 23, 24]. The main plasma parameters
measured during the exposure by a Langmuir probe are the
ones considered for the ERO2.0 simulations, which were re-
ported in table 3. As assumed for ERO2.0, the energy of
the ion species is set to 150 eV by properly biasing the sam-
ples holder during the exposure. The difference with respect
to the ERO2.0 modelling is that the experimental fluence
is about a factor of 4 higher, reaching a value of 7 × 1024
He+ m−2. The reason for this is related to the computa-
tional load of the simulations, which led to a limitation of
the fluence considered in this work in order to reduce the
number of time steps required with the same ion flux. Ac-
tually, the experimental flux, 4.82 × 1020 ions m−2 s−1, is
about a factor 2 lower with respect to the simulations one,
which is 8.72 × 1020 ions m−2 s−1 (see table 3). Indeed, in
ERO2.0, we gave as an input the experimentally measured
electron density and temperature, which are evaluated by a
Langmuir Probe located 30 cm away from the sample sur-
face, and we considered them homogeneous in this volume.
Then the code automatically computed the plasma ion flux
as the product of the plasma density and the sound velocity,
as already stated. However, in the experimental evaluation
of the ion flux, an additional pre-factor of 1∕2 is added to
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Figure 5: Comparison between the 1D cut along the x direction
to vary the ratio between initial average roughness Ra and
grains mean dimension D, for a fluence of 2.36×1022 ions m−2,
computed with the model equation. The SC solution (red) is
almost recovered when the ratio is sufficiently high.

the electron density, which has not been considered in the
input plasma backgrounds for these simulations. Indeed, at
the sheath entrance the electron density can be calculated as
nSE ≃ 0.5ne, where ne is the bulk plasma density [40]. The
sample temperature was estimated with a thermocouple to
be around 600 K.
The experimental erosion rate is calculated bymeans of Scan-
ning Electron Microscopy analysis of the exposed sample
cross-section [39]. The obtained value, 1.72 × 1013 atoms/s
for a 1 cm2 area, is in good agreement with the sheath-tracing

Figure 6: AFM image of the as-deposited W coating.

numerically-evaluated one, 2.29 × 1013 atoms∕s, while the
one calculated without sheath-tracing is almost a factor 4.5
higher. This is one of the first validations of this new func-
tionality of the ERO2.0 code.
Finally, the post exposureW surface morphology is reported
in figure 10, where we show an AFM plain view (top) and
a SEM one (bottom). From the AFM view it is possible to
glimpse the formation of an intricate pattern of ripples hav-
ing different orientations, which are more evident from the
SEM image. Moreover, these ripples seem to be generally
confined within the crystalline grains of theWmorphology.
These features could not be observed in the ERO2.0 simula-
tions, probably due to the complex interaction between He
and W.

4. Discussion
As stated in section 2.2, a detailed investigation of the

ERO2.0 code showed a close resemblance between themodel
it currently implements for the evolution of the surface mor-
phology under ion irradiation and that of Skeren et al. [11].
In particular, the recently upgraded ERO2.0 is able to ac-
count for all the effects taken into consideration by Skeren,
with the sole exceptions of:

• the dependence of the sputtering yield on the crys-
talline orientation, i.e. the G function which appears
in (5) and,

• the surface smoothing term, which is treated in an ap-
proximate way in ERO2.0, that is by averaging over
the vertices of each surface cell.

Numerical simulations performed on simple numerical sur-
faces without accounting for the dependence of the sput-
tering yield on the crystalline orientation, revealed a good
agreement between ERO2.0 and the Skeren model, for dif-
ferent ion incidence angles (see section 3.1). The addition of
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Figure 7: Surface topography evolution of the c-W sample obtained from the ERO2.0 simulations after the exposure to Ar plasma,
reported as a function of the ion fluence. One can see that there is a gradual smoothing of the original surface morphology.

Figure 8: Surface topography evolution of the c-W sample obtained from the Skeren simulations of the Ar plasma exposure,
reported as a function of fluence. As in the ERO2.0 simulation, one can see a gradual smoothing of the original morphology as
fluence increases. The main features of the ERO2.0 topography are reproduced by the Skeren model, while few differences can
be observed regarding morphology details.

aG function different from 1 to the model equation (8) in the
simulation of the numerical surfaces, showed that it plays an
important role in determining the surface morphology after
ion irradiation. However, when grains are sufficiently small
with respect to surface roughness, one can recover the re-
sults of the simulations with G = 1. This observation al-
lows to rely on ERO2.0 solutions not only in the case of a
single grain surface, but also when the ratio between surface
roughness and grains dimension is sufficiently high, above 6
in our case. This observation is in agreement with what was
found in previous studies for metallic diagnostic mirrors in

tokamaks [7, 41]. Indeed, it was shown that the use of poly-
crystalline materials could hamper the good operation of this
kind of devices, due to the increased surface roughness in
erosive plasma conditions, leading to important negative ef-
fects on the reflectivity of the material. Therefore, two pos-
sible solutions were found, namely moving to single crystal
mirrors [41] or to nanocrystalline ones [7, 8], which present
a similar behaviour with respect to the former.
ERO2.0 simulations performed on realistic W morphology
obtained from experimental AFM measurements showed a
progressive smoothing after both Ar and He ion irradiation
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Figure 9: Surface topography evolution of the c-W sample obtained from the ERO2.0 simulations after the exposure to He
plasma, reported as a function of the ion fluence. Also in this case, one can see a progressive smoothing of the original surface
morphology, but the effect is less evident with respect to Ar plasma simulations.

(see sections 3.2 and 3.3). A similar behaviour could be ob-
served performing the same Ar-plasma simulation also with
the Skerenmodel andG = 1. Indeed, in absence of aG func-
tion, which is able to promote important surface roughening
of the samples, the observed smoothing effect is in accor-
dance with the way in which the code calculates the evolu-
tion of the surface. As previously described, having evalu-
ated the eroded thickness for each quadrilateral, ERO2.0 re-
constructs themorphology by averaging the heights of neigh-
bouring cells, thus resulting in an overall smoothing of the
surface. In particular, smoothing seems to be more effective
for Ar-plasma simulations, probably due to its higher sputter-
ing yield on W. It should be noted that, in case of tokamaks,
the higher prompt redeposition could play an important role
in self-sputtering and surface modifications with respect to
the He and Ar plasma simulations performed in this work.
Moreover, He and Ar are usually present in nowadays toka-
maks only as impurities and the presence of other species,
such as hydrogenic ones but also carbon (C) or beryllium
(Be), could alter the W erosion rate and final morphology.
Further investigation is needed to quantify these effects.
To better understand the reasons behind the difference be-
tween the solutions of the two codes, we performed a series
of simulations with the Skeren model varying the smooth-
ing coefficient B in the range 0 − 105 nm4 s−1. The inci-
dence angle and fluence were fixed to 0◦ and 5.36 × 1022
Ar m−2 respectively. Results are reported in figure 11. The
original ERO2.0 and Skeren solutions are reported as solid

lines (red and blue respectively). All simulations with a B
lower than 103 nm4 s−1 gave almost the same result and are
reported together in figure. One can see that an increase of
B with respect to the realistic one (B = 2.5 × 104 nm4 s−1)
leads to a better agreement with ERO2.0 in the valleys of the
sawtooth, while the peaks are better reproduced reducing B.
As a consequence, the difference between the two solutions
is not related to the intensity of smoothing, represented by
coefficient B in the Skeren model, but to the way smoothing
is treated in the two cases. In particular, we observed that
the choice of the time step dt for the ERO2.0 simulations
has an impact on the final morphology. In fact, at the end of
each time step a smoothing routine is performed. Figure 12
shows that the original ERO2.0 solution (solid red curve)
is subject to an increased smoothing in case dt is reduced.
Since the chosen dt was higher in the realistic simulations
with respect to sawtooth ones, this could also explain the
contrasting smoothing behaviour between the two. Further
analysis is needed to fully characterize this issue.
For theHe-plasma simulations, we observed that the sheath-
tracing evaluated erosion rate is a factor 4.5 lower than the
one calculated without sheath-tracing. The reason for this
discrepancy could be ascribed to the electric field in the sheath,
which deflects particle trajectories towards orthogonal inci-
dence. This effect is particularly important for weakly mag-
netized plasmas, as the ones commonly used in linear plasma
devices [42]. Figure 13 reports the impact angle distribu-
tions of the incident particles for ten different values of mag-
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Figure 10: Post exposure AFM (top) and SEM (bottom) plain
view showing the results of the He plasma irradiation on theW
morphology. One can see that an intricate pattern of ripple-like
structures develops on the surface.

netic field inclination with respect to surface normal, as cal-
culated with sheath-tracing considering a flat surface and the
same parameters as He-plasma simulation ones. For each
magnetic field inclination, an important shift towards lower
angles, i.e. orthogonal incidence, is visible. This obser-
vation has important consequences also in case of realistic
morphologies. Indeed, when the surface roughness is in-
troduced, an angular distribution between magnetic field in-
clination and local surface normals is generated. Sheath-
tracing ultimately results in a shift of this distribution to-
wards othogonal influence. Since sputtering yields, at the
energy considered in this work, usually show a local min-
imum at orthogonal incidence [30], this could explain why
we observed a reduction of the erosion ratewith sheath-tracing.
Another aspect which could play a role in this discrepancy
is the different mechanism to evaluate sputtering yields in
the simulations with and without sheath tracing. Indeed, for
the former, the Eckstein formula was used, while for the lat-
ter we employed the SDTrimSP database. Further investi-
gation is needed to better quantify the effect of this choice.
It should be noted that the most important deflection in fig-
ure 13 occurs for high magnetic field inclinations, which is
a particularly relevant situation for tokamaks. Even though
the presence of higher magnetic fields and strongly magne-
tized plasmas could mitigate this effect, it is fundamental to

Figure 11: Study of the effects of the variation of the smooth-
ing coefficient B on Skeren solution as compared to the
ERO2.0 one (solid red line). The incidence angle and flu-
ence are fixed to 0◦ and 5.36 × 1022 Ar m−2 respectively. One
can see that an increase of B with respect to the realistic
one (B = 2.5 × 104 nm4 s−1) leads to a better agreement with
ERO2.0 in the valleys of the sawtooth, while the peaks are
better reproduced reducing B.

take it into account in order to control sputtering yield vari-
ations.
A good agreement between the experimental and the sheath-
tracing numerically evaluated erosion ratewas obtained. The
slight discrepancy can be due to the following reasons:

• the surface area of theW samples which is effectively
exposed in GyM is not precisely known. This is due
to the fact that, in the experiments, theW surface was
partially masked with a thinMo foil, in order to mea-
sure the cross-sectional profile and retrieve the eroded
thickness from Scanning Electron Microscopy analy-
sis.

• the absence of the pre-factor 1∕2 in the evaluation of
the ion flux for the ERO2.0 simulations, as was exten-
sively explained in the previous section.

However, the reason why the experimental erosion rate is
better reproduced using the sheath-tracing tool is still un-
clear. As previously said, in the situation of the GyM expo-
sures and of the ERO2.0 simulations performed in this work,
the magnetic field lines are orthogonal with respect to the
sample and, taking into account the presence of a surface
roughness, they form a distribution for the ions local inci-
dence angle' defined in section 2.1. At this point, it is possi-
ble to choose in ERO2.0 whether to use impact angles distri-
butions deflected towards orthogonal incidence, i.e. sheath-
tracing evaluated sputtering yields, or not. In literature, it
was shown that micrometric roughness can have an impor-
tant influence in deflecting impinging ions towards orthog-
onal incidence [43], which corresponds to the simulation
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Figure 12: Study of the effects of the variation of the time
step dt on ERO2.0 solution with the sawtooth morphology.
Incidence angle and fluence are 0◦ and 2.41 × 1022 Ar m−2,
respectively. ERO solutions, represented as red curves, are
compared to the corresponding Skeren one (solid blue line). It
is possible to observe that, for the ERO2.0 solution, smoothing
increases as dt is reduced.

with sheath-tracing evaluated sputtering yields. However,
this seems not to be the case for the nanometric roughness
of the c-W sample (see table 4), which would be commonly
neglected in the evaluation of the deflection towards the sur-
face, as occurs in the simulation without sheath-tracing. Fur-
ther investigation is needed to better clarify this aspect.
The comparison of the simulated post-exposure morphol-
ogy with the experimental one performed with He plasmas
showed significant differences. In particular, SEM analysis
of theW surface exposed in GyM showed the formation of
an intricate pattern of ripples, which was not observed in the
simulations. The G function, which describes the depen-
dence of the sputtering yield on the crystalline orientation,
cannot be the cause of such discrepancy. Indeed, theWmor-
phology that we considered here is characterised by a pref-
erential growth, so that all the crystalline grains are aligned
along the ⟨110⟩ orientation. This means that theW surface,
in spite of being polycrystalline, has only one crystalline ori-
entation. Therefore, the G function should be equal to one
and no difference should exist in the erosion of each indi-
vidual grain. Furthermore, we see experimentally the devel-
opment of ripples at normal incidence angle, which cannot
be explained by the model proposed by Skeren even if a G
function would be present, too.
This seems to show that the model proposed by Skeren and,
as a consequence, that implemented in ERO2.0 are incom-
plete for this kind of applications, and it may be possible that
additional terms should be added to the surface morphol-
ogy equation to explain the discrepancies with experimental
results. Previous studies explained the formation of ripple-
like nanostructures on ion exposed materials with the de-

Figure 13: Impact angle distributions as a function of magnetic
field inclination, as calculated with sheath-tracing considering
a flat surface and the same parameters of the He-plasma sim-
ulations. For each magnetic field inclination that is well above
0◦ (i.e. basically all the values reported in legend), the angu-
lar distribution obtained from sheath-tracing is shifted towards
orthogonal incidence compared to the magnetic field inclina-
tion (which is taken as the particle impact angle in the non
sheath-tracing case).

pendence of sputtering yield on surface curvature [9] or as a
consequence of adatoms diffusion [12], but both models are
unable to predict ripples in the same conditions as this work,
namely orthogonal incidence and high surface temperature.
Other theories try to correlate the wavy structures with the
formation of helium bubbles behind the surface [14]. In fact,
He, during plasma exposure, can be trapped at defects and
push theW lattice as pressure inside bubbles increases. This
slipping effect results of course in different surface structures
according to the crystallographic orientation of the grains.
Since the investigation of the formation of He bubbles would
require Transmission Electron Microscopy (TEM) measure-
ments which were not available during this work, these will
be subject of future studies. However, as suggested also in
previous works [44], the observation of jagged edge nanos-
tructures, namely ripples with corners inside the same grain,
onW-bulk samples seems to be hardly related to slipping ef-
fects.

5. Conclusions
In this work, we performed for the first time a detailed

comparison between the ERO2.0 code surface evolutionmod-
ule and literature models. Among these, we found a close
resemblance between ERO2.0 and that developed by Skeren
et al. Furthermore, the latter allows to account for the sput-
tering yield dependence on the crystalline grain orientation.
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Having implemented this model in the FreeFem++ frame-
work and checked its correct numerical implementation, we
performed dedicated simulations on simple, sawtooth, monocrys-
talW surfaces and compared themwith ERO2.0 results. Small
discrepancies were found and explained as due to the differ-
ent way in which surface smoothing is treated in ERO2.0 and
the FF-implemented model. Finally the FF simulations per-
formed with a variable number of grains with different sput-
tering yield showed the possibility of recovering the ERO2.0
single crystal solution with a sufficiently small grains size,
further extending the reliability domain of the ERO2.0 sur-
face evolution module.
Modelling of realisticW surfaces was done using dedicated
AFM measurements. Simulated exposures were performed
in both Ar as well as He plasmas, by keeping the overall flu-
ence and impinging ion energy on the samples fixed. For
both these simulations, we observed a progressive smooth-
ing of the original, pristine, surfaces, but the phenomenon
is more effective for Ar, which has a higher sputtering yield
on W. The He simulations were then compared to experi-
mental results. This comparison revealed a good agreement
between the experimental erosion rate and the one obtained
in the ERO2.0 simulations using the sputtering yield com-
puted with the sheath tracing pre-simulation, resulting in a
first validation of this new functionality. The comparison be-
tween experimental and simulated morphology showed that
ERO2.0, as the surface evolution models found in literature,
is not capable at the moment of capturing complex surface
nanostructuring observed on the exposed samples.
This work represents an important step to understand the ap-
plicability domain of the surface evolution module imple-
mented in ERO2.0 with respect to the presence of randomly
oriented grains. Acquiring this knowledge is of paramount
importance for the code use, not only to reproduce experi-
mental observations, but also to make predictions about sur-
face morphology changes, which are fundamental for the es-
timation of erosion and fuel retention of PFCs in tokamaks.
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A. FreeFem++ script verification: the
method of manufactured solutions
In this appendix, we show the verification of our im-

plementation of the Skeren model in FreeFem++ using the
so-called method of manufactured solutions [21]. The basic
idea is to manufacture an exact solution for the equation that
is nontrivial but analytic, without concerning about its phys-
ical meaning. Including then a proper source term for the
equation to be verified, it is possible to compare the numeri-
cal solution with the exact one, evaluating the error between

Figure 14: Variation of the normalized error between numerical
and exact solutions as a function of time. The error is confined
for all dt values and a reduction of peaks is visible for smaller
time elements.

the two as a function of the level of discretization used in the
code. We apply this method to equation 8. In order to exer-
cise all derivatives, we choose a sine function which varies
in space and time, of the form:

ℎ(x, t) = ℎ0sin(kx − !t). (9)
The error between simulated and exact solutions is calcu-
lated as the L2 norm of their difference [45], normalized to
the integral of the exact one. The variation of the error as a
function of time is reported in figure 14 for different values
of the time element dt. It is evident that the normalized er-
ror remains confined for all tested time elements at very low
values, below 0.1%. Moreover, a gradual reduction of the
error occurs while discretization is refined, as expected with
this method approaching a continuous domain.
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