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Synthetic-aperture radar (SAR) systems are widely 
used for monitoring vegetation and forested environ-

ments. Those that offer large-scale coverage, short revisit-
ing times, and an under-foliage wave-penetration capa-
bility have been broadly employed to extract information 
about the forest structure. Similarly, 3D forest structures 
that serve as important indicators of productivity and 
biomass levels can be efficiently estimated using the SAR 
tomography (TomoSAR) processing technique through 
multibaseline (MB) image acquisition. This article pro-
vides an overview of the main developments in forest 
TomoSAR during the past two decades. 

MONITORING FORESTED AREAS 
Characterizing and monitoring forested areas are high-
ly important activities for tracking climate change and 
quantifying the global carbon cycle in the form of above-
ground-biomass (AGB) mapping. Forest environments 
play profound roles in resource utilization, ecology, and 
biodiversity applications [1], a fact that highlights the sig-
nificance of monitoring them. Forest characterization is 
mainly associated with the identification of its vertical 
structure, which typically represents the arrangement of 
the trees, trunks, and crown. The forest structure con-
stitutes a significant indicator of productivity and  bio-
mass level and thus is recognized by the scientific com-
munity as a major element in forest monitoring [2]–[4]. 
Structure variation can reveal the dynamics of the for-
est, and the temporal evolution of the AGB distribution 
can be inferred from monitoring the forest structure at 
a global scale [5].

In situ forest monitoring provides the most accurate data 
parameters but involves expensive and time-consuming 
field work. Remote sensing techniques have the advantage 
of consistent, large-scale coverage and short revisiting times 
that can ease the difficulties that are encountered with 
traditional approaches. Remote sensing techniques that 

guarantee under-foliage penetration capabilities and enable 
3D measurements (not only the horizontal variability but 
the vertical parameter) are best suited to forest monitoring.

High-resolution waveform lidar and TomoSAR [6] are 
the two most popular approaches to 3D forest monitoring, 
and their different sensing technologies result in advantag-
es and drawbacks for each. Among them, the remarkable 
advantages of SAR, which is almost independent of weath-
er conditions due to the ability of microwaves to penetrate 
semitransparent media and cover a larger study area, have 
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drawn the attention of the scientific community. However, 
in SAR images, the 3D-sensed information is projected into 
a so-called azimuth-range 2D domain. TomoSAR over-
comes this issue by exploiting several images to reconstruct 
the radar reflectivity’s 3D distribution. The key aspect of 

this advanced technique involves synthesizing an array 
along the vertical direction to measure the backscattering 
characteristics of the scene along the elevation direction 
and, hence, generate a full 3D image. Thanks to a great deal 
of research, TomoSAR is now an operational tool, and the 
link between the reconstructed 3D radar reflectivity and 
the physical forest structure is well established and under-
stood [7]–[9]. In particular, this technique offers a unique 
geo-biosphere tool to carry out accurate 3D reconstruction 
and provide reliable biophysical information for forested 

areas, including vertical structure and biomass. It is compa-
rable to conventional tools, such as the terrestrial and lidar 
approaches, for forest monitoring.

This article provides a concise overview of TomoSAR 
with a particular reference to forest applications. It covers the 

evolution of tomographic 
processing techniques 
with single and multiple 
polarimetric data sets. We 
begin with insight into the 
core of TomoSAR and the 
major estimation and re-
construction methods that 
have emerged during the 
past two decades. For each 
case, experimental results 
from real data are provided 
to give readers application 
scenarios for the tech-
niques and an overview of 
TomoSAR processing’s po-
tential and limits. Table 1 
outlines the article’s struc-
ture. In it, the important ref-
erences to different topics  
are presented.

INSIGHT INTO 
TOMOSAR
SAR is a well-established 
tool for the generation of 
high-resolution, day-and-
night, 2D images, inde-
pendent of weather condi-
tions. The contribution of 
each target in the image 
can be represented by two 
coordinates: the azimuth 
and slant range (x, r). 
The azimuth refers to the 
platform track direction, 
while the slant range may 
be thought of as the line-
of-sight (LOS) direction 
and denotes the distance 
between the platform and 

target. Generally, due either to the side-looking nature of 
SAR systems or the penetration of the microwave signal 
into semitransparent media, the 3D world is projected into 
the 2D azimuth-range image. With reference to forest envi-
ronments, where the ground and upper layer of the back-
scattering are coherently superimposed into a resolution 
cell, monitoring the vertical structure may not be feasible 
with 2D imaging.

TomoSAR, with its vertical-resolution capability, is an 
MB processing approach that has overcome the limitation 
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of 2D imaging. The TomoSAR principle returns to the ba-
sic concept of MB interferometry, where the acquisition 
space is enhanced by different trajectories to form a syn-
thetic aperture along the third dimension (see Figure 1). 

This direction, referred to as the cross range ( )g , is shown in 
Figure 1; it is orthogonal to the LOS and sensor trajectory. 
From the given geometry in Figure 1, g  may be straight-
forwardly connected to the vertical direction through 

( ).sinz g i=  For an SAR system to be sensitive to elevation 
(through ),g  two or more images of the same area must be 
acquired and jointly processed. Hence, the synthesis of the 
array along the cross-range direction enables the estima-
tion of the 3D backscattering map in the ( , , )x r g  reference 
system. This map can be translated to the standard coordi-
nate system of the azimuth, ground range, and elevation 
through a simple rotation.

The MB system’s ability to locate targets in 3D space 
mainly depends on the number of acquisitions and the 
baseline distribution. Its effectiveness for resolving targets 
in the elevation dimension is directly connected to the syn-
thetic antenna in the same direction, which constitutes all 
the available sensors. The interferometric phase difference 
between the master and slave images is determined only 
by the geometry of the acquisition as ,k zz#Tz =  where z 
is the elevation of the point-like scattering target and kz  is 
called the vertical wavenumber or phase-to-height conversion fac-
tor, which is defined in (3) later in the article. The sensitivity 
of the interferometric phase to the vertical direction is ruled 
by ,kz  which, in turn, increases with the distance between 
sensors. Large kz  magnitudes provide a high sensitivity to 
the vertical direction but reduce the unambiguous range of 
the elevations that can be recovered. Any phase measure-
ment lies in the ( , )r r-  interval spanning a height range 
that is expressed by /Ha k2 zr=  and referred to as the height 
of ambiguity.
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FIGURE 1. The MB TomoSAR geometry and 3D voxel-resolution cell ( , , ).x r g

TABLE 1. THE FOREST TOMOSAR FRAMEWORK.

TOMOSAR SIGNAL MODEL AND RECONSTRUCTION

TomoSAR overview and 
focusing approaches  
(“Insight Into TomoSAR” 
section)

• �Physical view and the concept [6], [10]
• Signal model [10], [11]
• �TomoSAR processing and reconstruction  

approaches [10]–[13]

PolTomoSAR (“Pol  
TomoSAR” section)

• �Polarimetric signal model [9], [11], [14]
• �Reconstruction framework [14]–[16]
• �MB polarimetric target scattering  

decomposition [17]–[20]

INHERENT PROBLEMS

The main difficulties of  
TomoSAR processing 
(“Inherent Difficulties of 
TomoSAR” section)

• �Nonoptimal MB SAR sensor  
configurations [6], [10], [21]

• �Phase-error issues and calibration  
methods [22]–[25]

• �Temporal decorrelation and  
possible remedies [26]–[28]

APPLICATIONS

Applications of TomoSAR 
across forest environment 
(“Application Examples” 
section)

• Biomass mapping [29]–[31]
• �Under-foliage parameter extractions  

and ground/digital terrain model  
generation [31], [32]

FUTURE TRENDS

Overview of the advances 
and looking into the future 
(“Conclusions” section)
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TOMOSAR SIGNAL MODEL
Let us refer to the geometry of the MB SAR imaging sys-
tem, where N SAR images along different orbits, not 
necessarily coplanar and uniformly spaced, are acquired 
across the same target area. The classical focusing algo-
rithm is applied to obtain 2D, full-resolution, single-look 
complex (SLC) SAR images from raw data in each track. 
Let’s assume that the SLC images are co-registered with 
subpixel accuracy to the reference master image. After the 
co-registration step, the information associated to a single 
target appears in the same pixel in all of the images. The 
co-registration step usually follows the selection of an im-
age (the master) of the stack to set the reference geometry. 
Hence, for a fixed pixel (with x and r coordinates), the ge-
neric model of the nth element in the data-stack vector, 

,y CN 1! #  is given by [6], [10]

	 , , , ,y x r x r e d w, , , ,
n

i x r x r
n

4 0n nc g g= +
T

T

g

g
m
r
t g t

-

- -^ ^ ^ ^h h h h6 @# � (1)

where ( , , )x rnt g  represents the distance between the scat-
terer located at position ( , , )x r g  and the nth  sensor. The ex-
ponential factor highlights the so-called de-ramping com-
pensation, 2Tg  expresses the extension of the cross range 
in the imaged scene, c represents the scene’s scattering 
properties, and wn  represents the complex additive noise.

After expanding the difference ( ) ( ),0k kt g t-  associat-
ing the dependent-g  term in ,c  and moving from the cross 
range to the elevation in accordance with ( ),sinz g i=  the 
discretized version of the TomoSAR equation in correspon-
dence to any (x, r, z) coordinate can be derived by sampling 
in L steps as

	 ,z zy a w
l

L

l l
1
c= +

=

^ ^h h/ � (2)

where the dependence of the data-stack vector y  on (x,r) 
has been neglected for the sake of notation simplicity. The 
steering vector ( ) [ .... ] ,z e e ea ( ) ( ) ( )

l
ik z ik z ik z Tz l z l zN l1 2=  with T as 

transpose operator, is constructed by the two-way vertical 
wavenumber ( )kzn  between the master and nth  acquisition 
tracks, defined as

	 ( ) ,sink r
b4

zn
n

m
r

i
= � (3)

where c and bn  denote the system wavelength and perpen-
dicular baseline of the nth  image with respect to the master. 
Let [ ( ) ( ) ( )]z z z CL

T L
1 2

1f !c c c c= #  be the unknown dis-
crete function that contains L uniformly spaced, unknown 
samples; (2) can be written in the linear form as

	 ,Ay z wc= +^ h � (4)

where A CN L! #  is a steering matrix that contains L steer-
ing vectors. Several inversion techniques exist to retrieve 
the unknown reflectivity function c in (4); a detailed over-
view of these approaches is presented in the next section. 
We note that the complex additive-noise vector w  in (4) 

follows a Gaussian distribution with zero mean and a stan-
dard deviation of .wv

Some remarks are now in order. The factor 2Tg  in (1) 
and consequently in (4) plays a key role in the inversion pro-
cess. To identify the reconstructed signal, the solution space 
should be restricted to the range of the height of ambiguity 
given by the Nyquist interval, that is, / ,r b2 2 nTg m= r  where 
bnr  is the mean baseline separation between the acquisitions. 
It is worth highlighting that the ideal discrete version of (1) is 
obtained by uniformly sampling g  through the illuminated 
scene’s cross-range extension, with the sampling step being 
lower than the Nyquist-resolution value. In particular, the 
cross-range Nyquist resolution dg  can be derived based on 
the overall length of the orthogonal baseline ( ),Bn  given by

	 .B
r

2 n
dg

m
= � (5)

RECONSTRUCTION APPROACHES
The purpose of the tomographic-reconstruction techniques 
presented in this section is to estimate c from the measure-
ments y  or, rather, the vertical backscatter intensity .2c  
Under the hypothesis of uncorrelation along z of the vertical-
reflectivity profile (that is, { ( ) ( ) } ( ) ( ) ),E z s z s z 2

c c d c= -@  
the second-order statistics of the MB measurements y can 
be expressed as

	  ,ER yy A z R A z I Cw
N N2 !v= = + #@ @

c^ ^h h" , � (6)

where R  and {| | }diagR 2c=c  represent the covariance ma-
trices of y  and ,c  respectively, and I is the identity matrix. 
In the equations presented so far, , , ,E @d  and {.}diag  de-
note the expectation, delta function, Hermitian operators, 
and diagonal operators, respectively.

Equation (6) states that each element of the covariance 
matrix of the random vector y  represents an estimation 
of the Fourier transform of the vertical reflectivity profile 
| | .2c  This feature implies that the problem of estimating the 
scene’s 3D structure amounts to a spectral-estimation prob-
lem. During the past decades, many algorithms have been 
developed for estimating the spectrum of a signal; some of 
them are described in this section, with considerations of 
the physical assumptions they rely on.

Spectral-estimation algorithms can be divided into 
two main groups: model-free (nonparametric) and model-
based (parametric). Model-based algorithms have signifi-
cant features that can describe the forest layer. Conversely, 
model-free approaches do not rely on any a priori knowl-
edge of the vegetation layer and can result in a more flex-
ible reconstruction. The vertical structure of a vegetation 
layer is often described in terms of the vertical distribution 
of the ensembles’ backscattering, which can be classified 
based on their polarimetric signature. Most models include 
a mixture of contributions from the ground and canopy 
[33]. Generally speaking, the former is highly concentrated 
along the vertical direction (a Dirac delta, in the limit case 
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of infinite bandwidth), whereas the latter spreads through-
out a larger range of elevations with more polarimetric 
randomness. However, the exact features of each scattering 
mechanism and their relative weights depend on many fac-
tors, including the tree species, moisture, and wavelength. 
Hence, to capture the physical phenomenon, a large set of 
parameters is needed, which makes the model difficult to 
invert. Because of these issues, model-free approaches are 
usually preferred when dealing with forests; two widely 
used algorithms are detailed throughout the remainder of 
this section: the beamforming algorithm and the Capon 
spectral estimator [12].

The beamforming and the Capon methods aim to find 
a filter vector h  to project the MB data y  such that the re-
flectivity from a specific scatterer situated at elevation zl  is 
recovered, while the echoes of the scatterers placed at dif-
ferent elevations are rejected. The beamforming algorithm 
achieves this goal by constraining the minimum norm of h  
mathematically

	 .min z 1. .s th h h h a lBF
h

= =@ @
^ h � (7)

The solution to this problem is given by ( )/ ,z Nh a lBF =  
where the filtered signal’s retrieved power is given by

	 .z
N

z z
P

a Ra
l

l l
2BF =

@

^ ^ ^h h h
� (8)

The resolution along the elevation of the beamforming 
algorithm is limited and connected to the baseline distri-
bution; also, sidelobes in the vertical impulse-response 
function (IRF) inject backscattered power from far-away 
elevations. The vertical IRF can be computed in a closed 
form through .h 2

BF; ;  In the ideal case of regularly spaced 
baselines, h 2

BF; ;  is a squared periodic-sinc function, its first 
zero being placed at / ;k2 maxzr  the period of h 2

BF; ;  is given 
by / .k2 minzr  The latter is the tomographic equivalent of the 
height of ambiguity for the interferometric case.

The large main lobe of h 2
BF; ;  and slow decay of its re-

sponse make beamforming unsuitable when the resolution 
along the elevation has priority. In this case, a different 
nonparametric model may be used: the Capon spectral es-
timator. The measured MB vector y  is correlated to a signal 
that has a nonidentity covariance matrix, as shown in (6). 
Hence, the filter-design problem in (7) is revised as:

	 . .min z 1.s th h Rh h a lCP
h

= =@ @
^ h � (9)

The resulting Capon filter and corresponding intensity are 
computed according to the following equations:

	 ,z z zh a R a R al l l
1 1 1

CP = @ - - -^ ^ ^h h h6 @ � (10)

and

	 ( ) .z z zP a R al l l
1 1

CP = @ - -^ ^h h6 @ � (11)

The expression in (11) is also known as the Capon vertical-
power spectrum. The inversion in (11) is responsible for sharp 

peaks in the correspondence of the elevations where tar-
gets are present. However, the MB covariance matrix R  is 
not known and must be estimated from the data itself. This 
goal is usually achieved by hypothesizing the ergodicity 
and spatial stationarity, but the limited number of looks 
can lead to instable inversions; this may be regularized by 
considering large estimation windows or introducing an 
extra noise term to the estimated R  to avoid very small ei-
genvalues. The same considerations about the periodicity 
of the beamforming spectrum apply to hCP  as well; in fact, 
specifying the resolution is more difficult, as it depends on 
the signal-to-noise ratio (SNR). Despite this uncertainty, 
the Capon estimator may still be preferred. The limit case is 
represented by the European Space Agency’s BioSAR 2008 
data set [34], where the resolution of the beamforming al-
gorithm was often larger than the forest layer itself. Even 
in this extreme scenario, the Capon technique provided 
excellent 3D reconstruction [30]. Whenever radiometric 
accuracy is the main concern, the beamforming algorithm 
should be used instead. Many works relating tomographic 
backscattering intensity to forest biomass were based on 
beamforming, with the baseline distribution enabling 
proper imaging (an approximately 15-m vertical resolution 
for the TropiSAR data set [35]).

The two methods mentioned here rely on the linear-
ization of the interferometric phase with respect to the 
elevation. This approximation is good for short base-
lines and as long as the vertical displacement from the 
linearization point is small compared to the distance of 
the target. However, the airborne-survey geometry of ac-
quisition often makes this approximation unsuitable. In 
such cases, the back-projection tomographic algorithm 
[13] may be used in place of the beamforming technique. 
The back-projection method estimates the reflectivity of 
any point in the 3D space by compensating for the sig-
nal’s delay (the time of arrival and phase value) for all 
available sensors. The use of the exact distances does not 
imply any linearization and produces clearer reconstruc-
tions. A further advantage of this framework involves the 
possibility of taking different propagation velocities into 
account, such as properly imaging targets that are buried 
in snow and ice [36].

The vertical power spectra of the vegetation layer that 
are returned by beamforming or the Capon technique re-
veal the 3D structure of the forest and underlying topog-
raphy. Figure 2 provides an example of 3D reconstructions 
using the AfriSAR P band and UAVSAR L band above La 
Lopé, Gabon. In particular, the height-range tomograms 
are reported in HH polarization for the specified range line. 
Details about polarizations will be provided in the next sec-
tion. Theoretically, the ground reflectivity in the tomogram 
is particularly visible when using low-frequency waves and 
in the case of sparse forests. Otherwise, the vegetation’s 
attenuation can extinguish the signal beforehand; in this 
case, the peak associated with the ground in the tomogram 
loses power and may fade away. This is particularly evident 
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in the Capon reconstruction, where the ground is hardly 
detectable in the L band case [Figure 2(c)] compared to the 
P band version [Figure 2(d)]. Although this feature has the 
greatest impact on the ground backscattering, it influences 
the tomographic reconstruction of any target below the 
vegetation’s top layer.

The complex vertical-reflectivity profile 2; ;c  in (6) re-
fers to the contribution that actually returns to the radar, 
thus incorporating any power loss due to propagation. 
Any quantitative evaluation of the reflectivity estimated 
through tomography should take this issue into account. 
Ideally, the attenuation of each vegetation layer should be 
known and compensated for; however, a direct estimation 
from the data represents a strongly ill-posed problem. 
Similar considerations apply for structural estimations, 
as any “hole” in the forest might be due to the strong 
attenuation of the targets above. This problem is less dra-
matic when using the HH polarimetric channel or very 
low-frequency signals. In such cases, due to the lower at-
tenuation, the forest layer can be imaged from the top to 
bottom, thus offering the possibility of locating the top 
and bottom edges to estimate the underlying topography 
and forest height.

POLARIMETRIC TOMOSAR
In this section, some standard processes for the character-
ization of forest environments through polarimetric Tomo-
SAR (PolTomoSAR) are reviewed. The polarization diversi-
ty in TomoSAR is expected to enhance focusing ability and 
facilitate the characterization of the electromagnetic (EM) 
behavior of complex media’s different components.

Generally, the polarization information contained in 
the waves backscattered from the scene is known to be re-
lated to geometrical structure and orientation as well as the 
structures of the observed objects [37]. In particular, radar 
polarimetry employs the full-vector nature of polarized 

EM signals; by striking a wave to an object, the previously 
mentioned characteristic target information can be repre-
sented in a 2 × 2 scattering matrix, S. In the case of having 
horizontally (h) or vertically (v) polarized antennas, and 
on the basis of (h, v), the fully polarimetric response from 
the target in a specific azimuth-range resolution cell can 
be given by

	 ,
y
y

y
y

S
hh

vh

hv

vv
= ; E � (12)

where the complex scattering coefficient ypq  indexed as 
, ( , )p q h v=  represents the EM signal and is emitted through 

the polarization channel q and received on channel p. In 
the case of interchanging the transmitting and receiving 
antennas’ roles, such as with the reciprocity theorem, the 
scattering matrix is symmetric; that is, y yhv vh=  [38].

In polarimetric SAR (PolSAR), S may be vectorized as 
the two known target scattering vectors; that is, the Pauli ( )k  
and lexicographic ( )X  feature vectors which are given by

	
,

,

y y y y y s

y y y s

2
1 2

2

  k v

v

hh vv hh vv hv
T

k

hh hv vv
T

X

= + - =

= = X7
6

A
@

�
(13)

where s 2; ;v =  denotes the polarimetric span or reflectivity 
of the scatterer and ,v v Ck

3 1! #
X  are unitary polarimetric 

target vectors; that is, 1v vk k =
@  and .1v v =@

X X  The determin-
istic scatterers’ complete process can be described by k  and 

,X  while, for the naturally distributed scatterers present 
in forested areas, the target vectors may follow a random 
property if the wavelength of the SAR system is smaller 
than that of the resolution cell. For this case, the target 
vectors can be modeled by the complex circular Gauss-
ian probability-density function, where the second-order 
statistic can be represented by the polarimetric coherence, 

{ },ET kk= @  and covariance, { },EC XX= @  matrices.

(a) (b)

(c) (d)

FIGURE 2. (a) The reconstructed tomograms for the specified range line in HH polarization for the L band with a beamforming solution. 
(b) The reconstructed tomograms for the specified range line in HH polarization for the P band with a beamforming solution. (c) The recon-
structed tomograms for the specified range line in HH polarization for the L band with a Capon solution. (d) The reconstructed tomograms 
for the specified range line in HH polarization for the P band with Capon solution.
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POLTOMOSAR SIGNAL MODEL
Using the PolTomoSAR configuration, the MB polari-
metric target vectors can be formed by staking the 
TomoSAR responses in each polarimetric channel as 

[ ] ,y y y y Cp
N

1 2 3
3 1!= #  where y Ci

N 1! #  represents the MB 
data-stack vector in a specific channel i. It should be noted 
that yp  can be generated in either the Pauli or lexicographic 
representation. Using this representation convention, the 
TomoSAR equation in (4) can be extended to the polari-
metric case as

	 , ,y A z V s w Cp p
N3 1!= + #^ h � (14)

where ( , ) [ ( , ), ...., ( , )]z zA z V a v a v Cp L pL
N L

1 1
3!= #  is the 

polarimetric steering matrix with [ , ..., ],V v vp pL1=  with 
vpl  being the unitary polarimetric target vector of the lth 
scatterer situated at elevation .zl  In particular, the po-
larimetric steering vector of the lth source is given by 

( , ) ( ) ( ) ,z z za v v a B vl pl pl l l pl7= =  where 7  is the Kronecker 
product. It is noteworthy that the unitary target vector vpl  
follows the polarimetric basis used to express .yp

Moreover, s CL 1! #  and w Cp
N3 1! #  are the realization 

of the complex polarimetric response of the superimposed 
scatterers and additive noise, respectively. The complex ad-
ditive noise is assumed to follow a Gaussian distribution 
with zero mean and a standard deviation of .wpv  The covari-
ance matrix of yp  is generally given by

	 , , .E diagR y y A z V s A z V Ip p p w
22

pv= = +@ @^^ hh" #, - � (15)

POLTOMOSAR FOCUSING APPROACHES
Polarimetric tomography aims to retrieve the reflectivity 
and polarimetric scattering mechanism of the observed 
scatterers by the inversion of (15). Similar to the case of 

single polarization, PolTomoSAR reconstruction can be 
performed in the context of spectral estimation. Both of the 
widely used approaches that can connect with distributed 
media, i.e., beamforming and the Capon spectral estima-
tor, can be extended to PolTomoSAR. In analogy, the aim 
of polarimetric beamforming and the polarimetric Capon 
spectral estimator is to find a filter that maximizes the re-
flectivity from a desired scatterer while rejecting the reflec-
tivity from other scatterers. To do this, in optimization prob-
lems (7) and (9), the steering vector, ( ),za l  is replaced by 
the polarimetric steering vector, ( , ).za vl pl  The polarimetric 
beamforming and Capon optimization problems are given 
by [9], [11], [14]

	 , ,min z 1. .s th h h h a vl plBF
h

= =@ @
^ h � (16)

and

	 ( , ) .min z 1. .s th h R h h a vp l plCP
h

= =@ @ � (17)

It can be shown that the reconstructed power of the sig-
nal from the solution of the optimization problems is 
polarization-dependent. However, the objective of Pol-
TomoSAR is the estimation of the reflectivity’s largest 
local maxima; following eigenvalue problems, the po-
larimetric spectrum can be reconstructed in 1D eleva-
tion space as [9], [11], [14]

	 ,P z
N
z zB R Bmaxp

l
l p l
2BF

m
=

@

^ ^ ^ ^h h hh
� (18)

and

	 ( ) .P z
z z
1

B R Bmin

p
l

l p l
1CP m

= @ -^ ^ ^h hh � (19)

It is worth noting that the physical behavior of the re-
flector can be represented using the unitary polarimetric 
scattering patterns emax  and emin  for beamforming- and 

Azimuth

R
an

ge

0 10 20 30 40 50 60 70 80 90

(a)

(b) (c)

FIGURE 3. The polarimetrc MB data across the Dornstetten test site. (a) The Pauli image. (b) The polarimetric Capon tomogram. (c) The 
-anglea  tomogram. 
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Capon-based reconstruction, respectively, in which 
( , )emax maxm  and ( , )em min inm  are the maximum and mini-
mum eigenvalues and their corresponding eigenvectors.

The polarimetric Capon-based reconstruction applica-
tion example is given using polarimetric L band airborne 
data acquired by the German Aerospace Center’s Experi-
mental SAR system above a Dornstetten, Germany, test 
site (see Figure 3). The MB data from 23 flight tracks were 
obtained. The baselines form a quasi-uniform linear array 
with an average baseline close to 20 m, and the geomet-
ric vertical resolution is approximately 2 m. The consid-
ered transect line for PolTomoSAR reconstruction contains 
under-foliage objects (trucks). The tomogram of the polari-
metric reflectivity in the elevation-azimuth plane is shown 
in Figure 3(b), where the forest profiles (end of azimuth 
line) and truck shape were extracted through the Capon 
estimation approach. Taking the reconstructed unitary po-
larimetric-scattering pattern, the estimated a  tomogram is 
reported as well. The truck outside the forest was identified 
with strong double-bounce reflection at the ground-truck 
interaction, and the one beneath the canopy was recon-
structed with the higher a  values.

In the case of full-rank polarimetric information and 
aiming for a second-order polarimetric-information re-
construction (that is, the polarimetric coherence, ,T  and 
covariance, ,C  matrices), the model given in (14) may be 
replaced by

	 ,z z zy X a a wp p
l

L

l l l p
1

7= +@

=

^ ^ ^h h h/ � (20)

where ( ) { ( ) }z E s zX v v Cp l l pl pl
2 3 3; ; != #@  is the second-order 

polarimetric coherence or the covariance matrix (depend-
ing on the generation form of )yp  of the scatterer at eleva-
tion .zl  In such a case, Xp  can be retrieved using the follow-
ing full-rank reconstructions:
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In (21), XpBF  and XpCP  are positive semidefinite matrices that 
can be characterized through any classical polarimetric-
processing algorithms, such as three-component Freeman–
Durden decomposition [39].

TomoSAR and PolTomoSAR reconstructions can be 
performed in a sparse-based framework. Sparsity-based re-
trieval is able to enhance the reconstruction quality with 
respect to beamforming and the Capon spectral estimator. 
The sparsity-based full-rank polarimetric reconstruction 
of the coherence/covariance matrix was presented in [16]. 
Figure 4 provides an example of full-rank reconstruction 
through different methods. In particular, an experiment is 
performed that involves the Freeman–Durden decomposi-
tion in the elevation slant-range plan using TropiSAR data 
[35]. The color-coded tomograms are generated through 
three extracted features of the decomposition, where the 

double-bounce, volumetric, and surface scatterings 
are set as red, green, and blue, respectively. It is interest-
ing to observe that the ground is mainly detected by the 
double-bounce scattering mechanism, while, in the upper 
forest layer and canopy, volumetric scattering is dominant, 
as expected. The resolution improvement from the sparsity-
based technique is evident.

POLARIMETRIC BACKSCATTERING SEPARATION
In addition to the reconstruction algorithm’s effective-
ness, the separation and characterization of superim-
posed scatterers highly depends on the MB SAR sensor 
configuration. Typically, decomposition is an alternative 
approach that may provide a promising solution in the 
scattering-mechanism separation. The scattering-mecha-
nism decomposition effectiveness in PolSAR [40], [41] and 
polarimetric interferometric SAR (PolInSAR) [42] images 
has already been proved. With respect to polarimetric MB 
data, different processing strategies have been presented 
in the literature [17]–[19]; among them, one widely used 

(a)

(b)

(c)

FIGURE 4. The color-coded Freeman–Durden tomograms extract-
ed through full-rank reconstruction approaches. The (a) beamform-
ing-, (b) Capon-, and (c) sparsity-based approaches. The horizontal 
and vertical axes of the tomograms are related to the slant range 
and elevation directions. 
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approach is the sum of Kronecker products (SKP) [17], 
which provides the basis for the decomposition of the MB 
data from a forested area along the elevation direction. 
The method models the polarimetric radar backscattering 
from the ground and canopy layers in forested areas. Sup-
pose that the polarimetric MB covariance matrix ( )Rp  is 
estimated from the generated lexicographic target vector, 

;yp  the method then expresses Rp  by the KP between two 
matrices, which is obtained by singular-value decomposi-
tion; that is,

	 R R C ,p
j
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u u/ � (22)

where C Cj
3 3! #u  and R Cj

N N! #u  account for the correlation 
among different polarizations and baselines, respectively. 
It can be shown that the matrices C ju  and R ju  are related to 
the polarimetric covariance matrix, ( , ),C Cg v  and interfero-
metric structure matrix, ( , ),R Rg v  of the ground and above-
ground volumetric scattering from the canopy via a linear 
invertible transformation as
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where a and b are two real numbers obtained by requir-
ing the semipositive definitiveness condition in the previ-
ous linear equations. The polarimetric matrices of Cg  and 
Cv  represent information from the backscattering mecha-
nisms about the ground and volume, respectively, while 
matrices Rg  and Rv  contain interferometric information 
that can be employed for height mapping and the recon-
struction of the vertical structure. The results of SKP de-
composition using BioSAR 2007 data [34] are shown in 
Figure 5. The tomograms are reconstructed using the 
decomposed Rg  and .Rv

INHERENT DIFFICULTIES OF TOMOSAR
The principle of TomoSAR is similar to that of X-ray com-
puted tomography (CT). However, compared with CT, the 
application of TomoSAR is limited by some additional 
problems. First, while a sufficient number of uniformly 
distributed sensors is available in CT, the number of MB 
SAR data sources is generally limited in TomoSAR, with 
only a relatively low number of available passes, which 
do not necessarily provide regular sampling. Moreover, 
MB TomoSAR data acquisitions may span a long interval, 
which could cause an unavoidable temporal decorrelation 
and the appearance of disturbances due to atmospheric 
variations. Furthermore, the focusing procedure given 
with the TomoSAR equation in (4) might be affected by a 
phase error because of the real tracks’ deviation from the 
nominal positions. These issues can impair focusing and 
3D-information extraction. They and their possible effects 
must be considered when MB SAR data are processed. 
More details of these issues and the possible remedies are 
discussed next.

NONOPTIMAL MB CONFIGURATION
In CT applications, a narrow X-ray beam is transmitted 
for a set of angle positions that are 360º around the ob-
ject; in TomoSAR, under realistic conditions, acquiring the 
equally spaced baselines may not be feasible. Moreover, due 
to some practical limitations, only a relatively small num-
ber of passes and trajectories is available. In practice, and 
more specifically in the spaceborne case, the MB data are 
obtained through irregular sampling and a small number 
of baselines. This problem introduces a degree of ill-condi-
tioning into the inversion process, and it may lead to ambi-
guities in the reconstruction [10].

Generally, the MB data-sampling distance must be suf-
ficiently small to fulfill the Nyquist criterion for the spatial 
bandwidth of ;y  otherwise, as in the case of azimuth fo-
cusing, the occurrence of sidelobes and ambiguities in the 
reconstruction is inevitable. The optimal sampling distance 
( )dopt  between tracks depends on the slant range and target 
height (H) and can be represented as [6]

	 .d H
r

opt #
m � (24)

In such a case, the total number of required baselines might 
be obtained by dividing the overall baseline, ,Bn  by the op-
timal sampling distance. The TomoSAR-achievable vertical 
resolution is highly dependent on the extension of the tomo-
graphic aperture ( ).Bn  Although it may not always be possible 
for TomoSAR users to design the optimal MB configuration 
for the sampling, resolution, and number of images, some 
feasible strategies might be useful to mitigate a nonoptimal 
configuration’s blurring and sidelobe effects. The baseline 
interpolation [21], in which a set of uniform baseline data 
is recovered from the available nonuniform baseline, may 
enhance the reconstruction quality for typical approaches, 
such as beamforming and the Capon spectral estimator.

(a)

(b)

FIGURE 5. The Capon-based tomograms of (a) the ground and  
(b) the volume obtained by SKP decomposition. The horizontal  
and vertical axes of the tomograms are related to the slant range 
and elevation directions. 
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Another possibility is to employ more effective recon-
struction approaches, including sparsity-based techniques 
such as compressive sensing [43], [44]. These techniques 
aim to reconstruct the vertical reflectivity, on the condi-
tion that the signal is sparse along the elevation. The sparse 
representation of distributed media in the elevation dimen-
sion can be exploited in the wavelet domain. The most 
important characteristic of these approaches concerns the 
possibility to achieve super-resolution capability even with 
a reduced number of irregular passes.

PHASE ERROR
Another issue that may limit TomoSAR processing involves 
the presence of phase error between the acquisition tracks. In 
TomoSAR, it is assumed that the phase of the complex back-
scattered signal relies only on the nominal sensor-to-target 
distance. Practically, phase error impairs the interferometric 
MB data and causes the measured phase to deviate from the 
real one. The appearance of phase error or disturbances in 
TomoSAR is due either to the atmospheric variations from 
track to track or the residual platform-motion errors caused 
by the inability of the employed navigation equipment to 
precisely measure the flight trajectory to subwavelength ac-
curacy. The former is more significant in the case of space-
borne data acquisition, while the latter is mainly related to 
airborne systems. It is relevant to show that both cases dis-
turb the TomoSAR equation in a same way, as

	 ( ) ,exp i zAy wE cz= +^ h � (25)

where Ez  is an N 1#  phase vector whose dependence 
on each azimuth-range pixel and baseline is understood. 
Generally, phase error is statistically modeled as a set of 
independent (across the different acquisitions) random 
variables. Theoretically, possible effects ranging from high 
sidelobes to totally defocused signals may arise from the 
inversion of (25). This problem causes critical issues that 
impair any extracted information. As noted in [25], dealing 
with natural distributed targets that have a low SNR can 
intensify the phase error’s harmful effect.

The TomoSAR phase-error problem can be tackled by 
estimating Ez  and employing the result in the inversion of 
tomographic problem (25). Different types of algorithms 
can be used for estimating ,Ez  providing a well-focused 
tomographic reconstruction. The classical approaches 
make use of permanent scatterers (PSs) and distributed 
(surface) scatterers. These techniques assume a constant 
or very slowly varying phase error for the whole image 
scene [22]. The reflectivity profile for the selected PS can 
be modeled ideally as the Dirac delta function. Accord-
ingly, (25) can be written by ( ) ( ),exp zy aE 0z=  where z0  
is the elevation of the PS. By adopting a reference system 
that has its origin in the position of the selected PS, the 
phase error can be set equal to the phase vector of the 
selected PS pixel for each baseline. The method’s per-
formance may deteriorate with the distance from the 

reference target. In addition, the detection of suitable PSs 
in forest environments might be challenging, especially 
when operating with high-frequency images.

For different approaches presented in literature, readers 
can refer to [24], [45], and [46]. However, a more efficient 
algorithm can be found in [23]; this method calibrates the 
MB data by jointly estimating the platform-positioning er-
rors and elevation of the targets in the scene. Scenario-in-
dependent, pixel-by-pixel phase-error estimation was pro-
posed in [25] by sharpening the focused signal and obeying 
a zero-phase derivative (with respect to the baseline) con-
straint. This estimation problem is conveniently formulated 
by assuming the second-phase derivatives as unknowns and 
twice integrating them for obtaining the calibration-phase 
values. Figure 6 offers an example of the results that were ob-
tained by using this method with TropiSAR data [35] before 
and after the phase-error compensation. The Capon-based 
tomograms are given for a fixed-range line in HV polariza-
tion. Sidelobes and the defocusing effect of the phase error 
can be readily seen without compensation; they are sup-
pressed after calibration.

TEMPORAL DECORRELATION
Temporal decorrelation constitutes a particular criticality 
in the development of spaceborne missions for forest to-
mography. Its source can be related to weather conditions, 
such as wind, that induce motion in the natural scatterers 
and to the vegetation growth that can occur during a long 
interval (a few months). Moreover, irrigation, rain, and soil 
moisture as well as droughts can introduce more complex 
effects on the multitemporal MB data [47].

(a)

(b)

FIGURE 6. The capon-based tomogram (a) before and (b) after 
phase calibration. The horizontal and vertical axes of the tomo-
grams are related to the azimuth and elevation directions. The 
black and red lines represent lidar-based ground- and canopy-
height models.
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Temporal decorrelation has been known since the be-
ginning of repeat-pass interferometry. With reference to 
TomoSAR, one of the first attempts at analyzing the temporal 
decorelation effect was performed in [26], where the decor-
relation effect was simulated by the Brownian motion of the 
scatterers. Analysis of the repeat-pass scenario has shown 
that the temporal-decorrelation effect, even at a mild tempo-
ral baseline (a few weeks), appears to be a critical factor [48]. 
Theoretically, natural scatterers’ temporal-coherence loss, 
which is due to their geometrical and dielectric variation in 
the interferometric time interval, leads to some blurring and 
defocusing in the temporal synthesis of the elevation array.

Many studies have been dedicated to analyzing the ef-
fects of temporal decorrelation with respect to the employed 
frequency [49], [50] and polarization [51] of the data set. As 
evidenced in the literature, lower-frequency data have dem-
onstrated more robustness against temporal decorrelation, 
while polarizations that indicate double-bounce and sur-
face scattering mechanisms are expected to be more robust 
than those sensitive to volumetric scattering. A detailed 
analysis of the polarization basis in the presence of tempo-
ral decorrelation can be found in [51].

One possible way to mitigate the decorrelation effect is 
to consider the advanced SAR system configurations that 
have insignificant temporal baselines. However, through 
the long duration of spaceborne data acquisitions, a specific 
processing step should be performed during the TomoSAR 
inversion. Theoretically, temporal decorrelation induces 
spreading in the temporal-frequency domain; consequently, 

the temporal bandwidth of the signal may characterize the 
temporal decorrelation’s behavior and effect. The typical 
array-processing methods based on deterministic scatterer 
assumptions, such as beamforming and the Capon spectral 
estimator, are affected by such a dispersion, and their results 
may be significantly affected by such a mismatch.

The framework of generalized focusing has proved to be 
effective in focusing the spread signal by taking dispersion 
into account [52]. With reference to TomoSAR applications, 
the concept of generalization is extended to differential 
tomography, to cope with the signal spreading along the 
temporal frequency, using generalized multiple-signal clas-
sification (MUSIC) [27] and generalized Capon-based [28] 
approaches. Figure 7 presents sample experimental results 
that confirm the potential of the generalized-focusing ap-
proach using BioSAR 2007 data [34]. Visual inspection 
shows the improvement in the reconstruction of the upper 
layers of the forest that was obtained by generalized Capon 
methods. Dealing with a spatially distributed forest envi-
ronment, Capon-based focusing approaches may be pre-
ferred to MUSIC.

APPLICATION EXAMPLES
TomoSAR provides access to the vertical structure of an 
extended, semitransparent medium. This implies that the 
upper part of the target backscatters a portion of the signal 
power; still, a significant fraction keeps propagating so that 
echoes produced by underlying features can be received. 
The transparency property of any target is dependent on the 
wavelength used to image it. Many natural targets are suit-
able for a tomographic analysis using microwaves: deserts, 
vegetation, snow packs, and glaciers [53], [54]. Snowpack 
thickness has been mapped through the localization of the 
air-snow and snow-ice interfaces; these interfaces can be 
properly imaged when their propagation speed is used to 
compensate for the phase delays during the tomographic 
focusing. As a consequence, the permittivity was estimated 
with the vertical structure [55].

The possibility of monitoring the temporal evolution 
of both features was demonstrated in [56]. On glaciers, the 
possibility of monitoring the temporal evolution of the ice 
mass was demonstrated in [36] through a similar proce-
dure. The very high quality of the airborne 3D reconstruc-
tion proved to be comparable to the one obtained with a 
much smaller-scale instrument functioning as a ground-
penetrating radar. Arid regions’ good penetration charac-
teristic makes them a perfect environment for tomographic 
mapping; however, no works exist at the present time. Great 
effort has been made to interpret tomographic data from 
forests, resulting in many products, some of which are de-
scribed here.

Two main feature classes can be extracted by analyzing 
tomographic stacks gathered on forests: structural parame-
ters and dielectric properties (Figure 8). The proper imaging 
of the vegetation layer from top to bottom gives straightfor-
ward access to the ground topography [31], [32] and forest 

(a)

(b)

FIGURE 7. The BioSAR 2007 transect tomogram in HV polariza-
tion obtained in a zero temporal frequency. The (a) classical Capon 
and (b) generalized Capon approach. The horizontal and vertical 
axes of the tomograms are related to the slant range and elevation 
directions. 
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height [57]. The latter was properly retrieved on managed 
and unmanaged forests of different kinds, from boreal to 
tropical [30], [31]. Forest height represents an important 
biophysical parameter whose global monitoring is gaining 
attention; moreover, it is the main input of many allome-
tric relationships that reveal further features of the forest. 
The ground topography below the forest layer can also be 
regarded as an independent product; however, it provides 
access to a deeper analysis of the trees. Locating the ground 
position enables tomography to focus on specific eleva-
tions defined with respect to the ground level. This possi-
bility was exploited in [29], where the backscattered power 
coming from 30 m above the ground level was successfully 
related to the forest biomass.

After ground localization, the spatial distribution of 
the tomographic profiles has been found to be related to 
large-scale forest properties. In particular, it was employed 
as a proxy for the growth stage and horizontal homogeneity 
of the forest [7], complementary to the vertical character-
ization [58]. The separation of the scattering mechanisms 
based on their elevation eases their interpretation, too. The 
complex behavior of backscattering from the ground level 
can be analyzed alone against the ground slope to reveal 
the physical properties of the forest [33].

CONCLUSIONS
The 3D imaging that uses SAR tomographic focusing is an 
efficient and powerful way to overcome the severe limita-
tions of 2D scanning for the characterization of volumetric 
environments. Due to the intrinsic cylindrical ambiguity of 
SAR imaging, characterizing volumetric media from their 
SAR reflectivity reveals a difficult and extremely badly 

conditioned problem. By coherently combining a set of SAR 
images acquired from close positions, TomoSAR permits 
the retrieval of an environment’s reflectivity and distribu-
tion in the elevation direction. TomoSAR has been suc-
cessfully applied to 3D analysis of urban areas, snow and 
ice packs, and forested environments. From the retrieved 
vertical-reflectivity profiles, various works showed that it 
is possible to estimate the extent and structure of media, 
detect objects and layers, and estimate velocity profiles. 
Polarimetric diversity may be combined with TomoSAR to 
characterize scattering mechanisms in 3D and to separate 
media that should not be discriminated by using spatial di-
versity alone.

The different results for TomoSAR proposed in the 
literature were derived from ground data acquired by 
ground-based and airborne SAR sensors. The application 
of TomoSAR using spaceborne data is hindered by the 
fact that different baselines are usually acquired at time 
lags on the order of days, limiting the analysis to tempo-
rally stable targets, such as those encountered in urban 
scenarios. A possible solution consists of using single-
pass interferometers, as in the case of  Tandem-X, as well 
as currently operating and possible future systems, such 
as [59] and [60], together with dedicated signal process-
ing techniques.

The tandem-like or correlation tomographic configura-
tion is sketched in Figure 9. Each pair of interferometric 
images is acquired nearly simultaneously and, hence, not 
affected by temporal decorrelation the way repeat-pass 
measures would be with a spatial baseline that varies from 
one visit to the other. The resulting tomographic process is 
intrinsically robust to temporal decorrelation, leading to a 
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FIGURE 8. The application of TomoSAR in ground-height mapping and biomass estimation. (a) The AGB. (b) The ground topography. 



                                           IEEE GEOSCIENCE AND REMOTE SENSING MAGAZINE    JUNE 202042 

potential solution for the 3D imaging of natural environ-
ments from space. The main difference among the classical, 
repeat-pass, and correlation tomographic modes relates to 
the constraint they impose on the duration of the acquisi-
tion of the tomographic stack of SAR images. In the repeat-
pass tomographic mode, this duration should be inferior 
to the correlation time of the SAR signal, that is, the time 
lag during which speckled responses remain correlated. In 
a correlation-tomography configuration, the duration com-
pares to the time after which scene’s mean reflectivity can-
not be considered as stationary.
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