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Impulsive Maneuvers for Formation Recon�guration

using Relative Orbital Elements
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DLR, German Aerospace Center, 82234 Wessling, Germany

S. D'Amico2

Stanford University, CA 94305, USA

Advanced multi-satellite missions based on formation-�ying and on-orbit servic-

ing concepts require the capability to arbitrarily recon�gure the relative motion in

an autonomous, fuel e�cient, and �exible manner. Realistic �ight scenarios impose

maneuvering time constraints driven by the satellite bus, by the payload, or by col-

lision avoidance needs. In addition mission control center planning and operations

tasks demand for determinism and predictability of the propulsion system activities.

Based on these considerations and on the experience gained from the most recent au-

tonomous formation-�ying demonstrations in near-circular orbit, this paper addresses

and reviews multi-impulsive solution schemes for formation recon�guration in the rel-

ative orbit elements space. In contrast to the available literature, which focuses on

case-by-case or problem-speci�c solutions, this work seeks the systematic search and

characterization of impulsive maneuvers of operational relevance. The inversion of the

equations of relative motion parameterized using relative orbital elements enables the

straightforward computation of analytical or numerical solutions and provides direct

insight into the delta-v cost and the most convenient maneuver locations. The re-

sulting general methodology is not only able to re-�nd and re-qualify all particular

solutions known in literature or �own in space, but enables the identi�cation of novel
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fuel-e�cient maneuvering schemes for future onboard implementation.

Nomenclature

a = semi-major axis

B = control input matrix of the relative dynamics model

∆• = �nite variation of a quantity

δ• = relative quantity

δα = adimensional relative orbital elements ROE set

δe = adimensional relative eccentricity vector

δi = adimensional relative inclination vector

δλ = adimensional relative longitude

δvR,δvT,δvN = instantaneous velocity changes in local Radial, Tangential and Normal directions

e = eccentricity

Φ = state transition matrix of the relative dynamics model

i = inclination

ϕ = argument of latitude of the relative perigee

n = mean angular motion

θ = argument of latitude of the relative ascending node

u = mean argument of latitude

ω = argument of perigee

Ω = longitude of ascending node

I. Introduction

The capability to establish, recon�gure and maintain suitable relative motions between co-

orbiting vehicles represents a key requirement for spacecraft formation-�ying and on-orbit servicing

missions. Realistic operational scenarios ask for accomplishing such actions in a safe way, within

certain levels of accuracy and in a fuel-e�cient manner. Moreover, distributed space systems might

be subject to maneuvering time constraints dictated by the satellite bus and payload needs. In
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this context this work addresses simple and practical impulsive recon�guration schemes useful to

maneuver planners for autonomous onboard applications. Focus is given to the comparison of the

delta-v expenditure and to the understanding of the shape of the relative motion that is obtained

during the transition phases. This last point is crucial in the assessment of the formation safety [1].

So far various models of the linearized relative motion have been presented in the literature.

They di�er in the choice of the coordinates, in the range of applicability (e.g., eccentricity of the chief

orbit, separation as compared to orbit radius), and in the disturbances they include. According to the

choice of the variables' set, the proposed models could be roughly grouped in the following families:

models based on the Cartesian relative state [2�5], models that make use of geometrical quantities

de�ned from the analytical solution of the Hill-Clohessy-Wilshire equations (HCW) [6, 7], models

based on the di�erence of absolute orbital elements [8�10], and models that exploit the relative

orbital elements (ROE) as inherited from the co-location of geostationary satellites [1, 11�14]. In

addition to these commonly used parameterizations some more abstract options are available. In

particular di�erences of absolute Eulerian elements allow including perturbations till part of the 4th

zonal harmonic of the Earth's gravity potential [15]. Kasdin et al. set up an Hamiltonian approach

to derive canonical coordinates for the relative state-space dynamics in a circular reference orbit [16].

A description of the relative motion using quaternions is provided in [? ].

The problem of establishing and maintaining a formation has been also widely addressed. Pro-

posed methodologies range from continuous to impulsive control techniques. The former approaches

are mainly suited for forced motion phases and or when low-thrust actuation systems are employed.

Impulsive control is generally preferred to cope with payload constraints since instruments might

be disturbed by the orbit correction maneuvers. Moreover impulsive closed-form schemes can be

advantageous both in terms of mission operations and mission planning. Impulsive control has been

extensively used during various phases of the Prototype Research Instruments and Space Mission

technology Advancement (PRISMA) mission [17] and is foreseen for the far to mid-range approach

phases of the DEutsche Orbitale Servicing (DEOS) mission [18].

Tillerson et al. proposed fuel-optimal guidance and control strategies based on convex optimiza-

tion techniques. The linear time varying equations of the linearized relative motion in the Cartesian
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relative state are discretized and a linear programming problem is set up to minimize the weighted

sum of the norm-1 of the control inputs. Terminal conditions (for the guidance phase) or state-space

constraints (for the control phase) are introduced as inequality convex constraints [19, 20]. The time

discretization required to describe the fast varying dynamics, especially for eccentric reference or-

bits, can lead to prohibitive computational loads for spaceborne microprocessors. Larsson et al.

carried on with this approach though employing the Yamanaka-Ankersen state transition matrix to

allow larger time steps but neglecting the mean e�ects of J2 in the model of the dynamics [21]. Such

algorithm was implemented onboard within the PRISMA mission and successfully demonstrated in

�ight [17]. A further limitation of this strategy is related to the management of maneuvers' exclu-

sion windows and to the predictability of control correction maneuvers, both key issues in certain

typologies of scienti�c missions (e.g., TanDEM-X [22]).

Classical impulsive control techniques are often based on the exploitation of the Gauss' Varia-

tional Equations (GVE). In the case when the relative motion is parameterized through di�erences

of mean absolute elements, Vadali et al. proposed a method to initialize the relative motion [23],

whereas Schaub presented an impulsive feedback controller [24]. An analytical solution for the

optimal recon�guration problem was proposed by Vaddi et al. [25]. It accomplishes the in-plane

correction through a couple of impulses in the radial direction of the local orbital frame. Ichimura

and Ichikawa made use of a parameterization de�ned from the analytical solution of the HCW

equations to develop an analytical open-time minimum-fuel recon�guration strategy [7]. It involves

three in-plane impulses to achieve optimal recon�gurations in the case that the aimed change in

the size of the formation is greater than the change in the drift and enough transfer time is avail-

able. Starting from this open-loop pro�le, they designed a sub-optimal feedback controller. Jifuku

et al. extended this approach by considering that impulsive maneuvers take place over a �nite,

limited, and �xed pulses time [26]. Finally, the recent �ight demonstrations, namely the Space-

borne Autonomous Formation Flying Experiment (SAFE) [27] and the TanDEM-X Autonomous

Formation Flying (TAFF) system [28] make use of practical and simple closed-form solutions of the

GVE, which result from the inversion of the model of the relative dynamics expressed in terms of

ROE [13]. In particular, TAFF accomplishes pairs of (anti-)along-track maneuvers separated by
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half an orbital revolution for in-plane formation keeping only, whereas SAFE can also exploit radial

and cross-track pulses for enhanced in-plane and out-of-plane control respectively. Both systems

realize an autonomous formation control, where maneuvers are planned and executed onboard, to

acquire nominal or desired formation con�gurations (i.e., guidance) prescribed from ground through

telecommands.

This work addresses the formation recon�guration problem over limited and de�ned time spans:

a recon�guration is seen as the achievement of a certain user-de�ned set of ROE at the �nal time

of the recon�guration horizon. The relative dynamics is parameterized through ROE in order to

exploit their direct insight of the geometry of the relative motion and the existence of simple relations

between changes in ROE and applied delta-v.

Therefore, thanks to both problem's setting and choice of the parametrization, this work de�nes a

general framework in which exploring and comparing di�erent recon�guration strategies involving

a limited number of impulsive maneuvers. In contrast to the available literature, which focuses on

case-by-case or problem-speci�c solutions, this work provides di�erent maneuvering schemes able to

satisfy the complete set of end-conditions at the �nal time. The available methodologies are then

classi�ed according to the application scenarios they can deal with. As a result, it is possible to

recognize some previously published methodologies and, on the one hand to discuss their range of

applicability, on the other hand to generalize such solutions.

Besides the application scenarios, this work investigates also other characteristics of the feasible

recon�guration strategies, relevant for realistic onboard applications: the easiness of computation

of the required maneuvers and how the intermediate ROE move in the ROE space. This topic is

considered since several features (e.g., delta-v minimization, passive safety, satisfaction of visibility

constraints) are easily referable to well-de�ned con�gurations in the ROE space.

A further contribution of this work is the systematic comparison of the delta-v costs achievable

by all the feasible maneuvering schemes with respect to the absolute minimum recon�guration cost.

To this end, the in-plane delta-v lower bound presented in Ref. [7, 29] has been generalized to take

into account when large changes of mean relative longitude occur over �nite recon�guration horizons.

Moreover, by depicting each feasible recon�guration strategy in the ROE space, this work discusses
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the geometrical interpretation of the sources that contributed to gain the delta-v cost. Consequently,

the in-plane maneuver locations to ful�ll the delta-v minimization are straightforward derived from

these geometrical considerations, in agreement with Ref. [14, 29].

The ultimate scope of this work is to support the decision process of a maneuver planner that,

among several feasible solution schemes, has to select a preferred one based on some planning drivers,

such as thrusters' duty cycle, attitude constraints, passive safety, visibility constraints, maneuvers'

determinism and predictability, and delta-v minimization.

The paper is organized as follows. First the theory of ROE is shortly recalled and the recon-

�guration framework is de�ned. Secondly a lower bound for the in-plane delta-v cost is introduced

and its meaning in terms of ROE is analyzed. Subsequently a systematic search and analysis of 2

and 3 impulses solution schemes is carried out. It is emphasized that only the options able to satisfy

the complete set of �nal ROE at the �nal time are addressed in this paper. These solutions di�er

in their structure, since some assumptions are introduced in order to either reduce the size of the

solutions' space or to easy their computation towards an analytical form. Despite these assumptions

might be suggested by a physical interpretation of the problem, they introduce constraints which

impact the characteristics of such solutions. Before concluding, this work provides some guidelines

to support the design of a maneuver planner, suitable also for onboard applications. The provided

instructions are based on the general methodology developed across the paper and wrap-up when

to exploit the available (i.e., re-quali�ed and newly developed) solution schemes.

II. Relative motion equations

The relative motion is described by this set of dimensionless relative orbital elements (ROE):

δα =



δa

δλ

δex

δey

δix

δiy



=



δa

δλ

δe cosϕ

δe sinϕ

δi cos θ

δi sin θ



=



(a− ad)/ad

u− ud + (Ω− Ωd) cos id

e cosω − ed cosωd

e sinω − ed sinωd

i− id

(Ω− Ωd) sin id



(1)
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where a, e, i, ω, Ω, and M denote the classical Keplerian elements and u = M + ω is the mean

argument of latitude. The subscript "d" denotes quantities referring to the deputy spacecraft

which de�nes the origin of the local radial�tangential�normal (RTN) frame. The quantities δa,

δλ = δu + δiy cot i, δe, and δi represent the relative semi-major axis, the relative mean longitude,

and the relative eccentricity and inclination vectors respectively. References [13] and [14] provide

assumptions and description of the model. According to it, the relative mean longitude changes as

a function of the mean argument of latitude and of δa according to:

δλ(u) = −1.5 (u− u0) δa+ δλ(u0) = −1.5 (u− u0) δa+ δλ0 (2)

and an impulsive maneuver at the mean argument of latitude uM produces these ROE variations:

a∆δa = +2δvT/n, a∆δix = +δvN cosuM/n

a∆δλ = −2δvR/n, a∆δiy = +δvN sinuM/n

a∆δex = +δvR sinuM/n+ 2δvT cosuM/n

a∆δey = −δvR cosuM/n+ 2δvT sinuM/n

(3)

Here the dimensional jump is considered and the subscript "d" is dropped.

By considering Eq. (3) and the model of the relative dynamics, the following features will be

exploited in the sequel to deal with the maneuvers' planning problem:

- in-plane and out-of-plane motions are decoupled thanks to the choice of employing δλ instead

of δu in the variables' set. In this case, in fact, the variation of mean argument of latitude

generated by a thrust in cross-track direction is balanced by the equal and opposite term

contained in the de�nition of the relative longitude [14, p. 42].

- There are two possible ways for achieving a variation of δλ: either instantaneously with a

radial delta-v or within some time, making use of the natural dynamics of the system, by

establishing a given δa through a tangential delta-v.

- There is an intrinsic relationship between the drift component δa and the relative eccentricity

vector δe and it is convenient to exploit such a synergy by maneuvering at those mean argu-

ments of latitude that are convenient for achieving an aimed variation of relative eccentricity

vector, being drift corrections independent from the location of the maneuver.
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- A certain change in the magnitude of the relative eccentricity vector can be achieved either

by maneuvers perfectly aligned with the radial or with the tangential direction. In the �rst

case the required magnitude of delta-v is double as shown in Eq.(3).

- Tangential delta-vs allow changing all the elements of the in-plane subset, either instanta-

neously or within some time. When only tangential maneuvers are performed a given magni-

tude of the applied delta-v generates the same change in the magnitude of δa and ‖δe‖, thus

distances in the ROE space constitute a metric of the recon�guration cost.

A. The recon�guration framework

A recon�guration from a certain initial relative orbit to an aimed �nal one can be de�ned as

the transition δα0 → δαF over the �nite time interval to span [u0, uF]. The explicit involvement of

the �nal time does not reduce the generality of the treatment but allows addressing more practical

scenarios in which a recon�guration has to cope with possible requirements coming from the space

segment. Moreover, if we consider the typical scenario of a recon�guration between two bounded

relative orbits (i.e., δa0 = δaF = 0), the limited recon�guration horizon assumes the meaning

of maximum allowed transfer time. In this case, in fact, also δλ is constant and whatever mean

argument of latitude of the starting and �nal relative orbits becomes a candidate for locating the

�rst and last maneuvers respectively.

The following notations is introduced:

δα(u1) = Φ(u1, u0)δα(u0) = Φ1,0δα0

∆δα(uj) = 1
vB(uj)δv = 1

vBjδv

, (4)

where v = na, the state transition matrix Φ describes the natural dynamics over the interval

[u0, u1], and the control input matrix B expresses the e�ects of the maneuvers performed at the

mean arguments of latitude uj . Therefore the recon�guration δα0 → δαF can be written as:(
ΦF,1B1 · · · ΦF,pBp

)
δv = na(δαF −ΦF,0δα0)

M δv = n∆δα̃

(5)
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where p maneuvers are performed to meet all the state end-conditions ∆δα̃ at uF, according to:

δα1 = Φ1,0δα0 + 1
vB1δv1

δα2 = Φ2,1δα1 + 1
vB2δv2 = Φ2,0δα0 + 1

vΦ2,1B1δv1 + 1
vB2δv2

...

δαF = ΦF,pδαp + 1
vBpδvp

(6)

In this work we are focusing on maneuvering schemes to accomplish a single recon�guration

on a limited time span, thus Φ is the state transition matrix of the Keplerian relative motion.

Nevertheless the establishment of a certain relative motion could be considered part of a larger

guidance plan, based on the evolution of Eq. (6) as accomplished in Ref. [30]. Consequently, the

state transition matrix of the linearized relative motion Φ is modi�ed to include the mean e�ects

due to the J2 Earth oblateness and the linear in time variation of the relative semi-major axis due to

the action of the di�erential drag. These contributions determine a global correction of the e�ective

jump to be realized [i.e., ∆δα̃ of Eq. (5)].

Being the state variable composed of two independent subsets, Eq.(5) represents the contem-

poraneous solution of two disjointed problems, namely the in- and out-of-plane recon�guration

problems. Eq.(3) �xes the minimum number of maneuvers needed to meet a whatever set of end-

conditions for each subproblem. Concerning the out-of-plane recon�guration, one has two equations

in the two unknowns δvn and uM. Therefore, a total change of relative inclination vector of:

∆δα̃|oop = aδiF − aδi0 = a∆δi, (7)

is produced by a maneuver placed at one mean argument of latitude uj , which equals to the phase

angle of the total variation of the relative inclination vector [7, 14, 29].

uj = arctan

(
∆δiy
∆δix

)
+ kjπ, δvN|oop = v ‖∆δi‖ (8)

In the in-plane recon�guration problem, instead, one maneuver - the three unknowns δvr, δvt, and

uM - is not enough to satisfy all the four �nal aimed ROE. In this case a minimum of two maneuvers

is required and a preference criterion can be introduced in order to rank all the feasible solutions.

Since generally the minimization of the total delta-v expenditure is sought, in the following section

the assessment of the minimum possible cost of an in-plane recon�guration is discussed.
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III. Delta-v lower bound for the in-plane recon�guration problem

The minimum possible delta-v cost for an in-plane recon�guration derives straightaway from

Eq.(3) and is independent from the number or type of the executed maneuvers. Speci�cally, it is

given as the maximum among the following total variations of ROE:

δv|ip ≥ max
{v

2
‖∆δe‖ , v

2
|∆δa∗|

}
= VLB (9)

where:

|∆δa∗| = max {|δaF − δa0|, |δa∗transf − δa0|, |δa∗transf − δaF|} (10)

and δa∗transf = 2
3 |∆δλ|/∆umax is the minimum relative semi-major axis for accomplishing a given

mean relative longitude transfer over the �nite time to span ∆umax. Equation (9) generalizes

the expression addressed by Ref. [7, 14, 29], since includes the treatment of δλ. To the authors'

knowledge, this case was only qualitative mentioned in Ref. [31] when speaking about large longitude

transfers. Equation (9) quanti�es the qualitative distinction between recon�gurations that require

a dominant change in the relative eccentricity vector from those that need a more relevant change

in the generalized drift coe�cient. In the �rst case the relative motion changes mainly in the size

of the relative orbit (i.e. ‖∆δe‖ > |∆δa∗|). In the second case it is more cost demanding either to

correct the drift or to achieve the aimed mean longitude transfer.

The geometrical interpretation of the lower bound of the cost in terms of ROE can be discussed

with the aid of Fig. 1. Its left part depicts what happens in the relative eccentricity vector plane

if a single tangential maneuver is performed to achieve an aimed variation ∆δe: the burn occurs

at a mean argument of latitude equal to the phase angle of the total relative eccentricity vector

variation. Similar to the δi case, the maneuver location is given by:

u = ū+ kπ, ū = arctan

(
∆δey
∆δex

)
(11)

and the required delta-v is proportional to the length of ∆δe.

The right side of Fig. 1 depicts a recon�guration in the δλ/δa plane of the ROE space. Here the

two points identify the initial and �nal conditions. The total variations to be achieved are ∆δλ and

∆δa respectively along the axis x (i.e., local tangential direction) and y (i.e., local radial direction).
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According to the sketch, the initial con�guration is characterized by δa0 < 0, thus the deputy moves

towards increasing δλ (see straight line from 0, Fig. 1) as given by Eq. (2). In order to achieve

δλF, a positive δa is needed to drift inwards. The later the maneuver is performed, the greater the

value of δatransf, according to the gray-dotted line in the picture. Concerning the delta-v cost both

the contributions ∆δa and δatransf are to be accounted for, (i.e., bold-dashed arrow) in agreement

with Eq. (10). Thin-solid lines represent movements performed for free due to the dynamics of the

system. Nevertheless it is here emphasized that a further expense is needed in order to fully satisfy

the �nal conditions. After a ∆u time interval, in fact, δaF should be brought to its �nal value (i.e.,

0 in the picture). Therefore in this case the delta-v lower bound is minor than the achievable cost.

ey

ex

eF

e0

e

F

0
ū

a

a

a*transf

0

F

Fig. 1 In-plane recon�guration in the relative eccentricity vector and δλ/δa planes.

IV. In-plane recon�gurations with 2 maneuvers

This section analyses the solutions that can satisfy simultaneously an arbitrary set of �nal con-

ditions through the minimum number of maneuvers. Previous works (i.e., SAFE [27], TAFF [28],

ARGON [32]) exploited the analytical expression of a pair of tangential/radial maneuvers to accom-

plish the in-plane formation control. Despite their simplicity, these particular solutions can only

establish three desired ROE after the execution. As a consequence, multiple pairs of maneuvers and

a dedicated guidance plan were necessary to complete the most general rendezvous.

Within our framework, the general expression of the in-plane recon�guration in 2 maneuvers is:

M(uF, u1, ξ)δv = n∆δα̃ (12)
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where only the in-plane subparts of the matrixes and vectors of Eq. (5) are considered. The �nal

mean argument of latitude uF is a parameter of the recon�guration, u1 is the mean argument

of latitude of the �rst maneuver, whereas ξ represents the spacing between the two maneuvers

according to: ξ = (u2−u1) > 0. Equation (12) is a system of four equations in six variables, namely

2 maneuver locations u1, ξ and 4 delta-v magnitudes δv. M is the following 2× 2 matrix:

M =



0 2 0 2

−2 −3(uF − u1) −2 −3(uF − (u1 + ξ))

sinu1 2 cosu1 sin(u1 + ξ) 2 cos(u1 + ξ)

− cosu1 2 sinu1 − cos(u1 + ξ) 2 sin(u1 + ξ)


(13)

which depends only on the angular variables, and whose determinant depends only on ξ and is not

null when ξ 6= 0. In the sequel the following notations are introduced:

n∆δα̃|ip
def
= n( ∆δã ∆δλ̃ ∆δẽx ∆δẽy )T

not
= ( A L E F )T

δv
def
= ( δvR1 δvT1 δvR2 δvT2

)T
not
= ( x1 x2 x3 x4 )T

(14)

If no delta-v minimization is sought, the analytical expression for the general 2-impulse scheme via

both tangential and radial burns as function of the maneuvers' locations (i.e., u1 and ξ) and of the

recon�guration parameters (i.e., u0 and uF), for each given set of end-conditions (i.e., n∆δα̃) is

provided by:

δv =
n

|M|
M

T
∆δα̃ (15)

where |M| and M are respectively the determinant and the adjugate matrix of M. Since Eq. (15)

takes into account the relationship between δa and δλ [i.e., Eq. (2)], it generalizes the formulation

in [14, p. 44], at the cost of a less compact expression. Eq. (15) is to be used every time that the

constraints on the locations of the maneuvers are more signi�cant than any delta-v minimization

request.

From now on, though whenever possible, the delta-v minimization is taken into account for each

feasible solution able to meet the complete set of ROE at the �nal time. Such candidate solutions,

together with their main characteristics, are summarized in Table 1, ranked via a recon�guration

identi�er (i.e., last column). The End-conditions column lists the eventual restrictions introduced
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on the aimed ROE set to obtain a solution of the problem within the related assumptions (i.e.,

Assumptions columns).

As a �rst step we consider an in-plane recon�guration performed through a couple of pure tangential

maneuvers (i.e., x1 = x3 = 0), in agreement with delta-v cost minimization treated in section III.

If the drift coe�cient of the relative motion is not changed (i.e., ∆δa = A = 0), the magnitudes of

the tangential maneuvers must be equal and opposite (i.e. x4 = −x2), and Eq. (12) becomes:

ξ x4 = −L/3

tan
(z

2

)
= −E

F

2 sin
(z

2

)
sin

(
ξ

2

)
x2 = E/2

(16)

where z = 2u1 + ξ. By recalling ū from Eq. (11), arctan(−E/F ) = ū − π/2, thus the system is

solved by:

sin

(
ξ

2

)(
4

3

L

E
cos ū

)
= ξ (17)

In the particular case where only the relative eccentricity vector of the initial con�guration is changed

(i.e., ∆δa = A = 0, ∆δλ = L = 0), Eq. (17) admits no solution with ξ 6= 0. This case is identi�ed

by �1 in Table 1. If L 6= 0, and if a numerical solution for ξ∗ exists, then u∗1 = ū − π/2 − ξ∗/2

(see �2 in Table 1). Finally, �3 regards the general case in which a correction of the relative drift

is required (i.e., A 6= 0). From Eq. (12) one can derive the delta-v magnitudes as function of the

locations of the maneuvers: 
x2 = −3A(uF − ξ∗ − u∗1) + 2L

6ξ∗

x4 =
3A(uF − u∗1) + 2L

6ξ∗

(18)

and the values u∗1 and ξ∗ have to be computed numerically so that the �nal conditions on E and

F are met. In order to solve the general double-tangential-impulse problem analytically, instead,

one could try introducing some further assumptions on the speci�c locations of the maneuvers and

computing the corresponding delta-v magnitudes from Eq. (18). Referring to Table 1, �4 and �5

impose constraints on the maneuvers' locations, motivated by the minimum delta-v principle, for

the two possibilities of dominant change in relative eccentricity vector and in generalized drift. In

the �rst case the maneuvers are constrained to happen at ui = ū + kiπ, as depicted Fig. 1; in the
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Table 1 Summary of existence and characteristics of double-impulse solutions for the in-plane

recon�guration.

Assumptions Degree of End-conditions Solution Identi�er

delta-v type locations Freedom �

T�T u1, ξ 4 eqt. 4 unk. ∆δa = 0 ∧∆δλ = 0 @ 1

∆δa = 0 ∧∆δλ 6= 0 numerical ξ∗ 2

u∗
1 = ū− π/2− ξ∗/2

∆δa 6= 0 numerical u∗
1 and ξ∗ 3

ui = ū+ kiπ 4 eqt. 4 unk. 0 < |∆δa∗| < ‖∆δe‖ not acceptable 4

{k2 > k1} ∈ N {k1 = k2} /∈ N

u1 = u0 4 eqt. 2 unk. ‖∆δe‖ < |∆δa∗| @ 5

u2 = uF

R�R u1, ξ 3 eqt. 4 unk. ∆δa = 0 analytical ξ∗ = π 6

u∗
1 = û+ kπ

4 eqt. 4 unk. ∆δa 6= 0 @ 7

RT�RT u1 4 eqt. 5 unk. ∆δa = 0 ∧∆δλ = 0 analytical u∗
1 8

ξ = π u∗
1 = û+ kπ

∆δa 6= 0 numerical u∗
1 9

u1, ξ 4 eqt. 6 unk. ∆δa = 0 ∧∆δλ = 0 numerical ξ∗ 10

∆δa 6= 0 ∨∆δλ 6= 0 numerical u∗
1 and ξ∗ 11

second one the whole recon�guration horizon is exploited. Nevertheless, both schemes do not lead

to any solution, since they are not able to achieve the complete �nal ROE set.

As a second step we consider an in-plane recon�guration through a couple of pure radial ma-

neuvers (i.e., x2 = x4 = 0). In the general case in which ∆δa 6= 0, the recon�guration admits no

solution since the relative drift can be changed only by a tangential burn (see �7 in Table 1). If

instead ∆δa = 0, the number of e�ective equations reduces to 3 in the four unknowns: x1, x3, u1,
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and ξ. Out of the in�nite available solutions, the ones which minimize the delta-v cost, expressed

as the magnitude of the delta-v vector, are characterized by ξ∗ = π. The �rst maneuver is then

located at:

u∗1 = û+ kπ, û = arctan

(
−∆δex

∆δey

)
= ū− π

2
(19)

with resultant minimum delta-v of magnitude:

|x1|+ |x3| = v

(
‖∆δe‖+

∆δλ

2

)
if

(
‖∆δe‖ − ∆δλ

2

)
> 0 (20)

This possible solution is identi�ed by �6 in Table 1.

As a third and �nal step, no constraints on the typology of the two maneuvers are posed (see

case RT�RT in Table 1). The particular case in which only the magnitude of the relative eccentricity

vector is varied (i.e., ∆δa = 0 ∧∆δλ = 0) is treated in Ref. [25] where also the further condition of

δa0 = 0 is �xed. In that work, in order to follow an analytical approach, the constraint of ξ = ξ∗ = π

is imposed, motivated by a numerical evidence accumulated over several simulations. According to

our methodology, once �xed ξ = π, the same result can be easily obtained disregarding the value of

δa0, by observing that x4 = −x2 and x1 + x3 = −(3/2)πx2. The magnitude of the delta-v vector

is then minimized when u∗1 = û + kπ. According to Eq. (3), at these particular mean arguments

of latitude the tangential components of the delta-v are null. Thus in this speci�c application (i.e.,

∆δa = 0 ∧ ∆δλ = 0) where the maneuvers are imposed to be spaced by half orbital period, the

delta-v optimal double impulse strategy is to perform a double radial burn and the correspondent

cost is v ‖∆δe‖ m/s. This scenario is labeled as �8 in Table 1.

Our approach can be also used to treat a more general situation where any between ∆δa or ∆δλ is

not null. Nevertheless, since the cost functional is a transcendental function of u1, its extrema have

to be computed numerically (see �9, Table 1).

The last part of this third step deals with the case where no constraints are posed on the angular

variables u1 and ξ. In this situation the delta-v minimum recon�guration through two impulsive

maneuvers has to be solved numerically disregarding the aimed end-conditions. The solution that

minimizes the functional cost J = δvTδv given Eq. (15), satis�es the following necessary conditions
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for optimality:

∂J

∂u1
= g1(u1, ξ) = 0

∂J

∂ξ
= g2(u1, ξ) = 0 (21)

In analogy with the end-conditions of �8 of Table 1 (i.e., ∆δa = 0 ∧∆δλ = 0), �10 represents the

case where only the relative eccentricity vector is changed. Thus, the functional cost becomes:

J = M1(ξ, E, F ) +N1(ξ, E, F )sinu1
2 + P1(ξ, E, F ) sin 2u1, (22)

where the expressions ofM1, N1, and P1 are given in appendix and the condition g1(u1, ξ) = 0 leads

to tan 2u1 = −2P1/N1. Such expression is then substituted back in g2(ξ) = 0, whose root ξ∗ shall

be found numerically.

In the most general case (i.e., (A 6= 0 ∨ L 6= 0) ∧ (E 6= 0 ∨ F 6= 0)), Eq. (21) constitute a

system of two non-linear equations in the two unknowns u1 and ξ (see �11 of Table 1). Among

the possible available numerical methods, �11 can be solved through a multi-dimensional Newton-

Rapson method with proper initial conditions.

A. Delta-v cost considerations for the double-impulse feasible solutions

According to Table 1, the feasible solutions of the bi-impulsive in-plane recon�guration problem

are marked with the identi�ers 2, 3, 6, and from 8 to 11. In this section the delta-v costs achieved

by these schemes are analyzed in the ROE space and compared with the in-plane lower bound cost

[see Eq. (9)].

To this aim, the upper part of Fig. 2 depicts a sketch of the behavior of the �2 solution. For sake

of readability the particular case in which δa0 = 0 is shown. Since maneuvers are purely tangential,

all the bold-dashed arrows have same lengths, proportional to |x2|. Generally the intermediate

relative eccentricity vector achieved after the �rst maneuver constitutes the vertex of an isosceles

triangle composed by the two arrows and the ∆δe vector. This means that u∗1 6= ū and that the

total delta-v cost is larger than v ‖∆δe‖ /2. In the special conditions where the desired change of

the mean relative longitude is:

L = π
3

4

E

cos ū
(23)
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Fig. 2 Sketch on the ROE space views of �2 top and �3 bottom.

Eq. (17) gives ξ∗ = π and u∗1 = ū. Therefore this recon�guration provides the absolute minimum

of the cost when ‖∆δe‖ > |∆δa∗|. In all other cases, the lower bound is smaller than the achieved

cost. It is emphasized that Eq. (23) expresses the obtainable δλF if two tangential maneuvers are

performed to satisfy 3-ROE end-conditions sets of type A = 0 and arbitrary E and F (see SAFE [27]

and TAFF [28]).

The bottom part of Fig. 2 shows �3. Since ∆δa 6= 0, the two arrows have di�erent lengths and

u∗1 6= ū. The condition u∗1 = ū, in fact, is identi�ed by �4 in Table 1 which admits no solution.

Whenever the change in the generalized drift is the dominant factor (i.e., ‖∆δe‖ ≤ |∆δa∗|), the

cost achieved by �2 is always greater equal than the double of the lower bound, aiming to ∆δa = 0

after having established a relative semi-major axis of minimum magnitude δa∗transf. In the case of

�3, instead, the minimum absolute delta-v might be reached if there exists a couple of impulses of

same sign (i.e., x2 + x4 = A/2) so that δa0 < δatranf < δaF and consistent with the aimed ∆δe.

�6 and �8 lead to exactly the same solution. The �rst was obtained by imposing a-priori to

burn only in radial direction aiming at end-conditions with ∆δa = 0. The second does not introduce
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any assumption on the typology of the maneuver but constraints the impulses to be spaced by π

and deals only with the speci�c end-conditions of ∆δa = 0 ∧ ∆δλ = 0. Both gain a delta-v cost

of v ‖∆δe‖, which is exactly the double of the lower bound for the case ‖∆δe‖ > |∆δa∗|. Indeed

they are both optimal solutions but, due to the constraints, the absolute minimum does not reside

into the feasible space. �6 and �8 cannot be used when the generalized drift is the major change

request by the recon�guration, since this would not be compliant neither with the end-conditions

(�8) nor with the existence conditions of Eq. (20) (�6).

�10 and �11 represent the generalization of the cases �8 and �9, having removed the assump-

tion of ξ = π and the following qualitative considerations can be stated. When ‖∆δe‖ > |∆δa∗|,

the cost achieved both these schemes is larger than the lower bound as the radial components of

the maneuvers are not null. Otherwise �10 would correspond to �1, which admits no solution, and

�11 would correspond to �3, which spends always more than the lower bound. If ‖∆δe‖ ≤ |∆δa∗|,

instead, only �11 is applicable and its cost is greater than the lower bound whenever the radial

components are not completely null.

V. In-plane recon�gurations with 3 maneuvers

This section addresses the characteristics of the solutions of the in-plane recon�guration problem

when three impulsive maneuvers are executed. According to our framework, the general recon�gu-

ration is written as:

M(uF, u1, u2, u3)δv = n∆δα̃ (24)

where now δv = (x1, x2, x3, x4, x5, x6)T. Thus 9 unknowns can be exploited to meet the 4 equations

expressing the end-conditions at the �nal time. In order to �nd delta-v minimum solutions, we

can reduce the search space by imposing to use tangential burns only (i.e., x1 = x3 = x5 = 0), as

suggested in section III. At this stage, however, the whole congruence of the problem, which was

not taken into account at that time, has to be veri�ed.

When no radial components are used, the number of unknowns is reduced to 6 and the feasible

solution schemes are summarized in Table 2. �14 represents the general case in which the three

locations of the maneuvers are free to assume whatever value in their domain. Thus, the delta-
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Table 2 Summary of the characteristics of triple-tangential-impulse solutions for the in-plane

recon�guration.

Assumptions Degree of Solution Identi�er

delta-v type locations Freedom �

T�T�T ui = ũ+ kiπ 4 eqt. 7 unk. analytical 12

{k1 < k2 < k3} ∈ N ũ∗ = ū, ki ∈ N

u1 = u0 4 eqt. 4 unk. numerical u∗
2 13

u3 = uF

u1, u2, u3 4 eqt. 6 unk. numerical u∗
i 14

v magnitudes that guarantee the satisfaction of three of the end-conditions can be derived from

Eq. (24) as xi = f(u1, ξ1, ξ2), where ξ1 = u2 − u1, ξ2 = u3 − u1, and ξ2 > ξ1. Then, the solution

that minimizes the magnitude of the delta-v vector has to satisfy also the remaining end-conditions

expressed by:

tanu1 =
F â− Eb̂
Eâ+ F b̂

where
â = x2 + cos ξ1 x4 + cos ξ2 x6

b̂ = sin ξ1 x4 + sin ξ2 x6

(25)

which is a transcendental function in u1 and requires a numerical solution.

As performed for the double-impulses case, some further assumptions on the locations of the

maneuvers can be introduced to simplify the search of a possible analytical solutions. �12 in

Table 2 reports the case where the spacing between the maneuvers is constrained. Accordingly,

the maneuvers must occur at multiples of half the orbital period kiπ of a variable argument of

latitude ũ and the multiplication coe�cients are chosen so that k1 < k2 < k3 and ki ∈ N. Given

these assumptions, the imposition of three end-conditions determines that the angle ũ is exactly

the phase of the total variation of the relative eccentricity vector ∆δe, so far referred to as ū [see

Eq. (11)], disregarding the values assumed by ki. Therefore maneuvers are located at arguments of

latitude ū+ kiπ as suggested by the results presented in Ref. [7, 29, 31], where these locations were

chosen as necessary condition of the delta-v minimization problem when the change in the shape of

the relative orbit was the dominant correction to be applied by the recon�guration.

Once computed ū, the values of the delta-v magnitudes can be analytically derived through three
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Table 3 Structure of solution scheme �12.

Aimed end-conditions Signs of cosui and sinui from Eq.(24)

B b +−− / −−+ / −+− +−+ / + +− / −+ +

ū ∈ [0, π/2) E cos ū
x̃ =

bA+B

4b
x̃ =

bA−B
4b

ū = π/2 F sin ū

ū ∈ (π/2, π) E | cos ū| x̃ =
bA−B

4b
x̃ =

bA+B

4b

Table 4 All possible delta-v expressions for solution scheme �12.

Signs x̃ =
bA±B

4b
D Remaining delta-v expressions

+−−
x2 = x̃ 12b(p− l)

x4 = − (4b L± 3(q − l)B + 3b(q + l)A) /D

−+ + x6 = + (4b L± 3(q − p)B + 3b(q + p)A) /D

−−+
x6 = x̃ 12b(q − p)

x2 = − (4b L∓ 3(p− l)B + 3b(p+ l)A) /D

+ +− x4 = + (4b L∓ 3(q − l)B + 3b(q + l)A) /D

−+−
x4 = x̃ 12b(q − l)

x2 = − (4b L± 3(p− l)B + 3b(p+ l)A) /D

+−+ x6 = + (4b L∓ 3(q − p)B + 3b(q + p)A) /D

of the Eq. (24), obtaining xi = f(k1, k2, k3), for whatever required change of ROE. In particular,

being ki natural numbers and being the transfer over a limited time, there exists a �nite set of

admissible combinations of ki, though characterized by di�erent delta-v costs. The �nite set of

feasible analytical solutions can be systematically computed using the formulations grouped in

Tables 3 and 4, where:

q = uF − ū− k1π, p = uF − ū− k2π, l = uF − ū− k3π (26)

�13 in Table 2, instead, applies some constraints directly on the values of some of the locations of

the maneuvers ui. Such a strong assumption is motivated by the fact that in some recon�gurations it

is convenient to perform the �rst and the last maneuvers respectively as soon and as late as possible

(i.e., u1 = u0 and u3 = uF), in order to exploit at maximum the transfer time. In this situation

Eq. (24) reduces to a system of 4 equations in 4 unknowns, and the location of the intermediate
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maneuver is determined by the satisfaction of the end-conditions:

u2 = K̃(u0, uF, A, L,E, F ) cosu2 + P̃(u0, uF, A, L,E, F ) sinu2 + Q̃(u0, uF, A, L,E, F ), (27)

where the expressions of K̃, P̃, and Q̃ are given in the appendix. Equation (27) admits several

solutions, whenever |Q̃| is smaller than the amplitude of the periodical part in u2. These solutions

can be numerically found in few iterations of a Newton method by assuming initial conditions in

proximity of the extrema of the second member of Eq. (27). Once known u∗2, the delta-v magnitudes

are again computed in closed form, since xi = f(u∗2, u0, uF, A, L,E, F ). The �nite set of possible

solutions of Eq. (27) with u0 < u∗2 < uF are characterized by di�erent delta-v costs.

A. Delta-v cost considerations for the triple-tangential-impulse solutions

This section addresses how the feasible solutions of the in-plane recon�guration problem through

three tangential burns behave in terms of the achieved delta-v cost. Since these schemes exploit only

tangential maneuvers, they are all candidates to achieve the lower bound cost. Di�erences rely in

how the locations of the maneuvers are computed, and how the subsequent delta-v magnitudes are

derived to meet the end-conditions. Here a qualitative analysis is performed based on the geometrical

meaning of the ROE in their space, in order to assess the implications of the problem's consistency.

In agreement with the previous discussion, the two cases of dominant change in the magnitude of

the relative eccentricity vector and in the magnitude of the generalized drift are discussed.
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Fig. 3 Sketches in the δe plane for the 3 tangential maneuvers recon�guration.

Let us consider the case in which the recon�guration asks for a ‖∆δe‖ > |∆δa∗|. Then the

cost driver is the behavior in the relative eccentricity vector plane and Fig. 3 illustrates possible
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situations that might occur. The behavior of �13 and �14 is depicted in the left view. In the �rst

case this happens whenever the provided u0 and uF have not same π-module of ū. Concerning �14,

this occurs whenever the solution found is a local minimum with mod-π(ui) 6= mod-π(ū). In both

situations the delta-v achieved is greater than the lower bound, since the sum of the length of the

bold-dashed arrows is greater than ‖∆δe‖. The right part of Fig. 3 deals with the options in which

all maneuvers occur at some arguments of latitude whose π-module equal the one of ū (i.e., �12).

Here the changes in the relative eccentricity vector lay always parallel to the vector δeF − δe0. The

absolute minimum is achieved whenever the covered total length is equal to ‖∆δe‖. This happens

if all the intermediate relative eccentricity vector corrections are directed as the total aimed ∆δe

variation, leading to the following delta-v minimum criterion for the �12 solution scheme:

(∆δê|x̃
T

∆δê|tot > 0) ∧ (∆δê|j1
T

∆δê|j2 > 0) ∧ (∆δê|j1
T

∆δê|tot > 0) (28)

where •̂ indicates unit-vectors, x̃ is de�ned in Table 3, and j1 and j2 represent the �rst and second

remaining tangential burns.
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Fig. 4 Sketches in the δλ/δa plane for the 3 tangential maneuvers recon�guration.

Finally, let us consider the remaining case in which the recon�guration asks for a ‖∆δe‖ ≤

|∆δa∗|. Here the behavior in the δλ/δa plane drives the cost, and, being all the maneuvers purely

tangential, the delta-v cost is given by the sum of all the vertical movements that take place.

Geometrically the lower bound corresponds to the length of |∆δa∗|.

In order to understand the structure of the feasible solutions one should consider the satisfaction of

the end-conditions in δa and δλ. Whenever A > 0∧L < 0 or A < 0∧L > 0 the end-conditions might

be satis�ed by three ∆δa corrections in the same direction. An example of this situation is depicted
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Table 5 List of numerical examples of in-plane recon�gurations.

Example Relative orbits description Solution scheme Case

δα0 [m] δαF [m]

E1 0 −10000 200 −10 0 −10000 230 50 8/10/12/13/14 only ‖∆δe‖ 6= 0

E2 50 −10000 230 −50 0 −9800 150 0 3/9/11/12/13/14 ‖∆δe‖ > |∆δa∗|

in the left view of Fig. 4. There δa0 ≤ δa∗transf < δaF and maneuvers are distributed so that a drift

is �rst established and then stepwise reduced untill δλF is achieved. If such a solution exists then

its minimum cost would be equal to the lower bound. Regarding all other possible combinations of

aimed A and L corrections, the congruence requires at least a delta-v of di�erent sign. In these cases

the minimum achievable delta-v cost is greater than the lower bound as the displacement |∆δa∗| is

covered by arrows of both directions. An example of this situation is depicted in the right view of

Fig. 4, where the recon�guration aims at ∆δλ = 0 (i.e., δa∗transf = 0) and no drift.

VI. Examples of in-plane recon�gurations

In this section some numerical examples of the aforementioned solutions are produced. In par-

ticular, two scenarios have been chosen to represent a transfer between two bounded orbits (i.e., E1)

and a recon�guration where all the in-plane ROE change, with dominant correction in the relative

eccentricity vector (i.e., E2). Table 5 lists both considered examples, where each recon�guration is

described in terms of initial and �nal relative orbits. The Case column highlights the category's

a�liation. The applicable solution schemes, instead, are recalled through the identi�er of Table 1

and 2 in the Solution scheme column.

In agreement with the characteristics of the employed model of relative dynamics (see section II),

some assumptions on the chief absolute orbit need to be �xed, without a�ecting the generality of

the presented results. In particular, the chief spacecraft orbit is assumed to be circular at 750

km altitude and the recon�gurations have to occur in 2.5 orbital periods, starting with the deputy

satellite at the ascending node (i.e., u0 = 0 degrees and uF = 5π).

The �rst example (i.e., E1) deals with the case when a transfer between two bounded relative
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Table 6 Comparison of the results of the recon�guration E1 of Table 5.

Solution u1 u2 u3 δvR1 δvT1 δvR2 δvT2 δvT3 δv

� [rad] [rad] [rad] [m/s] [m/s] [m/s] [m/s] [m/s] [m/s]

8 5.8195 8.9611 - −0.0352 0.0000 0.0352 0.0000 - 0.0704

10 0.0766 5.2793 - −0.0314 0.0080 −0.0314 −0.0080 - 0.0649

12 4.2487 7.3903 10.5319 - −0.0088 - 0.0176 −0.0088 0.0352

13 0.0000 4.6253 15.7080 - 0.0223 - −0.0316 0.0093 0.0632

orbits is performed, and only the relative eccentricity vector of the formation is changed. Results

in terms of maneuvers' locations and magnitudes are resumed in Table 6. According to Table 1

only the approaches �6, �8 and �10 are available. Since A = 0 ∧ L = 0, �6 and �8 achieve the

same solution characterized by two analytically computed radial burns. �10 numerically computes

the maneuver spacing ξ that minimizes the cost function of Eq. (22) by �nding the roots of g2

[see Eq. (21)] through a Newton method and uses such value to determine u1. From Table 2 the

schemes �12 and �13 are considered. The optimal locations computed by �12 coincide with the

ones identi�ed in Ref. [7, 29], since E1 involves ∆δa = ∆δλ = 0. As expected due to its construction,

the �rst and last maneuvers of �13 occur at the start and end of the maneuvering horizon.

Fig. 5 collects some visualizations related to E1. The views in the radial�tangential frame show

the in-plane trajectories performed during the recon�guration. The initial and �nal aimed relative

orbits are plotted in light gray. The transfer is marked in black, starting from a dot representing

the relative position at u0. The instantaneous delta-vs are depicted on the trajectory at their

correspondent maneuvers' locations. Direction and sizes are compliant with their current values

though scaled by a factor of 2000 in order to make them visible in all the plots presented across the

paper. In order to ease the comprehension of the results, the delta-v vectors are labeled with the

indexes that appear in the result tables related to each example treated. The second-central view

of Fig. 5 depicts the behavior of J as function of the spacing between the maneuvers ξ. It can be

noted that the value ξ = π (exploited in Ref. [25] and assumed in �8 as hypothesis) constitutes a

local minimum of the function. In this case, having relaxed the constraint over ξ allows �nding the

solution ξ = 5.2027 radians that corresponds to the absolute minimum of the cost function. Thus
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Fig. 5 Possible recon�guration solutions for E1.
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the solution scheme �10 generalizes �8. The results in terms of delta-v cost can be geometrically

visualized in the relative eccentricity plane (i.e., bottom views of Fig. 5). Initial and �nal relative

eccentricity vectors are labeled with 0 and F. The ROE variation determined by each maneuver

is represented through bold-dashed segments in gray or in black if due to radial or tangential

components respectively. The solution scheme �8 brings δe to its �nal value along the direction

of the total aimed variation ∆δe, in accordance with Eq. (19). Being û = ū − π/2, the tangential

components are null (i.e., the segments are both gray) and the cost achieved is the double of the

lower bound that amounts to 0.0352 m/s. Solution �10 is cheaper thanks to the fact that exploits

also some tangential burns to accomplish the recon�guration. �12 moves the relative eccentricity

vector from 0 to F in two steps along the ∆δe direction. The obtained delta-v cost coincides with

the value of the lower bound. Within the transfer time of E1, it was possible to identify only 1

optimal solution, which satis�es Eq. (28). The cost of �13 is clearly greater than the lower bound

since the modulus-pi values of u0 and uF are 0. This is shown graphically in the relative eccentricity

vector plane, where the changes caused by the �rst and last maneuvers are depicted via horizontal

dashed-bold segments. The remaining middle maneuver is selected as the option among the feasible

ones that realizes the minimum path towards F.

Table 7 Comparison of the results of the recon�guration E2 of Table 5.

Duration Solution u1 u2 u3 δvR1 δvT1 δvR2 δvT2 δvT3 δv

[orbits] � [rad] [rad] [rad] [m/s] [m/s] [m/s] [m/s] [m/s] [m/s]

2.5 3 5.0951 10.4950 - 0.0000 −0.0640 0.0000 0.0377 - 0.1017

9 5.1246 8.2662 - −0.1082 −0.0336 −0.1641 0.0073 - 0.2776

11 0.3560 13.2947 - −0.0574 −0.0283 −0.0210 0.0021 - 0.0851

12 2.5830 5.7246 15.1494 - −0.0088 - −0.0379 0.0204 0.0671

13 0.0000 5.2888 15.7080 - −0.0099 - −0.0313 0.0150 0.0562

7.5 12 2.5830 5.7246 46.5653 - 0.0058 - −0.0379 0.0058 0.0495

13 0.0000 23.9983 47.1239 - −0.0135 - −0.0290 0.0162 0.0587

The results obtained for the example E2 are resumed in Table 7; corresponding trajectories

and ROE views are depicted in Fig. 6 and 7. The schemes �12 and �13 have been used over two
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di�erent transfer times: the fastest option lasts again 2.5 orbital periods, whereas the other one

involves 7.5 chief's revolutions to achieve the �nal aimed condition. The applicable 2-maneuver

solution schemes to perform the E2 recon�guration are �3, �9, and �11. �3 numerically computes

the unique solution achievable through two tangential burns. Scheme �9 searches for the value of u1

correspondent to the minimum of the magnitude of the delta-vector, being ξ �xed by construction.

Method �11 instead needs to solve a non-linear system in the two unknowns u1 and ξ, with proper

initial conditions here detected thorough an extensive search process. The best obtained solution

correspond to the values reported in Table 7 and achieved the best performance among the double-

impulse solution schemes. Nevertheless, for E2 the value of the in-plane delta-v lower bound amounts

to 0.0495 m/s and it is achieved only by �12 during the longest transfer time.

The motivation of the di�erence in cost between the various solutions can be visualized in the relative

eccentricity vector plane views, where the total length of the dashed segments is proportional to the

delta-v value. The cost obtained by �9 is remarkably greater than the others, since mainly radial

maneuvers are used to accomplish the ROE corrections, due to the imposition of a �xed value of ξ.

This reminds the behavior of �8 for the case when ∆δa and ∆δλ were zero. Despite the double cost

of gray-segments as compared with black-ones of same length, the exploitation of two small radial

components allows �11 achieving an overall shorter length with respect to the path drawn by �3.

Regarding the triple-impulse schemes, when only 2.5 orbits are used to perform the recon�guration,

the best option o�ered by �12 is sub-optimal since its correction exceeds the ∆δe segment. In this

situation scheme �13 scores a better result. By allowing more transfer time, instead, �12 identi�es

multiple feasible optimal solutions (i.e. 23 options), among which the one of Fig. 7.

VII. Final guidelines for a maneuver planner

This section is meant to provide an operational summary of the results presented across this

paper. According to our framework, a formation recon�guration consists in achieving a user-de�ned

complete set of ROE in a de�ned �nite time interval. It is emphasized that this simple approach can

also be exploited in realistic operational scenarios, where large recon�gurations have to be accom-

plished over wide time horizons and where time constraints limit when to schedule the maneuvers.
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Fig. 7 Recon�guration trajectories for E2 via �12 and �13 over 7.5 chief's orbits.

The overall recon�guration, in fact, can be expressed as a sequence of intermediate ROE sets to

be achieved at certain times in order to ful�ll any high level strategy that accounts for the proper

exploitation of the time-line [30].

The decision process to select a recon�guration strategy, given a certain application scenario,

is depicted in Fig. 8. Out-of-plane and in-plane corrections are decoupled and the latter problem

can be solved in multiple ways. This study focused exclusively on solution schemes able to satisfy

the complete set of in-plane end-conditions at the �nal time. Consequently, Fig. 8 lists all the

suitable solution methods depending on the end-conditions' formulation of each application scenario.

Graphically they are reported in order of decreasing level of generality.
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Fig. 8 Decision process' chart to select a proper solution scheme.
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Table 8 Main characteristics of the feasible in-plane maneuvering schemes presented so far.

Identi�er Determinism Maneuvers ROE Delta-v cost

� (Semi)Analytical Numerical Number Type predictability ‖∆δe‖ > |∆δa∗| ‖∆δe‖ ≤ |∆δa∗|

2 x 2 T no ≥ VLB ≥ 2VLB

3 x 2 T no > VLB ≥ VLB

6 x 2 R yes 2VLB N.A.

8 x 2 RT yes 2VLB N.A.

9 x 2 RT no > VLB > VLB

10 x 2 RT no > VLB N.A.

11 x 2 RT no > VLB ≥ VLB

12 x 3 T yes ≥ VLB ≥ VLB

13 x 3 T partial ≥ VLB ≥ VLB

14 x 3 T no ≥ VLB ≥ VLB

The further step of the selection process has to be accomplished taking into account case-speci�c

design drivers. Operational relevant features are listed in the dashed box of Fig. 8. They concern

thrusters' duty cycle, for activities that involve several recon�gurations over long time periods.

Attitude constraints might prevent performing maneuvers due to instrument and communication

pointing requirements. Passive safety is a major requirement during proximity and �nal rendezvous

phases. In case of employment of visual-based relative navigation techniques, visibility constraints

might also become relevant, to avoid the target to exit the instrument's �eld of view. Generally

determinism and predictability are important features for accomplishing the maneuver planning

onboard. These regard the easiness to compute the required maneuvers and the assessment of the

ROE con�gurations and maneuvers' locations after each intermediate phase of the recon�guration.

Finally, the minimization of the delta-v expenditure can also constitute a driver.

Table 8 summarizes all the meaningful characteristics, according to the design drivers mentioned

in Fig. 8, for each available solution method. The 2-maneuver option generally requires to be solved

through a numerical method with proper initial conditions. Despite this computational e�ort, the

double-tangential option cannot achieve the absolute minimum of the delta-v cost when the change

in the size of the formation is the dominant cost factor except the special case of �2 and L given
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by Eq. (23). Moreover the location of the intermediate δe is di�cult to be predicted. On the other

hand, the numerical solutions of types �9 to �11 involve the use of maneuvers with not null radial

components, hence always more expensive than the lower bound cost. The available 2-maneuver

delta-v minimum purely analytical schemes apply only to speci�c scenarios and achieve a suboptimal

cost, since they employ couples of radial burns due to the maneuvers' spacing constraint(i.e., �6/8

in Table 8).

The triple-tangential maneuvers' scheme allows �nding multiple analytical (i.e., �12), or semi-

analytical solutions (i.e., �13) for whatever aimed �nal ROE set. When the variation of ∆δe is the

dominant cost factor and the recon�guration time is enough, this scheme can ful�ll the absolute

minimum possible delta-v cost. On the other hand, when the available time is limited (i.e., E2 on the

short transfer horizon) or when a recon�guration asks for a prevalent variation in the generalized

drift ∆δa∗ it can be more cost convenient to exploit �13, hence starting and stopping the drift

respectively as �rst and as last as possible action. Both these methodologies o�er multiple solutions

over a recon�guration window, and �12 can provide multiple delta-v equivalent options. This aspect

is fruitful for the management of time constraints in order to improve the approach suggested in

Ref. [31]. Instead of moving the optimal mean argument of latitude of a maneuver outside a

forbidden zone, other available cost-equivalent solutions can be selected, without accounting for an

increment of the delta-v expenditure.

An example of application of the guidelines here discussed is provided by Ref. [30], where the

design of the maneuver planner for the Autonomous Vision Approach Navigation and Target Iden-

ti�cation (AVANTI) experiment, to be conducted in the frame of the DLR FireBird mission, is

addressed. There, the intermediate recon�gurations prescribed by the high level guidance are per-

formed via the �12 solution scheme. In this case, in fact, the onboard autonomy required the

maximum available level of determinism and predictability. Moreover �12 is compatible with the

maneuvers' spacing constraint, imposed to slew the one-direction thrusters' system in any appropri-

ate direction. Finally, �12 together with out-of-plane corrections, satisfy also the communication

attitude constraints that require the satellite to keep 2 axis in the T-N plane during ground contacts.
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VIII. Conclusion

This work addressed the strategy to perform a formation recon�guration, with respect to a chief

satellite on an almost circular orbit, through a limited number of impulsive maneuvers. Without loss

of generality, the recon�guration is accomplished on a �nite time interval. Whereas the approach

of involving a limited number of maneuvers is motivated on the one hand by the preference to

exploit analytical or semi-analytical solution methods, on the other hand by the attempt to spend

the minimum possible delta-v.

The relative dynamics is parameterized through relative orbital elements. This choice is driven

by the straight meaning that these parameters possess in describing the characteristics of the rel-

ative orbit. Moreover this allowed setting up a general framework in which several recon�guration

strategies have been systematically searched and discussed. As a result, all the maneuvering schemes

able to satisfy at the �nal time the complete set of end-conditions through two and three burns have

been categorized. Feasible strategies have been ordered according to the application scenarios (i.e.,

speci�c end-conditions) they can deal with. This allowed recognizing and comparing case-speci�c

methodologies previously published in the literature. Their range of applicability has been discussed

and, in some cases, strategies able to generalize their solutions have been proposed.

Besides the application scenarios, other signi�cant characteristics of the recon�guration strate-

gies have been taken into account. Special focus, in fact, has been given to the determinism of a

maneuvering scheme. This concerns the easiness of computing magnitudes and locations of the re-

quired maneuvers. Among the available possibilities, simple and practical solution schemes, suitable

for onboard applications have been identi�ed. Another relevant property considered in this study

is the predictability of the behavior of the relative motion during the recon�guration, that concerns

which values do the relative orbital elements assume after each intermediate maneuver. Since many

operational relevant features (e.g., delta-v minimization, safety, satisfaction of visibility constraints)

are easily referable to well-de�ned geometries in the elements' space, a criterion to choose a recon-

�guration strategy is provided by selecting those schemes whose maneuvers are conveniently located

and directed in order to produce such aimed relative orbital elements' con�gurations.

Finally, mapping a recon�guration in the relative orbital elements space revealed helpful to
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motivate the delta-v cost of each solution scheme, both regarding the value and the sources that

contributed to that cost. The minimum realizable recon�guration cost is expressed as function of

the total variation of the relative orbital elements in agreement with the widely known lower bound.

Nevertheless, here a generalized expression that also includes changes in the mean relative longitude

over a �nite time span has been employed. Consequently, analytical and geometrical considerations

allowed cross-comparing the costs achieved by each feasible recon�guration strategy and relating

them to the absolute minimum delta-v cost.

Possible further work comprises the extension of the analysis for the case when the chief satellite

resides in an elliptic orbit. Other interesting applications consist of speci�c scenarios like tight

proximity motions and satellites separation. In the former case a maneuver scheme to achieve an

aimed �nal condition shall comply with exclusion regions in the ROE space. In the latter case

maneuver schemes can be evaluated to e�ciently reach safe zones of the ROE space.

Appendix

In the incoming expressions A, L, E, and F are the aimed ROE corrections according to Eq.(14).

The coe�cients that appear in J of Eq. (22) are the following functions of (ξ, E, F ):

M1 = A1E
2 + E1 F

2 +H1EF,

N1 = B1E
2 + F1 F

2 + I1EF,

P1 = D1E
2 +G1 F

2 + L1EF

A1 = 128 sin ξ2 + 36 ξ2(cos2 ξ + 1) + 32(1− cos ξ)2 − 96 ξ sin ξ(1 + cos ξ)

B1 = −192 cos ξ(1− cos ξ) + 72 ξ2(sin2 ξ − 1) + 192 ξ cos ξ sin ξ

D1 = −96 sin ξ(1− cos ξ)− 36 ξ2 sin ξ cos ξ + 96 ξ sin2 ξ

E1 = 128(1− cos ξ)2 + 36 ξ2 sin2 ξ + 32 sin2 ξ − 96 ξ sin ξ(1− cos ξ)

F1 = 192 cos ξ(1− cos ξ) + 72 ξ2(1− sin2 ξ)− 192 ξ cos ξ sin ξ

G1 = 96 sin ξ(1− cos ξ) + 36 ξ2 sin ξ cos ξ − 96 ξ sin2 ξ

H1 = 192 sin ξ(1− cos ξ)− 192 ξ sin2 ξ + 72 ξ2 cos ξ sin ξ

I1 = −384 sin ξ(1− cos ξ) + 384 ξ sin2 ξ − 144 ξ2 cos ξ sin ξ

L1 = 192 cos ξ(1− cos ξ)− 192 ξ cos ξ sin ξ + 72 ξ2 cos2 ξ

(29)
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The coe�cients that appear in u2 of Eq. (27) are functions of (u0, uF, A, L, E, F ) according to:

D̃ = cosu0(3A sinuF − 3F )− 3E sinuF + sinu0(3E − 3A cosuF) + 3F cosuF

K̃ = − (u0(3F − 3A sinuF) + 3AuF sinuF + 2L sinuF − 3F uF − 2L sinu0 ) /D̃

P̃ = − (u0(3A cosuF − 3E)− 3AuF cosuF − 2L cosuF + 3E uF + 2L cosu0 ) /D̃

Q̃ = − ( cosu0 (−3AuF sinuF − 2L sinuF + 3F uF) + u0 (3E sinuF − 3F cosuF)+

+ sinu0 (3AuF cosuF + 2L cosuF − 3E uF) ) /D̃

(30)
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