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Air-to-Air Automatic Landing of Unmanned Aerial Vehicles: a quasi time-optimal hybrid strategy

Giovanni Gozzini\textsuperscript{1}, Davide Invernizzi\textsuperscript{1}, Simone Panza\textsuperscript{1}, Mattia Giurato\textsuperscript{1}, Marco Lovera\textsuperscript{1}

Abstract—It is well known that small electric Unmanned Aerial Vehicles (UAVs) suffer from low endurance problems. A possibility to extend the range of UAV missions could be to have a carrier drone with several lightweight multicopters aboard, which can take-off from and land on it. In this paper the challenging problem of Air-to-Air Automatic Landing (AAAL) of UAVs is solved by developing a strategy that combines a quasi-time optimal feedback and a hybrid logic to ensure a safe and fast landing. Eventually, the proposed algorithm is validated through experimental activities involving the landing of a small quadcopter on a bigger octocopter used as a carrier.

Index Terms—UAVs, Automatic landing, Hybrid control

I. INTRODUCTION

In recent years, the study of Unmanned Aerial Vehicles (UAVs) has received increasing attention thanks to their wide range of application. When surveillance, reconnaissance and search-and-rescue missions are considered, small-scale UAVs are known to suffer from low endurance, being usually powered by batteries. To extend mission endurance, a possible solution is to use a carrier drone with smaller UAVs (followers) that can take-off from and land on it.

The problem of interaction among UAVs has been addressed in the context of formation flight control (see, e.g., [1], [2]) and of Air-to-Air Automatic Refuelling (AAAR) (see, e.g., [3]). Another challenging and technologically complex application involves the landing of Vertical Take Off and landing (VTOL) UAVs on the Landing Helicopter Dock (LHD) of a moving ship. There are also examples of landing of VTOL UAVs on a vertically oscillating platform [4] or on moving platforms [5], [6], [7], although none of them involves a flying platform.

In this paper the design of a procedure enabling Air-to-Air Automatic Landing (AAAL) of UAVs in a non-collaborative scenario is investigated. This problem is not only technologically complex but it is also risky and dangerous. In the case of a multirotor, the wake of the propellers generates an unsteady flow field around it, such that, when flying close, the two UAVs perturb each other. While in previous works [8], [9] the air-to-air landing problem was addressed for the case of a hovering or slowly-moving target, in this paper we tackle the more challenging problem of landing on a moving target whose motion cannot be controlled but only measured. To this aim, we propose a landing strategy which combines a Quasi Time-Optimal (QTO) control law for tracking and a hybrid logic to perform the landing in a safe manner. The problem is decomposed by referring to three operating modes: synchronization, approach and landing. By properly designing the switch conditions among the different modes, we show that the AAAL can be performed safely from a large domain of initial conditions. An experimental campaign has been carried out to verify the proposed landing procedure by using two multicopters which have been developed for this specific task [10]. In particular, a loiter condition for the carrier drone has been replicated by making it move along a circular trajectory.

II. AIR-TO-AIR LANDING: PROBLEM STATEMENT

In this section we introduce and formalize the problem of AAAL in which a follower UAV has to land over a larger UAV, called the target. While we will specifically refer to multicopter platforms for the experimental validation, the formulation is kept general by casting the landing problem as a kinematic stability problem, under suitable assumptions. Of course, obvious considerations regarding the size and weights of the two UAVs must be taken into account, i.e., it is necessary that the carrier drone must be larger and heavier than the follower, in order to be able to stand its weight after touch-down. In the considered scenario, the follower has to perform the landing maneuver autonomously using only some information about the state of the target, whose motion cannot be controlled.

First of all, let us recall the dynamical model of the follower, considered as rigid UAV, which is described by

\[
\dot{x}_f = v_f \\
\dot{v}_f = -m g e_3 + R_f (f_c + f_e), \\
\dot{R}_f = R_f S(\omega_f) \\
J \tau_f = -S(\omega_f) J \omega_f + \tau_c + \tau_e
\]

where \(m \in \mathbb{R}_{>0} \) and \(J = J^T \in \mathbb{R}^{3 \times 3} \) are, respectively, the mass and the inertia matrix of the follower, \(g = 9.81 \, \text{m/s}^2 \) is the gravitational acceleration and \(e_3 := [0 \, 0 \, 1]^T \). Herein, the state of the follower has been identified with the tuple \((x_f, R_f, v_f, \omega_f)\), where \(x_f \in \mathbb{R}^3 \) is the position of the center of mass with respect to an inertial frame \(F_i\), \(R_f \in SO(3) \) is the rotation matrix describing the attitude of a body-fixed frame \(F_B\) with respect to \(F_i\), while \(v_f \in \mathbb{R}^3 \) and \(\omega \in \mathbb{R}^3 \) are the translational and angular velocity, resolved in \(F_f\) and \(F_B\), respectively. Finally, \((f_c, \tau_c), (f_e, \tau_e) \in \mathbb{R}^6 \) are the control and disturbance wrench, respectively, both resolved in \(F_B\) while \(S(\omega_f) = -S(\omega_f) \in \mathbb{R}^{3 \times 3} \) is the skew-symmetric matrix associated with \(\omega_f\) and such that \(S(\omega_f) y = \omega_f \times y \) for any \(y \in \mathbb{R}^3\).
In the following, it is assumed that there exist control laws for $f_c$ and $\tau_c$ such that any bounded velocity trajectory $v_d(t)$ is asymptotically tracked. In this way we will be able to formulate the landing problem regardless of the specific UAV actuation mechanism by referring to the kinematic model

$$\dot{x}_f = u,$$

where $u \in \mathbb{R}^3$ is a virtual input, corresponding to the follower velocity in the inertial frame, to be used for control design.

Moreover, we will also assume basic requirements about the motion of the target as well as the availability of some information about its state.

**Assumption 1: Smoothness and boundedness of the target trajectory.** The trajectory of the target UAV $t \mapsto [x_t(t)\, v_t(t)]^\top \in \mathbb{R}^6$ satisfies $\dot{x}_t(t) = v_t(t)$, where $v_t \in \mathbb{R}^3$, velocity of the target measured in the inertial frame $F_i$, is assumed to be uniformly bounded and continuous.

**Assumption 2: Knowledge of the follower and target states.** The state of the follower $(x_f, v_f)$ and the state of the target $(x_t, v_t)$ are available for feedback at all times.

While the state of the follower is usually available onboard from a suitable state filter, the state of the target can be reconstructed onboard the follower by using a dedicated vision-based relative navigation system and or it can be provided by the target itself if communication between the two drones is possible.

The target should not be considered as a single point $x_t$ but rather as a flat surface on which the follower can land:

$$\Omega(t) := \left\{ y \in \mathbb{R}^3 : e_3^\top (y - x_t(t)) = 0, \|y - x_t(t)\| \leq r_1\right\}$$

where $r_1 \in \mathbb{R}_{>0}$, i.e., the target is identified with a flat surface moving with level attitude.

**Remark 1:** While we implicitly assume that the attitude of the target is constantly aligned with $e_3$, generalizations of the landing problem to account for an arbitrary attitude motion are possible under the assumption that the target attitude is available to the landing algorithm. At the same time, we will propose a landing strategy robust to sufficiently small attitude motions of the target.

**Problem 1:** Consider the UAV kinematic model in equation (5), under Assumption 1 and 2, find a control law for $u$ such that $x_f$ converges safely to a point in the set $\Omega$ defined in (6) in finite time.

The adverb "safely" in Problem 1 encodes the requirement that the follower has to land from above the target and in a sufficiently slow manner, which will allow minimizing perturbation effects between each other. Indeed, a too fast approach would require a strong braking action on the part of the follower when close to the target: since the braking is achieved by increasing the rotor speed, the power of the wake impacting on the target propellers increases as well.

**III. AUTOMATIC LANDING STRATEGY**

This section is devoted to presenting our landing strategy which combines a quasi time-optimal control law for tracking and a hybrid logic to perform the landing in a safe manner, as required by Problem 1.

**A. Quasi time-optimal tracking**

Under the assumption that the velocity of the follower UAV is directly controllable as in (5), we can use input $u$ in a feedback strategy to track any sufficiently smooth trajectory, denoted here as $t \mapsto x_d(t) \in \mathbb{R}^3$. To this aim, let us introduce the tracking error

$$p := x_f - x_d$$

which we split in a planar and vertical component, defined respectively as $p_\perp := [p_1 \, p_2]^\top$ and $p_3$. The corresponding error dynamics is given by

$$\dot{p} = u - \dot{x}_d = u - v_d,$$

where $v_d := \dot{x}_d$ is the desired velocity. By partitioning as well the input $u := [u_\perp \, u_3]^\top = [u_1 \, u_2 \, u_3]^\top$, we propose the following control law

$$u_\perp (p_\perp, v_d) := -\text{sat}^\perp_{v_m} (p_\perp) + v_d$$

$$u_3 (p_3, v_d) := -\text{sat}^M_{v_m} (k_3 p_3) + v_3$$

where $\text{sat}^\perp_{v_m} (p_\perp) := \min (\max (p_\perp - v_\perp, 0), v_m)$ is a scalar saturation function with saturation levels $v_m, v_M \in \mathbb{R}_{>0}$, and

$$\text{sat}^M_{v_m} (p_\perp) := \min \left( k_3 \frac{v_m}{\|p_\perp\|}, p_\perp \right)$$

and $k_\perp, k_3$ are scalar positive gains.

The control law has been split in a planar (9) and vertical (10) component for reasons that will become clear when presenting the hybrid logic. Note, in passing, that the specific selection in (11) with a scalar gain $k_\perp$ makes the system axial-symmetric with respect to $e_3$ and allows us to study the behavior of closed-loop solutions in the cartesian plane identified by the axes $\|p_\perp\|$ and $p_3$ (See Figure 1).

The following theorem establishes the tracking properties of the proposed law.

**Theorem 1:** Consider system (5) controlled by (9)-(10). Given any desired trajectory $t \mapsto [x_t(t)\, v_t(t)]^\top \in \mathbb{R}^6$ such that $\dot{x}_t(t) = v_t(t)$, for any positive selection of gains $k_\perp, k_3$ and saturation levels $v_m, v_M$, the equilibrium point $p = 0$ is Globally Asymptotically Stable (GAS).

**Proof 1:** Consider the radially unbounded Lyapunov function $V_{p_\perp} := \frac{1}{2} \|p_\perp\|^2$: its time derivative along the flows of (8) controlled by (9) is $\dot{V}_{p_\perp} = p_\perp^\top (u_\perp - v_\perp) = -p_\perp^\top \text{sat}^\perp_{v_m} (p_\perp) = -\min (k_\perp \frac{\|p_\perp\|^2}{\|p_\perp\|}, v_m \|p_\perp\|) < 0$ $\forall p_\perp \neq 0$. By standard Lyapunov arguments, $p_\perp = 0$ is a GAS equilibrium point. A similar conclusion can be achieved for $p_3 = 0$ by using the Lyapunov candidate $V_{p_3} := \frac{1}{2} p_3^2$.

**Remark 2:** We refer to the control law (9)-(10) as quasi time-optimal to parallel with the definition given in [16] for the double integrator case. Note that when the gains $k_\perp, k_3$ are large, the closed-loop behavior approaches the one of the discontinuous time-optimal feedback $u := \begin{cases} -\frac{v_m}{\|p\|} & \text{if } p \neq 0 \\ 0 & \text{if } p = 0 \end{cases}$.
for single integrator saturated systems. Note that for any uniformly bounded \( v_d(t) \), the proposed QTO law guarantees that the commanded follower velocity is bounded.

We conclude this section by stating the following corollary of Theorem 1, which is instrumental for the proof of our main result in the next section.

**Corollary 1:** Given the closed-loop system obtained by combining (8) and (9)-(10), for any positive selection of gains \( k_1, k_3 \) and saturation levels \( v_m, v_M \), the set

\[
\left\{ p \in \mathbb{R}^3 : \| p \| \leq r, |p_3| \leq h \right\}
\]  

(12)
is contractively invariant for any scalars \( r \in \mathbb{R}_{>0} \) and \( h \in \mathbb{R}_{>0} \).

**Remark 3:** The choice \( r_m < r_l \) will guarantee that switches between modes occur with hysteresis to avoid chattering phenomena. Sufficiently large values for \( h_x > 0 \) and \( r_l - r_m > 0 \) are also needed to give robustness to the proposed hybrid strategy which is developed on the basis of a kinematic model. Note, in passing, that sufficiently large values for \( h_x > 0 \) make the design robust to attitude variations of the target (Rem. 1).

We now introduce the main elements of the hybrid logic. The set of edges, identifying possible transitions between the modes, is given by \( E := \{(0,1),(1,0),(0,2),\ (2,0),(1,2),(2,1),(2,2)\} \). The guard conditions, giving for each edge the set \( \text{Guard}(q,q') \) to which the error has to belong for transitions between \( q \) and \( q' \) to be possible, are:

\[
\begin{align*}
\text{Guard}(0,1) & := \left\{ p \in \mathbb{R}^3 : \| p \| \leq r_m, \ p_3 \geq h_a \right\}, \\
\text{Guard}(1,0) & := \left\{ p \in \mathbb{R}^3 : \| p \| \geq r_l, \ p_3 \geq 0 \right\}, \\
\text{Guard}(0,2) & := \left\{ p \in \mathbb{R}^3 : \| p \| \leq r_l, \ 0 \leq p_3 \leq h_a \right\}, \\
\text{Guard}(2,0) &= C_0, \quad \text{Guard}(1,2) = \text{Guard}(0,2), \\
\text{Guard}(2,1) &= C_1, \quad \text{Guard}(2,2) = \text{Guard}(0,2).
\end{align*}
\]

The reset map \( \text{Reset} : E \times \mathbb{R}^3 \mapsto \mathbb{R}^3 \), which describes for each edge \((q,q')\) and state \( p \) the jump of the state \( p \) during a transition from \( q \) to \( q' \), is given by:

\[
\begin{align*}
\text{Reset}(0,1,p) &= \text{Reset}(1,0,p) = \text{Reset}(2,0,p) \\
&= \text{Reset}(2,1,p) := p + x_t, \quad \text{Reset}(0,2,p) = \text{Reset}(1,2,p) \\
&= \text{Reset}(2,2,p) := \left[(p_2 + x_{t_1})^T \ x_t\right]^T.
\end{align*}
\]

(17)

Note that through (17) we model the landing as a discontinuous phenomenon in which the follower is instantaneously brought to the target surface according to \( \text{Reset}(2,2,p) \) when jumping conditions are met. In our experiment, the landing mode corresponds to the disarming of the follower\(^3\), which falls by gravity on the target surface. Hence, to account for this effect in the kinematic model, we assume that the input \( u \) acts also during jumps according to \( p^* = u - x_{t_1}^* = u - x_t \).

At this point, to solve Problem 1, we suggest the following hybrid control law:

\(^3\)In our specific application involving multirotor UAVs, the follower is disarmed, namely, turned off (\( f_x \) and \( \tau \) are both set to zero in (2), (4)), to land so as to reduce the perturbations induced by the wakes of the follower propellers on the target propellers, which are mounted on the back of a knitted mesh surface to let propellers take in air and work properly.
During the synchronization mode \((q = 0)\) in the \(C_0\) domain, the objective of the control law \(\begin{align*}
u(t) = \begin{cases} 
-\text{sat}^v_{\theta}(k_3 p_3 - h_2) + v_3, & \text{if } q = 0, \ p \in C_0 \\
-\text{sat}^v_{\theta}(k_3 p_3 - h_2) + v_3, & \text{if } q = 1, \ p \in C_1 \\
-\text{sat}^v_{\theta}(k_3 p_3 - h_2) + v_3, & \text{if } q = 2, \ p \in C_2 
\end{cases}\end{align*}\) is to track a point at a distance \(\mathbb{R}^2 \ni h_2 \ni h_2\) above the target point \(x_t\), namely, \(x_t := x_t + [0 \ 0 \ h_2]^{\top}\) which is henceforth called safety approaching point (see Figure 1). By properly selecting the saturation bounds \(v_s\) and the gains \(k_1, k_3\) one can control the trajectory of the follower to ensure that the landing point is safely reached, i.e., by keeping a sufficient distance from the target. To this regard, note that in saturated conditions the follower moves along straight lines (e.g., making a 45\(^\circ\) angle with respect to the ground when using the same saturation levels for (9) and (10)). Instead, in the approaching mode \((q = 1)\) in the \(C_1\) domain, the objective of the control law is to track the target point \(x_t\), with approaching vertical speed bounded by \(v_s\). Then, in the absence of perturbations, the follower will enter the set \(\text{Guard}(0,1)\) in finite time and the reset condition \(\text{Reset}(1,2,p)\) will be activated so that \(q^+ = 2\) and the follower will be brought to the target surface. Once there, the follower stays there for all future times, due to friction: we model this condition at the kinematic level according to the flow \(\dot{p} = 0\) induced by \(u\) when \(q = 2\) and \(p \in C_2\).

Remark 4: The lower bound in \(\text{sat}^v_{\theta}(k_3 p_3)\) of \(u_3\) constrains the relative approaching speed of the follower to a given desired value \(v_a\). In particular, the follower moves at the maximum allowable relative speed for any \(\{ p \in \mathbb{R}^3 : p_3 \geq v_a k_3 \} \cap C_1\) during the approach mode.

Finally, by using \(q = 0\) to describe the dynamics of the logic variable during the flow, the system evolution can be studied by referring to a hybrid system in \(\mathbb{R}^4\), in which the state is given by \(z := [q \ p \ u \ v]^{\top}\):

\[
\dot{z} = F(z) \quad z \in C, \quad z^+ \in G(z) \quad z \in D
\]

where

\[
C := (\{0\} \times C_0) \cup (\{1\} \times C_1) \cup (\{2\} \times C_2),
\]

\[
D := (\{0\} \times (\text{Guard}(0,1) \cup \text{Guard}(0,2))) \cup (\{1\} \times (\text{Guard}(1,0) \cup \text{Guard}(1,2))) \cup (\{2\} \times (\text{Guard}(2,0) \cup \text{Guard}(2,1) \cup \text{Guard}(2,2))),
\]

\[
F(z) := \begin{cases} 
-\text{sat}^v_{\theta}(p_\perp) - \text{sat}^v_{\theta}(k_3 p_3 - h_2), & \text{if } z_1 = 0 \\
-\text{sat}^v_{\theta}(p_\perp) - \text{sat}^v_{\theta}(k_3 p_3 - h_2), & \text{if } z_1 = 1 \\
0 \ 0 \ 0, & \text{if } z_1 = 2,
\end{cases}
\]

\[
G(z) := \begin{cases} 
G_0(\begin{bmatrix} z_2 & z_3 & z_4 \end{bmatrix}) & \text{if } z_1 = 0 \\
G_1(\begin{bmatrix} z_2 & z_3 & z_4 \end{bmatrix}) & \text{if } z_1 = 1 \\
G_2(\begin{bmatrix} z_2 & z_3 & z_4 \end{bmatrix}) & \text{if } z_1 = 2
\end{cases}
\]

with \(G_q(y) := \{ [q'] \times \text{Reset}(q,q',y) \}^{\top}, \ y \in \mathbb{R}^3\).

The next theorem relies on the properties of the proposed quasi time-optimal stabilizer and is our main result.

Theorem 2: Consider the hybrid dynamics (19) representing the closed-loop error dynamics obtained from (5) with control law (18) under Assumption 1 and 2. Then, for any choice \(h_2 > h_a\) and any selection of positive gains \(k_1, k_3\) and saturation levels \(v_s, v_a\), all the closed-loop solutions starting in the set \(\Omega_0 := \{(q,p) \in Q \times \mathbb{R}^3 : p_3 \geq 0\}\) converge to the set \(\Omega := \{(q,p) \in Q \times \mathbb{R}^3 : q = 2, ||p_\perp|| \leq r_1, p_3 = 0\}\) in finite time. Sketch of the Proof. In the following we make use of the notation of [17] according to which a solution to systems of the form (19) is defined on a hybrid time domain \(E \subset \mathbb{R}^2 \times \mathbb{Z}_{\geq 0}\) where, for each \((t,j) \in E, t\) measures the amount of elapsed ordinary time and \(j\) measures the number of jumps already performed by the solution. First of all, note that thanks to the properties of the QTO stabilizer established in Corollary 1 and the proposed hybrid logic, it can be shown that the set \(\Omega_0\) is forward invariant for (19). Consider the set \(\Omega := \{(q,p) \in Q \times \mathbb{R}^3 : ||p_\perp|| \leq r_1, p_3 = 0\}\). If \(z(0,0) \in \Omega_1\), proving the claim of the theorem is trivial, since either \(z(0,0) \in \Omega_0\) or the solutions from \(z(0,0) \in \Omega_0 \setminus \Omega_t\) just make a jump to \(\Omega_t\), which is forward invariant for (19). To conclude the proof one can show that for any initial conditions in \(\Omega_0 \setminus \Omega_1\) there exists a pair \((t^*, j^*)\) such that \(z(t^*, j^*) \in \Omega \cup \text{Guard}(0,2)\) and the solutions make a final jump to \(\Omega_t\), i.e., \(z(t^*, j^* + 1) \in \Omega_t\). To this end note that \(\Omega_0 \setminus \Omega_t\) can be split in a finite number of subdomains and, by exploiting the convergence properties of the QTO stabilizer, one can check the existence of \((t^*, j^*)\) for any initial condition in the different subdomains. Due to space limitations, we omit this lengthy but straightforward part of the proof. □

Remark 5: In case the follower exits for any reason the landing domain \(C_1\), the hybrid logic activates the synchronization mode and the follower is commanded to increase its relative altitude in order to get back to the safety point. To reduce the landing time, a slightly modified strategy, which we have implemented in the experiment, is to use \(h_a\) as an additional state of the logic which is updated by setting it equal to the relative vertical distance that has been achieved right before exiting the \(C_1\) domain.

Finally, we would like to highlight that the region of convergence \(\Omega_0\) could be straightforwardly enlarged to include a large set also below the target surface \((p_3 < 0)\) thanks the tracking properties of the QTO controller.
IV. EXPERIMENTAL RESULTS

A. Experimental setup

Flight tests are carried out inside the Flying Arena for Rotorcraft Technologies (FlyART) of Politecnico di Milano which is an indoor facility equipped with a Motion Capture system (Mo-Cap). The drone used as follower, codename ANT-R, is a quadcopter racer, while the target one, codename CARRIER-1, is an octocopter with a flat landing surface (Figure 2). Data are collected through the Mo-Cap system composed by 12 cameras which detect markers mounted on the drones. A ground control station receives measurements from the Mo-Cap system, reconstructs the relative state of the target with respect to the follower and then computes position and velocity set-points for the follower according to the hybrid logic presented in Section III-B. The QTO strategy has been integrated in the PX4 autopilot [15] using ANT-X rapid prototyping system for multirotor control [18].

B. Flight test results

The landing has been performed with the target moving along a circular trajectory of radius $R = 1.5$ m and angular frequency $\omega = 0.5 \text{rad/s}$. Before the landing procedure is started, the follower is hovering around $[-3.5 \ 0 \ 2.8]^{\top}$ m while the target is commanded to track a circular trajectory centered in $[-2.0 \ 1.3]^{\top}$ m with respect to the inertial frame of the flying arena. The automatic landing procedure is activated two seconds after the target has started tracking the circular trajectory. A video of the experiment is available online$^4$.

Figure 3 shows the position of the two drones during the experiment together with the target desired trajectory. In the figure, circle, cross and star markers are used to identify the switchings of the logic variable $q$: in correspondence of circle markers $q = 0$ and the synchronization mode is activated, in correspondence of cross markers $q = 1$ and the approach phase begins while in correspondence of star markers, $q = 2$ and the disarm command is sent to the follower. The behavior of the proposed control strategy is clearer when referring to Figure 4 and Figure 5, in which the in-plane position trajectories of the two drones and the vertical error are reported, respectively. The evolution of the logic variable is plotted together with the vertical error in Figure 5. As can be observed, at the beginning of the landing procedure the follower is far from the target with the logic variable initialized at 0. In this condition, the synchronization mode is active and the follower tracks the safety point above the follower at a relative vertical distance $h_s = 1.5$ m, namely, $x_s = x_f + [0 \ 0 \ 1.5]^{\top}$ m. When the in-plane error $p_{L}$ is less then $0.15 = r_{m} < r_f = 0.25$ m, the logic variable switches to 1, the saturation level on the vertical velocity controller is changed to the lower value $v_{sa} = 0.3 \text{m/s}$ and the follower starts the approach phase. Note that the large initial error makes the follower exit the $C_1$ region right after entering it and therefore the logic state is switched back to synchronization mode again. Hence, the follower tries to get back to an updated safety point above the target having the same relative vertical altitude reached before exiting the landing domain (Remark 5). When the in-plane distance is again lower than $r_{m}$, $q$ jumps to 1. At this point the controller is able to keep the follower in the $C_1$ domain until the land mode is activated. In Figure 5 one can see that while the follower is out of the landing region ($q = 0$) and before any jump to the approach mode has occurred, the vertical position set-point of the follower is the safety point at $1.5$ m above the target while after the first switch, the new safety point is located above the target at the previously achieved vertical distance. The landing procedure ends when $p_2$ is below the approach altitude $h_a$, which is represented by the black dashed line in Figure 5. When this condition is verified, $q$ jumps to 2, and the follower is disarmed. Finally, by inspecting Figure 6, it can be verified that during most of the approach phase the magnitude of the follower vertical velocity is almost coincident with the value of the saturation level $v_{sa}$ since the target vertical velocity is almost null. When the follower is near the target with $p_3 < \frac{v_{sa}}{2}$, the QTO controller works in the unsaturated regime and the relative velocity is linearly reduced, thereby making the touchdown smoother.

V. CONCLUSIONS

In this paper we tackled the problem of AAAL of UAVs for the solution of which a hybrid logic combined with a QTO tracking controller has been developed. By referring to a kinematic model of the UAV, our strategy enables automatic landing of a UAV on the landing surface of a carrier drone in a safe and quasi time-optimal way. An experimental campaign involving two multirotor UAVs has shown the effectiveness of the proposed strategy.
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