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Abstract

Explosive thermal spalling behavior during fire exposure is one of the major

issues in the design of modern reinforced concrete structures. Previous ex-

perience on fire disasters indicates that spalling of concrete can have serious

structural and economic consequences and must be taken into account in

the design for fire. However, spalling mechanisms and their interaction still

remain in dispute in the scientific community. In order to shed some light on

this phenomenon, a discrete hygro-thermal model of concrete at high tem-

perature called DTemPor3 is proposed and a full coupling scheme between

DTemPor3 and the Lattice Discrete Particle Model (LDPM) is performed.

The proposed multi-physical coupled model features the effect of pore pres-

sure and temperature on the mechanical response as well as the impact of
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cracking on moisture mass transport and heat transfer. Simulations of typi-

cal spalling experiments show good agreements with data gathered from the

literature for both high-performance concrete and ordinary concrete, demon-

strating the accuracy of the proposed approach. Cracking localization is

found to significantly impede the local pore pressure build-up due to the

increase of pore or crack volume. The numerical simulations demonstrate

that the spalling phenomenon can be successfully reproduced, only when the

effect of thermal stresses is taken in account along with the effect of pore

pressure on crack initiation.

Keywords: concrete thermal spalling, high temperature, lattice discrete

particle model, hygro-thermal coupling

1. Introduction1

Concrete tends to be very sensitive to explosive spallling when it is ex-2

posed to fire and its sensitivity to this phenomenon must be considered and3

controlled in the design and construction of reinforced concrete structures,4

e.g. for the design of tunnels. Explosive spalling can lead to a significant5

reduction of the cross sectional area and to the possible direct exposure of6

the reinforcing bars to the flames with a dramatical decay of the mechanical7

properties of steel. In addition, new types of concretes, e.g. high and ultra-8

high strength, high-performance and self-compacting concretes, have shown9

an increased sensitivity to spalling due to fire exposure. For example, up to10

75% and 100% of the concrete thickness was lost due to explosive spalling11

in the 1994 Great Belt tunnel fire and in the 1996 Channel tunnel fire, re-12

spectively. This was due to the fact that the high performance concretes13
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used in these tunnels had a higher tendency to experience explosive spalling14

than normal strength concrete due to their denser and less porous structure.15

Furthermore, in the Mont Blanc Tunnel fire in 1999, a 900-m-long portion of16

the tunnel roof lining completely collapsed and exposed the rock.17

Although thermal spalling of concrete has been a hot topic for the sci-18

entific community over the last 30 years, engineers still lack a complete un-19

derstanding of the phenomenon and do not have properer tools for designing20

against this kind of failure. In fact, the main driving mechanisms are not com-21

pletely clear due to the complex interaction of heat transfer, moisture mass22

transport, as well as mechanical and chemical behavior at high temperature.23

Fire or other severe thermal environmental conditions can cause extreme high24

temperature gradients, large increase of permeability, cement dehydration,25

and water phase changes in concrete. Internal stresses build up as a result of26

the combined effect of pore pressure increase, thermal stresses derived from27

temperature gradients, mismatch between the deformation of different con-28

stituents, and the shrinkage associated with water release. When the internal29

stresses exceed the maximum tensile strength, cracks and/or spalling occur.30

Many experimental and numerical investigations have been conducted31

in the last decades to gain an understanding of the driving mechanisms on32

concrete spalling behavior, and it is now commonly agreed that the two main33

actors are: (1) the pore (vapor) pressure mechanism [? ? ? ], and (2) the34

thermal stress mechanism [? ? ? ? ? ? ? ]. On the one hand, the35

pressure builds up in the concrete pores as a consequence of the physically36

and chemically bound water in the cement vaporizing at high temperature,37

and it leads to tensile stresses in the heated concrete as illustrated in Fig. 1(a).38
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On the other hand, the restrained thermal dilation generate a biaxial state39

of stress with compressive stresses parallel to the heated surface and tensile40

stresses perpendicular to the heated surface as illustrated in Fig. 1(b). In41

the debate over spalling mechanisms, some researchers [? ? ? ] stand in a42

middle ground, and observe that spalling is a joint action of pore pressure43

build-up and elevated levels of elastic energy due to constrained thermal44

strains, rather than one of these factors acting alone. The objective of this45

study is to give a clear evidence for the main driving mechanisms of concrete46

thermal spalling by means of accurate numerical calculations.

Figure 1: Spalling mechanisms: (a) pore (vapor) pressure; (b) thermal stress.

47

The approach utilized in this study to explore hygro-thermal behavior in48

concrete exposed to high temperatures was inspired by the TemPor model [?49

], in which mass balance of free water and conservation of energy were com-50

bined to compute temperature and pore pressure distributions. The model51

accounted for the release of chemically bound water due to dehydration and52

included desorption isotherms at elevated temperature developed by fitting53
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experimental data. Later, based on the desorption isotherms of the Tem-54

Por model, Tenchev et al. [? ], Davie et al. [? ] and Dwaikat et al. [?55

] developed their hygro-thermal models which took the gas phases (vapor56

and dry air) into consideration. Another remarkable model was presented by57

Gawin et al. [? ? ], in which they proposed a fully coupled hygro-thermal58

model using the Baroghel-Bouny et al. [? ]’s desorption isotherms and used59

capillary pressure as one of the primary variables instead of pore pressure.60

Besides the development of hygro-thermal models, a coupled mechanical61

analysis is required to study spalling mechanisms. In most numerical studies62

[? ? ? ? ], continuous plastic and/or damage constitutive laws were adopted63

to model concrete cracking behavior. The main qualitative conclusion of64

those studies was that thermal stresses are the main energy source of thermal65

spalling while pore pressure is a triggering factor. Dwaikat et al. [? ]66

employed an engineering approach in which spalling was supposed to occur67

when the effective pore pressure exceeds the temperature dependent tensile68

strength of concrete. In this approach, the pore pressure was regarded as the69

driving factor for spalling.70

Although the thermo-hygro-mechanical coupled behavior was accurately71

predicted by the traditional continuous finite element approaches and some72

reasonable discussions on the various mechanisms were given in previous73

studies, the dynamic explosive spalling phenomena was not reproduced vividly74

so far. Therefore, this study responds to an actual need for a reliable com-75

putational tool capable of simulating the dynamic explosive fragmentation76

during spalling.77

In this numerical study, a discrete temperature and pore pressure model78
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in three-dimension (called DTemPor3) is formulated and implemented within79

the framework of the Lattice Discrete Particle Model [? ? ]. Calibration and80

validation of the entire framework is conducted according to experiments81

available in the literature [? ]. The spalling phenomena observed in the82

experiments [? ] are reproduced and the main driving mechanisms are83

discussed.84

2. The Computational Framework85

2.1. The Lattice Discrete Particle Model at high temperature86

The Lattice Discrete Particle Model (LDPM), originally formulated by87

Cusatis et al. [? ? ], is able to accurately capture the failure behavior of88

concrete at room temperature as demonstrated in many previous studies [?89

? ? ? ? ? ? ? ? ? ? ]. This study proposes an improvement of LDPM in90

order to allow the simulation of concrete behavior at high temperature.91

LDPM simulates the concrete mesostructure by taking into account the92

interaction of coarse aggregate pieces. The mesostructure is constructed93

through the following steps. (1) Coarse aggregate pieces approximated by94

spheres of different size are randomly placed inside the concrete volume. To95

mimic the real material mesostructure, the placement follows a particle size96

distribution curve consistent with a Fuller sieve curve. A typical aggregate97

distribution is shown in Fig. 2(a) in 2D and (d) in 3D. Over the external98

surfaces, zero-radius aggregate pieces (nodes) are randomly placed. (2) The99

Delaunay tetrahedralization is used to connect the centers (termed “nodes”)100

of the spherical particles to produce tetrahedra. The edges of the tetrahe-101

dra form the lattice system that describes the interaction between adjacent102
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particles as shown in Fig. 2(b) in 2D. (3) A domain tessellation is performed103

to define potential failure locations (termed “facets”) in each tetrahedron.104

Since a tetrahedron has six edges and each edge is shared by two faces, such105

a tessellation results in a set of twelve triangular facets (see in Fig. 2(f)).106

The tessellation procedure is described in detail in Cusatis et al. [? ]. By107

connecting the facets surrounding each aggregate center, a system of poly-108

hedral cells is obtained as illustrated in Fig. 2(c) in 2D and (e) in 3D. One109

need to notice that each cell is assumed as the homogeneous concrete.110

Figure 2: LDPM geometry. (a) Concrete mesostructure in 2D; (b) Delaunay triangulation

in 2D; (c) LDPM cells in 2D; (d) LDPM particles in 3D; (e) LDPM cells in 3D; (f) LDPM

facets.

If xi and xj are the positions of nodes i and j adjacent to a generic facet,111
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the facet strains are defined as:112

e = [eN eM eL]T =

[
nTJuK

l

mTJuK

l

lTJuK

l

]T
(1)

where eN is the normal strain component, eM and eL are the tangential strain113

components, JuK = uj − ui is the displacement jump at the centroid of the114

facet, l = ‖xj −xi‖2 is the distance between the two nodes, n = (xj − xi) /l,115

and m, l are two unit vectors mutually orthogonal and orthogonal to n. The116

displacements ui and uj are calculated as a function of translational and117

rotational degrees of freedom of the particles through rigid body kinematics.118

These measures of strains are fully consistent with the classical definition of119

strains in continuum mechanics [? ? ? ? ? ? ? ]. By assuming additivity120

of strains, one can write:121

e = es + e0 (2)

where es represents stress-related strains and e0 represents eigenstrains which122

can be caused by thermal expansion and shrinkage. The strain es depends123

on the tractions ts acting on the solid skeleton through a vectorial constitute124

equation ts = f (es). At high temperature, since the thermal strain is the125

most important eigenstrain component, one can write ė0 = [αT Ṫ 0 0]T,126

in which Ṫ is the temperature rate and αT (T ) is the thermal expansion127

coefficient, which is actually an overall result of the cement shrinkage and128

aggregate dilatation caused by the chemical and physical reactions at high129

temperature [? ]. αT (T ) is defined as a linear monotone increasing function130

with a minimum of 7× 10−6 1/oC at room temperature and a maximum of131

10×10−6 1/oC at 1000 oC. Over 1000 oC concrete is considered to be melted132

and αT = 0 [? ? ].133
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Load induced thermal strain (LITS) [? ] is the strain that develops when134

concrete is heated under load and includes basic creep, drying creep and tran-135

sitional thermal creep as well as changes in the elastic parameters that occur136

during the heating process. The combination of transitional thermal creep137

and drying creep is often called transient creep and is by far the largest strain138

component of unsealed concrete heated to high temperatures. In this model139

LITS is modeled through the degradation of the LDPM elastic parameters140

as it will be discussed latter.141

The LDPM elastic behavior is described by assuming that the normal142

and shear tractions acting on the solid skeleton are proportional to the cor-143

responding strains:144

ts = [tsN tsM tsL]T = [ENe
s
N ET e

s
M ET e

s
L]T (3)

where tsN is the normal component, tsM and tsL are the shear components;145

EN = E0, ET = αE0, E0 is the effective normal elastic modulus which can be146

estimated as E/(1−2ν) where E is Young’s modulus and ν is Poisson’s ratio;147

α is the shear-normal coupling parameter and α = 0.25 for most concretes148

[? ].149

In order to describe the inelastic behavior the constitutive relations on150

the facets are formulated as follows.151

Fracturing and cohesive behavior under tension and tension/shear is sim-152

ulated to occur for esN > 0. By defining the effective strain and the effective153

stress as es = [es2N + α(es2M + es2L )]1/2 and ts = [ts2N + (ts2M + ts2L )/α]1/2, one can154

write the relationship between tractions and stresses, and strains through155

damage-type constitutive equations as tsN = tsesN/e
s, tsM = αtsesM/e

s and156

tsL = αtsesL/e
s.157
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The effective stress ts is incrementally elastic ṫs = EN ė
s and limited158

by a strain-dependent boundary 0 6 ts 6 σbt(e
s, ω) in which σbt(e

s, ω) =159

σ0(ω) exp[−H0(ω)〈esmax − es0(ω)〉/σ0(ω)], 〈x〉 = max(x, 0), ω is the degree160

of interaction between shear and normal loading defined through tan(ω) =161

esN/(
√
αesT ) = tsN

√
α/tsT . esT is the total shear strain defined as esT = (es2M +162

es2L )1/2 and tsT is the total shear stress defined as tsT = (ts2M + ts2L )1/2. The max-163

imum effective strain is time dependent and is defined as esmax(τ) = (es2N,max +164

αes2T,max)
1/2 where esN,max(τ) = max

τ ′<τ
[esN(τ ′)] and esT,max(τ) = max

τ ′<τ
[esT (τ ′)].165

The strength limit of the effective stress provides a smooth transition be-166

tween pure tension (ω = π/2) and pure shear (ω = 0) and it is defined as167

σ0(ω) = σt{− sin(ω) + [ sin2(ω) + 4α cos2(ω)/r2st]
1/2}/[2α cos2(ω)r2st] where168

rst = σs/σt is the shear to tensile strength ratio. The post-peak soften-169

ing modulus is formulated by a power function called the effective soften-170

ing modulus H0(ω) = Ht(2ω/π)nt . Under pure tension, H0(π/2) = Ht =171

2E0/(lt/l − 1) where Ht is the softening modulus, nt = 0.2 is the soften-172

ing exponent, lt = 2E0Gt/σ
2
t is the tensile characteristic length, Gt is the173

mesoscale fracture energy, and σt is the tensile strength.174

The second set of equations describes pore collapse and material com-175

paction in compression occurring for esN < 0. The strain hardening plastic be-176

havior due to high compressive hydrostatic deformation is described through177

a strain-dependent boundary σbc(e
s
D, e

s
V ) at each facet which limits the nor-178

mal compressive stress component through the inequality −σbc(esD, esV ) 6179

tsN 6 0, where esV = ∆Vs/3Vs0 is the volumetric strain, computed as the180

change between the current and the initial volume of each LDPM tetra-181

hedron. The volumetic strain esV is the same for all the facets of a given182
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tetrahedron but the deviatoric strain esD = esN−esV varies from facet to facet.183

The strain-dependent boundary is defined for three different strain ranges:184

σbc(e
s
D, e

s
V ) = σc0 for −esV 6 0; σbc(e

s
D, e

s
V ) = σc0 + 〈−esV − ec0〉Hc(rDV ) for185

0 6 −esV 6 ec1 and σbc(e
s
D, e

s
V ) = σc1(rDV ) exp[(−esV −ec1)Hc(rDV )/σc1(rDV )]186

otherwise, where rDV = |esD|/esV for esV > 0 and rDV = −|esD|/(esV − esV 0) for187

esV 6 0 in which esV 0 = κc3ec0, ec0 = σc0/E0, σc0 is the mesoscale yielding com-188

pressive stress, ec1 = κc0ec0 is the strain at which rehardening starts, κc0 and189

κc3 are model parameters, and σc1(rDV ) = σc0+(ec1−ec0)Hc(rDV ). The func-190

tion Hc(rDV ) is written as Hc(rDV ) = Hc1 + (Hc0−Hc1)/(1 +κc2〈rDV −κc1〉)191

where Hc0, Hc1, κc1 and κc2 are model parameters. In most cases, Hc0 =192

0.4E0 and κc3 = 0.1 [? ? ].193

The frictional behavior due to compression-shear (again for esN < 0)194

is formulated to capture the increase in the shear strength under confined195

compression. The incremental shear stress in m and l directions are com-196

puted as ṫsM = ET (ėsM − ė
sp
M), ṫsL = ET (ėsL − ė

sp
L ) where ėspM = λ̇∂Up/∂t

s
M ,197

ėspL = λ̇∂Up/∂t
s
L, λ is the plastic multiplier and Up is the plastic potential198

defined as Up = (ts2M + ts2L )1/2. The yieling surface is defined as ϕp = σT − σbs199

where the shear yielding stress σbs is a nonlinear frictional law written as200

σbs(t
s
N) = σs + (µ0−µ∞)σN0[1− exp(tsN/σN0)]−µ∞tsN where µ0 and µ∞ = 0201

are the initial and final internal friction coefficients and σN0 is the normal202

stress which corresponds to the transition from µ0 to µ∞.203

One of the major impact of hight temperature on concrete is the thermal204

degradation due to chemical and physical reactions that occur at elevated205

temperatures [? ? ? ? ]. Exposure to high temperatures may cause consid-206

erable variations in the physical and mechanical properties with irreversible207
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loss of strength and stiffness, and increased ductility in the post-peak regime208

[? ? ? ? ? ].209

Abundant experimental data available in the literature [? ? ? ? ? ? ]210

gives a general understanding of thermal degradation. The elastic modulus211

decreases up to 20% of its initial value when concrete is heated to 800 ◦C (see212

in Fig. 3 (a)). The compressive strength changes slightly (depending upon213

on aggregate type) before 400 ◦C, and has a 80% decrease from 400 to 800 ◦C214

(see in Fig. 3 (b)). The tensile splitting strength decreases to 20% of its initial215

value at 800 ◦C (see in Fig. 3 (c)). Similarly the direct tensile strength has a216

70% reduction when heated to 600 ◦C. The macroscale fracture energy (GF )217

generally has a 60 % increase at 300 ◦C and it decreases for temperatures218

large than 300 ◦C. It is worth pointing out that the experimental data219

plotted in Fig. 3 is relevant only to ordinary Portland cement concrete with220

conventional aggregate such as siliceous gravel, sandstone, and limestone.221

Thermal degradation on the mesoscopic facet in LDPM is introduced222

through the following function:223

fd = 1− exp(nd)Θ

1−Θ(1− exp(nd))
(4)

where nd is the parameter controlling the shape of the thermal degradation224

evolution and Θ is a temperature level variable defined as:225

Θ =
〈T − Ts〉
Tm − Ts

(5)

where Ts is the temperature at which concrete starts to degrade and Tm is the226

temperature at which concrete starts to melt. LDPM material parameters,227

which govern the mesoscale behavior, namely σt (tensile strength), σs (shear228

strength), E0 (effective normal elastic modulus), σc0 (yielding compressive229
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stress) and σN0 (transitional stress), are assumed to decay proportional to230

fd with the parameters identified from experimental data. The tensile char-231

acteristic length (lt) and all the other is assumed to remain constant.232

Since the chemical and physical reactions are not explicitly considered233

as individual thermal strain components, the calibrations and verifications234

of various experiments are necessary for the correctness of the parameters235

in thermal degradation formula. In this study, the unconfined uniaxial236

compression tests [? ], triaxial compression tests [? ], and tensile strength237

tests [? ] were simulated. The calibration results are plotted in Fig. 3 and238

the degradation parameters are reported in Tab. 1.239

It is worth mentioning that with the thermal degradation parameters in240

Tab. 1 the macroscale fracture energy computed by three-pointing bending241

tests fits the experimental data automatically [? ? ? ? ? ] as shown in242

Fig. 3 (e). This confirms the assumption that the tensile characteristic length243

is temperature independent.244

Table 1: Thermal degradation of LDPM parameters

Parameters Ts Tm nd

Unit [ ◦C] [ ◦C] [−]

σt Tensile strength 274 1000 0.4

σs Shear strength 274 1000 0.4

E0 Effective normal elastic modulus 20 1000 0.7

σc0 Compression yielding stress 340 1000 0.2

σN0 Transitional stress 340 1000 0.2

At high temperature, when fluid (water and/or vapor) fills with the pores245
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Figure 3: LDPM at high temperature [? ? ? ? ? ? ]. (a) Thermal effect on elas-

tic modulus. (b) Thermal effect on compressive strength. (c) Thermal effect on tensile

strength. (e) Uniaxial compression stress vs. strain curves [? ]. (f) Thermal effect on

fracture energy [? ? ? ? ? ].

and cracks, the whole cell system is regarded as a multiphase porous material246

with solid skeloton and fluid, and the cell is still a homogeneous medium. The247

internal stress of solid skeloton (ts) is not only caused by the deformation248

but also by the pressure (p) of water or vapor. Hence the total stress vector249

on each facet can be computed as:250

t = ts − btw (6)

where, b is the Biot coefficient [? ? ? ], tw = pn is the average pore fluid251

(liquid or vapor) pressure vector with p > 0 is the pore pressure computed by252
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the DTemPor3 model described later. In the current formulation, the Biot253

coefficient is assumed to be equal to 1 unless otherwise mentioned [? ].254

The mesoscopic crack opening vector associated with each facet of the255

LDPM meso-structure can be calculated as:256

δ = δNn + δLl + δMm (7)

where δN = l (esN − tsN/EN), δL = l (esL − tsL/EL), δM = l (esM − tsM/EM); δN257

is its normal component, and δM and δL are two shear components related258

to the sliding of crack surfaces.259

Finally, the LDPM governing equations are completed through the force260

and moment equilibrium of each LDPM cell:261 ∑
k∈FI

Apktk + VIb = 0,
∑
k∈FI

Apkck × tk = 0 (8)

where FI is the set containing all the facets of a generic polyhedral cell I,262

Apk = Akn
Tnk is the area of the projected facet k [? ] where n is the263

orientation of the tetrahedron edge associated to the facet k and nk is the unit264

vector orthogonal to the facet k with area Ak, ck is the vector representing265

the distance between the centroid of the facet k and the center of the cell,266

VI is the cell volume and b is the external body forces applied to the cell.267

The computational framework is implemented into the MARS code [? ] and268

solved with an explicit dynamic solver.269

2.2. The Hygro-Thermal model (DTemPor3)270

Considering the discrete character of LDPM, the hygro-thermal equa-271

tions are formulated with reference to a three-dimensional network of one-272

dimensional elements anchored to the LDPM system [? ? ]. The formula-273

tion adopted hereinafter is an extension of the two-dimensional continuum274
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formulation proposed by Bažant and coworkers [? ], to the three-dimensional275

discrete settings. The new formulation is entitled DTemPor3.276

2.2.1. Flow Lattice Element System277

For the sake of clarity, the construction of the Flow Lattice Element (FLE)278

system is explained in 2D. Let’s consider two points inside two adjacent279

LDPM tetrahedra. They are labeled as node “T1” and “T2” in the 2D280

representation of Fig. 4 (a) and they are selected to coincide with the Tet-281

point of the LDPM tessellation [? ]. The segment connecting T1 and T2 is282

called “FLE12”. Each FLE has an associated volume as shown in Fig. 4 (a)283

in 2D. Each tetrahedron is characterized by four FLEs governing the mass284

transport and heat transfer from and to all adjacent tetrahedra.285

In 3D the FLE12 domain volume (Vw) consists of two pyramids, termed286

“Side T1” (Vw1) and “Side T2” (Vw2). The length of FLE12 is l12 which can287

be divided into two segments by the intersection with the tetrahedron face288

P1P2P3 (Fig. 4 (b)). The two segment lengths l1 and l2 can be defined by289

the length proportionality coefficients g1 and g2 which satisfy the relations290

li = gil12. The superscript i = 1, 2 identify variables relevant to the Side T1291

and the Side T2, respectively. In Fig. 4 (b), a is the unit vector orthogonal292

to the surface P1P2P3, and e is the direction of FLE12 from T2 to T1. The293

projection of the area P1P2P3 (A4) in the e direction is defined as Aw =294

−A4aTe. One can write Vw = Vw1 + Vw2 = l12Aw/3.295

The common geometry features of LDPM Facets and FLEs allow cou-296

pling the mechanical behavior, particularly fracturing, with the transport297

phenomena. As illustrated in Fig. 4 (c), each FLE domain volume contains298

6 LDPM facets and half of them are on each side of the FLE base. When299
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Figure 4: Flow Lattice Element (FLE) system geometry. (a) FLE generation in 2D. (b)

FLE in 3D. (c) LDPM facets related to mass transport. (d) LDPM facets related to heat

transfer.

concrete fractures the domain volume of the FLE12 becomes the sum of the300

crack space at the facets (Vc with a crack area, Ac, on the P1P2P3) and301

the uncracked material (Vw). The total crack volume can be calculated as302

Vc =
∑2

i=1

∑3
j=1(δ

i
NPjA

i
FPj) in which δiNPj denotes the normal crack opening303

of a facet connecting with Ti and AiFPj is the corresponding facet area.304

The pore pressure and temperature on LDPM Tetrahedral nodes “T1”305

and “T2” represent the mass thermodynamic state in the FLE12 domain306

volume. The fluxes through FLE12 represent the mass and heat exchange307

between two adjacent LDPM Tetrahedra. Accordingly, for each FLE, the308
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mass and heat balance equations can be written as:309

d

dt
(Vwiww + Vciwc) = Aw

(
D1

p2 − p1
l12

+D2
T2 − T1
l12

)
(9)

310

d

dt
(VwiUw + VciUc) = Aw

(
D3

p2 − p1
l12

+D4
T2 − T1
l12

)
(10)

where, t is time; pi(t) and Ti(t) are pore pressure and temperature at Ti,311

(i = 1, 2); ww(p, T ) and Uw(p, T ) denote the water mass and heat content312

per unit volume of uncracked material (subscript “w”); wc(p, T ) and Uc(p, T )313

represent water mass and heat content per unit volume of cracked material314

(subscript “c”); D1 is the hydraulic conductivity (permeability) in Fick’s315

Law and D3 is the thermal conductivity in Fourier’s Law; D2 and D4 are the316

coefficient for Soret mass flux and Dufour heat flux,D1, D2, D3 and D4 are317

the effective properties that must take into accrount the effect of cracking as318

explained later in this paper. The uncracked material volume Vwi and their319

common section area Aw are considered to be constant since the deformation320

of the uncracked material is negligible compared to the area increase due321

to cracking. Hence the domain volume increase of each FLE is assumed to322

come from the initiation and propagation of cracks on the corresponding323

facets (Vci) and the elastic volume increase of Vw is neglected.324

By defining the weighted average pressure and temperature, p =
∑2

i=1 (gipi)325

and T =
∑2

i=1 (giTi), to represent the overall state of FLE12, the governing326

equations for FLE12 can be written as:327

Mu̇ + Ku = S (11)
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where,328

M = Vw


g1C1 g1C2 0 0

g1C3 g1C4 0 0

0 0 g2C1 g2C2

0 0 g2C3 g2C4

 (12)

329

K =
Aw
l12


D1 D2 −D1 −D2

D3 D4 −D3 −D4

−D1 −D2 D1 D2

−D3 −D4 D3 D4

 (13)

330

S = Vw

[
g1s1 g1s2 g2s1 g2s2

]T
(14)

331

u =
[
p1 T1 p2 T2

]T
(15)

in which, C1 = ∂ww/∂p + Vc/Vw ∂wc/∂p; C2 = ∂ww/∂T + Vc/Vw ∂wc/∂T ;332

C3 = ∂Uw/∂p + Vc/Vw ∂Uc/∂p; C4 = ∂Uw/∂T + Vc/Vw ∂Uc/∂T ; s1 =333

−wcV̇c/Vw and s2 = −UcV̇c/Vw.334

It is also worth pointing out that the source term s1 = −wc V̇c/Vw governs335

the pressure release due to cracking behavior. The contribution of water336

dehydration is reflected in the term −∂wd/∂T in C2 on the left side of the337

mass balance equation.338

2.2.2. Initial and boundary conditions339

The variables of state in the presented model are pore pressure, p, and340

absolute temperature, T . For the initial condition, the pore pressure, p0 =341
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h0psat(T0), is defined by the initial relative humidity, h0, and the initial tem-342

perature, T0, of the concrete volume under investigation.343

As a first approximation, mass and heat flux from the concrete surface to344

the environment may be considered to be linearly dependent on the difference345

of surface pore pressure and environmental pressure, and the difference of346

surface temperature and environmental temperature, respectively.347

A so-called “boundary layer” (see in Fig. 4(a)) consisting of FLEs orthog-348

onal outward to the concrete surface with constant cross section and lengths349

lbp for pressure and lbT for temperature is added to the FLE system to simu-350

late the linear drop between the state variables at the specimen surface and351

the environment. All boundary layer FLEs are assumed to have the same352

material parameters of the FLEs which share the nodes on the specimen sur-353

face. In this way, the boundary conditions applied on the boundary layer can354

be simplified to Dirichlet type conditions, Tbo = Ten, and pbo = pen, where,355

Tbo and pbo are temperature and pore pressure of the extended boundary layer356

nodes; Ten is the temperature of the environment; pen = henpsat(T0) is the357

pressure of the environment, which can be calculated by the environmental358

relative humidity hen. By varying the length of the boundary layer, one can359

simulate various degrees of surface emissivity. In this study, lbp = lbT = 1360

mm was used.361

2.2.3. Water content362

The water in the concrete pores can be subdivided into several compo-363

nents, capillary water, physically absorbed water, hindered water in nanopores,364

water vapor and chemically bound water. Capillary water exists as liquid wa-365

ter in large pores. In smaller pores and walls of large pores at low relative366
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humidity, a considerable amount of water is absorbed on the solid skeleton367

surfaces. In nanopores, the absorbed water layer cannot fully developed and368

it becomes hindered, that is water with much smaller mobility than capillary369

and absorbed water. In partially saturated pores, all the types of water can370

be consider to be in thermodynamic equilibrium with water vapor. Since all371

the water types but the chemically bounded can be removed during heating372

at 105 oC, they are collectively known as evaporable water. The chemically373

bound water is known as nonevaporable water, because this kind of water is374

a part of the solid skeleton and it can be removed only upon cement dehy-375

dration at very high temperatures.376

According to this classification and considering old enough concrete for377

which hydration might be assumed to be nearby complete, the water con-378

tent per unit volume of concrete in the uncracked material can be divided379

into evaporable water (we), and water released by dehydration (wd) at high380

temperature:381

ww = we − wd (16)

in which, the evaporable water content, we(T, p), is a function of temperature382

and pore pressure, and the water release due to dehydration, wd(T ), is a383

function of temperature. It is worth pointing out that, in some works [? ?384

], the dehydration water is included as source term which should appear on385

the right side of mass balance equations in Eq. 9. In the present model, the386

dehydration water is included on the left side of the balance equations as a387

negative term following Ref. [? ].388

The desorption isotherms are equilibrium curves of pressure versus spe-389

cific water content at constant temperature. The semi-empirical isotherm390
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presented by Bažant et al. [? ] is widely accepted in the literature [? ? ? ]391

and it is adopted in this work as well. The water content in concrete at high392

temperature can be expressed as:393

we =


c
(
w0

c
h
)1/miso if h 6 0.96

w1.04
e − w1.04

e −w0.96
e

1.04−0.96 (1.04− h) if 0.96 < h < 1.04

wf [1 + 0.12 (h− 1.04)] if h ≥ 1.04

(17)

in which, c is the cement content per unit volume of concrete; w0 is the394

water content per unit volume of saturated concrete at 25 ◦C; wf denotes395

the water content per unit volume of saturated concrete at any temperature,396

wf = w0 + wd; miso (T ) is a temperature dependent coefficient given by:397

miso (T ) = 1.04− (TC + 10)2

(TC + 10)2 + 22.3 (25 + 10)2
(18)

Based on the original assumption in TemPor, the relative humidity is398

defined to represent the water status in pores which is expressed as:399

h =
p

psat(T )
≈ Smiso =

(
ww
wf

)miso

(19)

in which, S is the saturation. When temperature is lower than the water400

critical temperature, TCrit = 375.15 ◦C, the pressure at saturation can be401

calculated as [? ]:402

psat =
7∑
i=1

aci T
i (20)

where ac1 = −1.15466360 · 106 Pa/oC, ac2 = 3.2147795276 · 104 Pa/oC2, ac3 =403

1.591032529 Pa/oC3, ac4 = −3.258874385 · 102 Pa/oC4, ac5 = −3.92808082 ·404

10−5 Pa/oC5, ac6 = 4.424390583 · 10−6 Pa/oC6, and ac7 = −1.43742222 ·405
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10−9 Pa/oC7. If T > TCrit, liquid water does not exist at any pressure can406

one can assume psat = psat(TCrit). Hence, one need to remember that the h407

can be larger than 1 in our numerical model which physically represents the408

over-saturated status in pores.409

In the above isotherm (Eq. 17), the pore water state can be non-saturated410

(h 6 0.96), saturated and over-saturated (h ≥ 1.04) and transitional (0.96 <411

h < 1.04). The case of 0.96 < h < 1.04 represents the vapor condensation or412

liquid water evaporation processes. In the case of h ≥ 1.04, the water content413

can be larger than that at saturation at any temperature (we > wf ). This is414

justified by the increase in concrete porosity due to elastic deformation and415

cracking behavior which provide more space for the water.416

The nonevaporable water, which is chemically bound within cement hy-417

drated products is gradually released in the pores for temperatures ranging418

from 105 ◦C to 1000 ◦C. Dehydration is a complex phenomenon that depends419

on many factors, including but not limited to, temperature history, hydra-420

tion degree, and concrete mix design. In this work, the empirical equation421

proposed by Gawin et al. [? ] is used to describe this process:422

wd =

0 if T 6 105◦C

0.32α∞c cfwd(Tmax(t)) if T > 105◦C

(21)

in which, α∞c = 1.032wmix/c/(0.194 + wmix/c) is the asymptotic hydration423

degree [? ? ]; wmix is the initial water content in the concrete mix; the term424

0.32α∞c c represents the maximum mass of water per unit volume of concrete425

that can be released during dehydration ; Tmax is the highest temperature426

reached by concrete during heating; fwd(T ) is a dimensionless function of427
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temperature with the following expression:428

fwd (T ) =
3∑
i=1

bci (T − 105)i (22)

where, bc1 = 1.7151 · 10−3, bc2 = −4.0006 · 10−7 and bc3 = −2.9507 · 10−10 are429

empirical coefficients with unit 1/oC.430

As soon as fractures occur in the control domain, water diffusion is driven431

by pressure gradient in the cracks. Assuming that the crack volume is filled432

with water, the mass of water per unit volume of crack is wc = ρc, where ρc433

will be the vapor-liquid mixture density in the cracks which is be discussed434

later.435

2.2.4. Permeability436

Neglecting the relatively rather small contribution due to temperature437

gradient (D2 = 0 in Eq. 9), the water flow in the uncracked material can be438

simplified as Darcy diffusion process.439

Concrete permeability to water transport is affected by the porosity and440

its distribution, and the saturation level of the pores. The former is directly441

controlled by many factors, such as mix composition, curing, temperature442

degradation, and damage; the latter is related to the relative humidity in443

the pores. Hence the permeability of the uncracked material, Dw, can be444

formulated by following Bažant and coworkers [? ] as:445

Dw = f1 (h) f2 (T )D0
w (23)

where D0
w is the initial permeability. f1 (h) is a relative humidity dependent446
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function with the following expression:447

f1 (h) =


1 if h > 1

α′ + 1−α′

1+( 1−h
1−hc

)
4 if h < 1

(24)

in which α′ = 1/ [1 + 0.253 (100−min(TC , 100))], hc = 0.75, and f2(T ) is a448

temperature depend function defined as:449

f2 (T ) = 10CT (T−T0) (25)

in which CT is a factor that accounts for the increase of permeability in the450

uncracked concrete at elevated temperature ranging from 0.0025 to 0.005 [?451

? ] and T0 (in K) is the initial temperature.452

Damage and cracking have a large influence on water transport because453

they increase the overall permeability and, as consequence, they induce a454

decrease in the pore pressure. Water is more likely to flow through dam-455

aged material (cracks) than through the uncracked material and then cracks456

become important paths for seepage. The water flow in the cracks can be457

formulated by postulating a Poiseuille type of flow which corresponds to the458

following cracked permeability [? ]:459

Di
c =

ρc
12µc

1

Aw

3∑
j=1

lNPj(δ
i
NPj)

3 (26)

in which, µc is the dynamic viscosity of the vapor-liquid mixture in cracks;460

δiNPj denotes the facet normal crack openings on side Ti (i = 1, 2) in the461

FLE domain, j = 1, 2, 3; lNPj is the crack length on the P1P2P3 surface (see462

in Fig. 4(c)).463
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Although the crack opening of facets on each side in the FLE domain is464

generally different, the mass flux through connecting cracks should be exactly465

the same. Hence the mass flux in cracks is assumed to follow a series model:466

Dc =

(
g1
D1
c

+
g2
D2
c

)−1
(27)

Furthermore, assuming the flows in uncracked material and cracks have467

no interaction in the FLE domain, the effective permeability of a single FLE468

(Eq. 13) can be computed by the following parallel model:469

D1 = Deff = Dw +Dc (28)

2.2.5. Heat capacity470

The heat capacity is the specific heat multiplied by the density and it is471

a non-linear function of temperature and pressure. The latent heat effects472

are incorporated as a part of the water phase changes, chemically bound473

water dehydration, and evaporation-condensation. The phase change of α−β474

inversion of quartz and the chemical change of carbonation-decarbonation are475

not explicitly introduced in the formulation. Therefore, the thermal energy476

per unit volume of concrete can be expressed as the algebraic sum of the heat477

density in the uncracked material, the heat consumption due to dehydration478

process and latent heat:479

Uw = Us − Ud − Uv (29)

where the heat density in uncracked material can be expressed as Us = ρsCsT480

with the solid skeleton density ρs = 2400 kg/m3, and the heat capacity481

Cs = 900+80 (TC/120)−4 (TC/120)2 [? ]. The dehydration heat consumption482
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is defined as Ud = Cdwd, in which Cd = 2400 J/kg is the heat consumption483

of dehydration per kilogram of concrete [? ]. The term Uv = weHl represents484

the heat consumption of evaporation and condensation in which Hl represents485

the enthalpy of liquid water as a function of p and T , and we is the amount of486

evaporable water per unit concrete. This term is typically neglectable largely487

due to the fact that water constitutes a small portion of the mass of concrete488

[? ].489

The heat energy of the vapor-liquid water mixture in the unit volume of490

cracks can be expressed as Uc = ρcCcT , where Cc is the heat capacity of491

the vapor-liquid water mixture in the cracks. By taking the time derivative,492

one can obtains U̇c = ρcCcṪ + T ḣ∂(ρcCc)/∂h, in which ∂(ρcCc)/∂h ≈ 0 as in493

most cases the states of water (liquid or vapor) is stable.494

The coefficients of heat transfer in Eq. 11 can be then calculated as:495

C4 = ρsCs−Cd∂wd/∂T + ρcCcVc/V . The source term, s2 = −ρcCcT V̇c/V , is496

obtained due to the thermal exchange between the uncracked material and497

the vapor-liquid water mixture in the cracks.498

2.2.6. Heat conductivity499

Since the thermal exchange caused by pressure gradient is quite small it is500

usually ignored (D3 = 0). Hence the transient heat transport can be reduced501

to Fourier’s Law in which D4 physically represents the effective thermal con-502

ductivity.503

As emphasized in the recent studies by Shen et al. [? ? ? ], it is the504

cracks sub-orthogonal to thermal conduction, rather than the sub-parallel505

cracks, that have profound negative effect on concrete heat conduction per-506

formance. For this reason, the crack opening of 12 facets sub-orthogonal to507
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FLE (Fig. 4(d)) are used to take into account the effect of fracture on the508

thermal conduction by using the following series model:509

D4 = λeff =

(
1 +

Ac
Aw

)(
l12
λ0w

+
δ̄1NO
λc

+
δ̄2NO
λc

)−1 (
l12 + δ̄1NO + δ̄2NO

)
(30)

in which, λ0w is the initial thermal conductivity of uncracked material; δ̄iNO =510 ∑6
j=1 δ

i
NOj/6 (i = 1, 2) is the average normal cracking opening of the 6 facets511

sub-orthogonal to FLE on each side Ti; λc is the thermal conductivity of the512

vapor-liquid water mixture in the cracks, and 1 + Ac/Aw ≈ 1.513

2.2.7. Effect of water evaporation and condensation in the cracks514

To determine ρc, Cc, λc and µc in the cracks, an important issue is to515

determine the water state, because condensation and evaporation of free516

water might happen. The water states in the cracks is assumed to depend on517

the relative humidity. If h > 1.1, water in the cracks is liquid, χc = χl. When518

h < 1, the water state is vapor, χc = χv. Otherwise, when 1 < h 6 1.1, water519

is a mixture of liquid water and vapor. The smoothstep function is employed520

to model the phase change:521

χc = (χl − χv)
{
−2 [10 (h− 1)]3 + 3 [10 (h− 1)]2

}
+ χv (31)

in which, χc, χv and χl are parameters for the vapor-liquid mixture, vapor522

and liquid water, respectively. The same function χc is used for ρc, Cc,523

λc, and µc, and ρl = 1000 kg/m3, ρv = 0.6 kg/m3, Cl = 2 kJ/(kg · oC)524

, Cv = 4.17 kJ/(kg · oC), λl = 0.6 W/(m · oC), λv = 0.0265 W/(m · oC),525

µl = 800× 10−6 Pa · s, µv = 12× 10−6 Pa · s [? ? ].526
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2.3. Two-way coupling scheme527

The hygro-thermo-mechanical coupled problem of concrete thermal spalling528

here is enforced as a two-way coupling solution of the LDPM-HT (Section 2.1)529

and the DTemPor3 model (Section 2.2). While the LDPM Cells system pro-530

vides a mesoscopic description of concrete mechanical behavior and the FLEs531

network serves as a source of mechanical loads caused by the temperature532

gradient and built-up pore pressure, the dual-lattice system allows for the533

coupled simulation of the heat transfer, mass transport and cracking behav-534

ior of concrete in the spatial dimension.535

However, the difficulty locates at the mismatch of time steps between536

the LDPM-HT and the DTemPor3 model. The LDPM-HT uses an explicit537

dynamic algorithm with a central difference [? ], while the time integra-538

tion of the DTemPor3 model is performed by means of the Crank-Nicolson539

(implicit) method [? ]. Hence in the time dimension, a staggered coupling540

scheme is proposed to bridge the gap between the simulation time step (ts)541

in the explicit solver for LDPM-HT and the real time step (tr) in the implicit542

method for DTemPor3 model.543

The numerical implementation of the two-way coupling scheme is illus-544

trated in Fig. ??. At the selected simulation time step, the LDPM-HT makes545

use of the solutions (T and p) from the DTemPor3 model at the correspond-546

ing real time step, whereas properties for the DTemPor3 model are updated547

by using the information from the LDPM-HT (crack opening). But one need548

to notice that the a simulation time step generally does not have its one-to-549

one correspondence of real time step. Hence a simulation real time (rts) is550

mapped from the simulation time step and a linear interpolation is applied551
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to compute the thermal and hydraulic loads for the LDPM-HT solution at552

the corresponding simulation time step. In turn, a new step of the DTem-553

Por3 model (tr) uses the crack opening distribution from LDPM-HT at the554

nearest ts −→ rts < tr.555

The staggered coupling scheme along with the mixed explicit-implicit556

integration scheme provides a simple yet efficient approach for two-way cou-557

pling simulations of the hygro-thermo-mechanical coupled problem. The558

proposed framework of the Multi-physics Lattice Discrete Partial Model (M-559

LDPM) is implemented into the MARS software [? ], which is a structural560

analysis computer code with an object-oriented architecture that makes the561

implementation of new computational technologies very effective.562

Figure 5: Illustration of the two-way coupling scheme. tsm+k > tsm+1 > tsm > 0 are the

simulation steps and their corresponding simulation real time steps are rtsm+k > rtsm+1 >

rtsm. trn+1 > trn > 0 are the real time steps. m,n, k are natural numbers.
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3. Numerical Example563

3.1. Experiment and simulation setup564

The effectiveness of the coupled LDPM-DTemPor3 model is here demon-565

strated by simulating a set of high temperature experiments reported by566

Kalifa et al. [? ]. As illustrated in Fig. ??(a), the experiments are relevant567

to concrete slabs with a thickness of 0.12 m and in-plane dimensions of 0.3 m568

× 0.3 m. They were exposed to the environment at their top and bottom569

surfaces and thermally insulated on all lateral sides. From their initial stor-570

age conditions, the slabs were heated to 600 ◦C at their top surface for a571

period of 6 hours. Two types of concrete were tested: high-performance con-572

crete (HPC) and ordinary concrete (OC) characterized by the mix-designs573

reported in Table. ??. Throughout these tests, the internal pressure and574

temperature in the central part of the slabs were measured by sensors at575

different depth from the heated face as shown in Fig. ??(a).576

In the numerical analyses the size of the slabs was reduced to save com-577

putational cost. The simulated slab had the actual thickness of 120 mm and578

the in-plane dimensions of 150 mm × 150 mm. The heating and cooling579

loads (Ten) measured in the experiments were applied at the top and bottom580

surfaces, respectively, and the environmental relative humidity (hen) was as-581

sumed to be 0.6. The initial condition of the specimen was characterized by582

T0 = 25 ◦C and h0 = 0.95. From the simulations, data on nine nodes at583

every 10 mm depth were output (Fig. ??(a)). The lateral boundaries were584

sealed to heat transfer and mass transport and were mechanically supported585

only allowing the thermal expansion through the specimen depth.586

It is important to point out that, in the real experiments, the lateral587
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sides were not perfectly sealed. This can cause some degree of discrepancy588

between the numerical and experimental results as it will be discussed later.589

However, this approximation was adopted by all numerical studies available590

in the literature because it is virtually impossible to determine the actual591

condition [? ? ? ? ].592

All parameters for HPC and OC used in the numerical analyses are listed593

in Tab. ?? which were carefully identified to match the experimental results.594

The size of aggregate particles, ranging from 4 to 20 mm, and the mix designs595

used for the LDPM mesh generation were chosen on the basis of the actual596

concrete mix used in Kalifa et al.’s experiment [? ].597

3.2. Numerical simulation of HPC slabs598

The numerical results obtained by the DTemPor3 model and the experi-599

mental data for HPC are presented in Fig. ??.600

Fig. ??(b) shows the heating and cooling curves which represent the ther-601

mal loads applied at the two ends of the slab. One can see that the numerical602

temperature results (solid lines) are in good agreement with the experimental603

data (dots) at the temperature from 25 to 250 ◦C, while a certain mismatch604

appear after 3 hours of heating. This seems to be caused by the difference605

in boundary condition, because in the experiments the lateral sides of the606

specimens were not perfectly sealed as in the numerical simulations.607

Fig. ??(c) shows the relation between pore pressure and temperature. It608

is clear that the rising parts of the pore pressure curves at various depth609

agrees with the saturated vapor pressure curve (black dashed curve). This is610

also supported by the observation in the experiments [? ]. In turn, this also611

proves the rationality to ignore the contribution of dry air in the pore pressure612
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Table 2: Concrete mix-designs and model parameters used in the simulations

Parameters Unit Definition OC HPC Source

Mix-designs

c [kg/m3] Cement content 350 377 [? ]

wmix/c [−] Water/cement ratio 0.5 0.34 [? ]

a/c [−] Aggregate/cement ratio 5.23 5.09 [? ]

da [mm] Aggregate maximum diameter 20 20 [? ]

LDPM at room temperature

E0 [MPa] Normal Modulus 43748 62500 Identified

σt [MPa] Tensile strength 4 5 Identified

lt [mm] Tensile characteristic length 120 80 Identified

σs [MPa] Shear strength 10.8 30 Identified

σc0 [MPa] Compressive yielding stress 150 200 Identified

µ0 [-] Initial friction 0.2 0.4 Identified

σN0 [MPa] Transitional stress 600 300 Identified

κc0 [-] Strain limit ratio 2 5 [? ? ]

κc1 [-] Vol. dev. damage threshold ratio 2 1 [? ? ]

κc2 [-] Vol. dev. damage magnitude 1 2 [? ? ]

d0 [mm] LDPM minimum diameter 4 4 Assumed

DTemPor3 model

w0 [kg/m3] Initial water content 100 100 [? ]

D0
w [m/s] Initial permeability 8× 10−13 5× 10−13 Identified

λ0w [W/(oC ·m)] Initial thermal conductivity 2 2.2 Identified

CT [-] Temp. effect on permeability 0.0045 0.004 Identified
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Figure 6: Comparison of numerical and experimental results for HPC. (a) Test setup. (b)

Temperature evolution with time. (c) Pressure evolution with temperature. (d-g) Pressure

evolution with time at 10, 20, 40 and 50 mm depth. (h) Pressure evolution with depth.

(i) Temperature evolution with depth.
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in the DTemPor3 model. The built-up pressure peak keeps increasing with613

the depth and its value never exceeds 4 MPa.614

In Fig. ??(d-h) one can see that the DTemPor3 model reproduces the615

experimentally recorded pressure values very well both in magnitude and616

profile shape. The peak value at a depth of 50 mm (Fig. ??(h)) occurs a617

little earlier in the simulations than in the experiments. This may be caused618

by the already mentioned difference in pressure boundary conditions between619

experiments and simulations. Indeed, in the simulations, due to the perfect620

sealing of the lateral surface more water is retained inside the slab leading621

to an earlier and higher pressure peak.622

Fig. ??(h) and (i) show pressure and temperature distributions along the623

depth at different times after heating. The pressure peak moves inward as624

the heating time increases. The peak value increases along the depth close625

to the heated surface and then decreases close to the bottom. The pressure626

peak value approaches the maximum value of 4 MPa at the slab mid-depth.627

Fig. ?? illustrates the contours of T , p, S, Deff , λeff and total crack628

opening after a 3-hour of heating. Vapor with high pressure moves to low629

pressure zones driven by the pressure gradient. Part of the water mass es-630

capes from the specimen at the heating surface and the rest moves to a lower631

temperature zone, where vapor condensates into liquid water forming a sat-632

urated zone next to the peak pressure area. This phenomenon is known in633

the literature as “moisture clog” [? ]. Fig. ??(d) and (e) show the Deff and634

λeff at a certain time step. The evolution of Deff and λeff is due to the635

combined effect of crack opening, pressure and temperature.636
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Figure 7: Results for the HPC slabs after 3 hours of heating.

3.3. Numerical simulation of OC slabs637

The same numerical analysis was carried out for OC slabs. Fig. ?? shows638

the numerical and experimental plots of temperature and pressure versus639

time measured at various distances from the slab top.640

Fig. ??(a) shows the temperature development during heating from both641

the experiments (dots) and the simulations (solid lines). The heating and642

cooling curves are the thermal loads applied at the two ends of the slab.643

Fig. ??(b) provides the relation between pressure and temperature. Dif-644

ferently from the HPC, the pressure peaks remain around 1.25 MPa through-645

out the depth. This was also recorded in the experiments and it is caused by646

the fact that more pore-necks [? ] become mass transport paths in OC than647
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in HPC during the heating process. This is reflected in a larger value of the648

parameter CT (see Tab. ??) in Eq. 25.649

Fig. ??(c-g) shows good agreements between numerical and experimental650

data for both profile shape and values of the pressure evolution. For the651

same boundary conditions issue as in the HPC case, the simulations give an652

earlier pressure peak inside the specimen.653

Fig. ??(h) and (i) show pressure and temperature distributions along the654

slab depth at various times. As previously observed for the HPC case, the655

pressure peak moves inward as the heating time increases.656

3.4. Effect of crack opening on pressure657

In this section, the contribution of crack opening in Eq. 11 to the pressure658

peak is examined. The parameters of HPC in Tab. ?? are used and the659

pressure peak values at different depth from the numerical analyses with and660

without cracks are plotted in Fig. ??.661

One can see that the effect of crack opening becomes significant when662

the depth is larger than 40 mm. At those depths, the pressure (4 MPa) is663

high enough to initiate and extend the cracks. In the case where the effect664

of cracks is included, cracks become an important mass transport path in665

which water can flow to lower pressure areas. As a result, the pore pressure666

decreases locally.667

4. Concrete thermal spalling mechanisms668

This section analyzes the main mechanisms of concrete thermal spalling.669

As neither pore pressure and thermal stress can be isolated in real exper-670

iments, it is very difficult to obtain a definite experimental conclusion on671

37



Figure 8: Comparison of numerical and experimental results for OC slabs. (a) Temperature

evolution with time. (b) Pressure evolution with temperature. (c-g) Pressure evolution

with time at 10, 20, 30, 40 and 50 mm of depth. (h) Pressure evolution with depth. (i)

Temperature evolution with depth.
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Figure 9: Effect of cracking on pressure.

which spalling mechanism is dominant. Fortunately, numerical modeling al-672

lows for each influence factor to be independently isolated to characterize the673

significant one and their coupling.674

In this section, the considered simulations setup is the one used in the675

experiments carried out by Lo Monte et al. [? ]. In those tests, the speci-676

men was a 800 mm-side square concrete slab with a 100 mm thickness. The677

heat source, following ISO 834-1 [? ], was applied at the bottom in a central678

window of 600×600 mm2 to keep low temperature in the peripheral 100 mm679

concrete rim experiencing confinement. Sixteen radial slits were cut in order680

to break the mechanical continuity. In the simulations the temperature mea-681

sured at the heating surface was applied at the bottom of the slab according682

to the plot shown in Fig. ??.683

For the purpose of saving computational cost, a side length of 400 mm684

was used in the numerical analyses and, correspondingly, all other dimensions685
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Figure 10: Spalling thermal loads ans experiment setup.

were scaled by 0.5. The heating load (Fig. ??) was applied on the central686

window (300×300 mm) and the displacements of the cold rim peripheral687

faces were set to zero. Since no information was available for the mechanical,688

flow and thermal properties of the concrete used in the experiments, the689

parameters for OC in Tab. ?? were used in the simulations.690

First of all, the spalling phenomenon was simulated considering the effect691

of both thermal stresses and pressure. The pressure peak value reaches about692

0.7 MPa at 20-mm depth and the peak moves towards to the cooling surface693

during the heating process (Fig. ?? (a)). One need to remember that the694

maximum peak pressure value is much smaller than that in the simulations695

of Kalifa’s tests. This is mainly caused by the high heating rate of ISO-696

834. In the secondly place, the differences in concrete mix and the depth697

of pore pressure can influence the pore pressure build-up. The simulated698

temperatures fit very well with the experimental measurement along the699

40



depth after 10, 20 and 30 minutes of heating (Fig. ?? (b)).700

Fig. ?? (a) and (b) show the crack opening distribution after 15 and 30701

minutes of heating. After 15 minutes of heating, some initial spalling can be702

observed. As the temperature keeps increasing, the spalling area expands and703

many fragments are ejected from the surface. This phenomenon is similar to704

the high-speed camera observations obtained by Zeiml et al. [? ].705

Fig. ?? (c) shows the macroscopic stress [? ] along the depth at the center706

of the specimen. Since the lateral surface of the cold rims is supported, the707

specimen is under biaxial compressive condition throughout its thickness.708

The absolute value of the biaxial stress reaches a maximum (50 MPa) at 16-709

mm depth after 30 minutes of heating. The average pressure on the lateral710

surfaces of the cold rims is 21.15 MPa after 30 minutes of heating. This711

value is higher than the confinement stress in the experiment, but it does712

not change the biaxial compressive stress status near the heating area. The713

spalling depth in the experiment was about 50 mm, which is half of the slab714

thickness, while in the present simulation a 16 mm depth spalling is obtained.715

The most significant reason for this difference is the slab size, because the716

deformation in a buckling problem is significantly affected by the distance717

between two constrains.718

The same numerical analyses were carried out again by excluding the719

effect of pressure (b = 0 in Eq. 6) or the effect of thermal expansion (αT = 0720

in Eq. 2). Fig. ?? (c) shows the crack opening distribution after 30 minutes721

of heating if only thermal expansion is included. In this case the cracking722

distribution is similar to that of the complete simulation, but the spalling723

area is smaller and the generation of fragments is somewhat less pronounced.724
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Figure 11: Results along the depth after 30 minutes of heating at the slab center (x =

0, y = 0): (a) Temperature, (b) Pressure, (c) Biaxial stress and (c) Spalling depth.

This indicates that thermal dilatation is a major contribution to generate725

damage inside the specimen and consequent spalling.726

Fig. ?? (d) shows the crack opening distribution after 30 minutes of heat-727

ing if only the effect of pressure is included. In this case, a totally different728

cracking pattern occurs. A clear macro-crack is formed near the heating sur-729

face which cannot be found in Fig. ?? (b) and much less micro-cracks are730

generated inside the specimen. In addition, the most important point is that731

no thermal spalling is observed in this case. Since thermal stresses are ex-732

cluded from this simulation, much less micro-cracks appear and the pressure733
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can easily build up to a high value to cause the formation of a macro-crack.734

However, as soon as the macro-crack appears, the increase of crack space735

leads to a significant reduction of pressure and no fragment can be gener-736

ated. In conclusion, it is clear that the effect of pressure is not enough to737

cause thermal spalling, but the formation of the macro-crack isolates a layer738

of concrete near the surface which is then more likely to buckle and to spall739

if thermal stresses are present.740

By comparing the three cracking pattern at 30 minutes of heating (Fig. ??741

(b), (c) and (d)), one can clearly see that concrete thermal spalling is a joint742

action of thermal stresses and pore pressure and that thermally induced743

stresses play the most significant role.744

Figure 12: Crack opening contour during thermal spalling. (a) After 15 minutes of heating

with all spalling factors included; (b) After 30 minutes of heating with all spalling factors

included; (c) After 30 minutes of heating with only thermal stresses effect; (d) After 30

minutes of heating with only pressure effect.

The spalling depth evolutions at the center point of the slab in above745

cases are plotted in Fig. ?? (d). One can find that the spalling depth in746
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the simulation with only thermal stress are close to that of the joint case747

before 25 minutes. After the heating time of 30 minutes, the spalling depth748

in the joint case keeps increasing while no further spalling occurs in the other749

cases. Therefore it is easy to understand that the contribution of thermal750

stress domains the spalling at the beginning and the pore pressure becomes751

a non-negligible factor with the increase of time/depth when/where the pore752

pressure can build up.753

5. Conclusions754

This study proposes a discrete three-dimensional hygro-thermal model755

(DTemPor3) for concrete at high temperature coupled with the Lattice Dis-756

crete Particle Model (LDPM) for the simulation of thermal spalling. The757

two-way coupling simulations is equipped with the capability of taking into758

account the effect of cracks on heat transfer and mass transport as well as759

the cracking behavior caused by thermal expansion and pore pressure.760

Excellent agreement between model predictions and available experimen-761

tal data is demonstrated by simulating both high performance concrete (HPC)762

and ordinary concrete (OC) slabs subject to high temperature. By using the763

coupled the DTemPor3-LDPM framework, the numerical simulations repro-764

duced successfully concrete thermal spalling.765

On the basis of the numerical simulations performed in this study, the766

following conclusions can be drawn:767

(a) At elevated temperatures, the pore pressure peak in heated concrete768

slabs moves along the slab depth from the hot surface to the cool surface769

during the heating process. For HPC, the pore pressure peak value770
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reaches the maximum in the middle of the slab. For OC, the pressure771

peak value is almost constant at various depth.772

(b) Concrete fracture has a significant effect on the local pore pressure773

build-up and major cracks lead to a significant pressure release.774

(c) Thermal stresses play a dominant role in concrete thermal spalling.775

Thermal expansion supplies the major contribution to generate micro-776

cracks inside concrete. Pore pressure is not enough to form spalling,777

although pore pressure can form macro-cracks parallel to the heat sur-778

face which are then more likely to buckle and spall under the effect of779

thermal strsses.780

(d) Thermal spalling is obviously a joint action of pore pressure and ther-781

mal stresses. While thermal spalling is possible when thermal stresses782

are the only factor, spalling is much more pronounced after marco-783

cracks are formed due to the effect of pore pressure.784

(e) Thermal stress domains the spalling at the beginning, and with the785

increase of heating time, the pore pressure gradually becomes a non-786

negligible factor when/where the pore pressure can build up.787

It is disappointed that presently there is no available experimental data788

of the thermal degradation, the evolutions of temperature and pore pressure789

(low heating rate), and thermal spalling depth (high heating rate) for one790

concrete mix. Therefore it is very hard to accurately simulate the spalling791

phenomenon due to the lack of the concrete parameters in the real tests. In792

the further research, authors will put our efforts to build a comprehensive ex-793
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perimental database and then attempt to predict the thermal spalling depth794

with our numerical model.795
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