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Abstract

This paper reports extensive experimental results characterizing the supersonic expansion of an organic vapor in non-ideal thermodynamic conditions typical of organic Rankine cycle (ORC) turbines. Data are also employed to assess the accuracy of different thermodynamic models used to describe non-ideal expansions.

Experiments were carried out on a converging-diverging nozzle test section, where siloxane vapor MDM expanded in the proximity of the saturation curve, the typical operating region of ORC expanders, thus proving the importance of the present investigation for ORC technology. Indeed, detailed experimental data representative of ORC expansions, useful for design tool assessment, were lacking in the open literature up to date.

Two nozzles, featuring exit Mach number of 2.0 and 1.5, were tested from highly non-ideal states to dilute gas conditions. The nozzle flow was characterized by measuring total pressure, total temperature and static pressure along the axis. The Mach number was measured at the centerline through schlieren imaging. Vapor expansion was found to be dependent on inlet conditions, thus proving the flow non-ideality.

State-of-the-art thermodynamic models proved their capability of fully describing the flow non-ideality, while simpler and easier to implement equations of state, such as van der Waals, can be acceptable for preliminary expander calculations.
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1. Introduction

Nowadays organic Rankine cycle (ORC) power systems represent a cost effective and mature technology for efficient power generation in the range of 100 kW to 100 MW in cases where thermal power is available at low to medium temperature. This is the case of renewable energy sources, such as geothermal reservoirs and biomass combustion, and heat recovery from industrial processes (power plants, cement factories) [1, 2]. In these power and temperature ranges, ORCs are preferred over steam Rankine cycles due to their relatively high efficiency and the simplicity of cycle configuration.

The expander is certainly a key element of an ORC system. Its efficiency has a significant impact on the whole cycle performance. At present, turbo-machines are most commonly employed, being the use of volumetric expanders limited to mini or micro-ORCs and to low temperature applications [1]. Current design, optimization and analysis tools for ORC turbo-expanders are based on CFD codes [3, 4, 5] embedding state-of-the-art thermodynamic models [6, 7, 8]. These are necessary since the expansion process occurs, for a significant portion, through thermodynamic regions close to the vapor saturation curve and the critical point, where the vapor behavior is far from ideality.

Detailed experimental data focusing on typical turbine channel flows, which are key to assess the accuracy of such tools, are not available in the open literature up to date. Investigation within industrial turbines is impracticable, due to the limited accessibility of turbine stages and the unavailability of proper instrumentation. Thus, in recent years, many experimental facilities were conceived and designed in order to fill this gap in literature. At TU Delft, the Flexible Asymmetric Shock Tube (FAST) was built and operated to study fundamentals of wave propagation in dense vapor of organic compounds by exploiting a Ludwieg tube [9]. The main purpose of the facility is to provide experimental proof of non-classical gas-dynamic behavior of complex vapors in the single phase region close to the saturation curve and the critical point.

Concerning, more specifically, the study of expansions of complex fluid vapors in the non-ideal gas regime, other experimental activities are underway. The Test Rig for Organic VApors (TROVA) [10, 11, 12] at the Laboratory of Compressible Fluid-dynamics for Renewable Energy Application (CREA) of Politecnico di Milano, is a blow-down operated facility built with the aforementioned purpose of contributing to the available bibliography concerning experimental data on ORC turbine flows. More generally, the aim is to also carry out fundamental research in the field of Non-Ideal Compressible Fluid Dynamics (NICFD), the branch of fluid-dynamics dealing with compressible flows whose behavior cannot be described by the ideal gas law. The TROVA test section can be equipped with planar nozzles, designed for different fluids and/or operating conditions, and it can also accommodate linear blade cascades. A converging-diverging nozzle is undoubtedly the simplest geometry that allows to expand vapor from subsonic to supersonic velocity, similarly to ORC turbine channels. Also, the use of a straight axis nozzle allows flow field investigation with the use of pressure taps-line-transducer systems, with no need of employing directional
pressure probes, which are still unavailable for such unconventional flows. Moreover, the investigation of the flow within such nozzles or around aerodynamic and bluff bodies, represent themselves key fundamental NICFD experiments which are relevant for ORC applications [13, 14].

Continuous operation facilities are currently under commissioning. The ORCHID at TU Delft [15] implements a high-temperature regenerative ORC power system for components testing. The CLOWT at Muenster University of Applied Sciences [16] is a continuous ORC vapor tunnel designed and built to develop loss correlations for turbo-expanders by studying the flow through linear blade cascades up to transonic velocities.

This article extends the results of an experimental campaign performed on the TROVA nozzle presented in [17] by reporting findings for more non-ideal thermodynamic conditions. In addition, the reliability of different thermodynamic models in predicting the flow behavior is assessed against experimental data. Siloxane MDM (octamethyltrisiloxane, C$_8$H$_{24}$O$_2$Si$_3$) was selected as working fluid since it is largely employed in high temperature ORCs and it features a wide non-ideal thermodynamic region in the vapor phase where ORC expanders typically operate [18]. Two nozzles were employed; they were designed [19] to obtain a uniform Mach number of 2.0 and 1.5 at the outlet section, which are typical values for ORC turbine vanes, especially for initial stages. The two nozzles are operated at inlet conditions varying from highly non-ideal states to almost ideal gas conditions, namely for compressibility factor $Z = P v / R T$ ranging between 0.63 and 0.98; $P$ is the pressure, $v$ the specific volume per unit mass, $R$ the gas constant and $T$ the temperature. The vapor flow is characterized by means of total pressure and total temperature measurements in a settling chamber upstream of the nozzle and by wall static pressure measurements along the nozzle center line. The schlieren technique is also applied to visualize the two-dimensional density gradient field along the axis direction. This enables the visualization of Mach waves in the diverging portion and thus the direct measurement of the Mach number at the axis.

Different tests, performed in similar conditions, exhibited good repeatability as proved by the obtained comparable results. Therefore, results are discussed here for two tests only, while details on the full experimental campaign, including the complete dataset and comparison with air operated nozzles, can be found in [20]. In particular, non-ideal compressible flow effects in the expansion process are highlighted in the following by referring to the influence of inlet conditions, which is absent in the case of polytropic ideal gas (PIG). The comparison of measured flow features with those calculated by modeling MDM vapor as a PIG in CFD simulations showed significant deviation from the ideal behavior. This proves the importance of accounting for non-ideal effects in the detailed design and performance prediction of ORC turbo-expanders and of any system operating with such unconventional compressible flows. On the other hand, isentropic expansion calculations were performed using equations of state of different complexity. The van der Waals model and the Helmholtz energy based equation of state developed by Span and Wagner [6] and implemented in RefProp [21, 22] are applied. Results obtained showed that the accuracy of
the van der Waals model in predicting non-ideal effects can be considered sufficient for preliminary thermodynamic expander design and for the definition of turbo-expander configuration.

The paper is structured as follows. Section 2 describes the facility and the implemented measurement techniques, while section 3 presents the test procedure. Results are discussed in section 4, thermodynamic modeling of non-ideal flows is reported in section 5, and section 6 finally draws the conclusions.

2. Experimental apparatus and instrumentation

The TROVA is a batch-operated facility. The organic fluid under scrutiny is heated in a High Pressure Vessel (HPV) with constant volume in order to reach saturated, superheated, or supercritical conditions at pressure and temperature above the stagnation conditions at which the nozzle test section is fed. The opening of a fast operating Main Control Valve (MCV) allows the vapor to expand in a converging-diverging nozzle and to be then discharged to a Low Pressure Vessel (LPV) where de-superheating and condensation occur. The loop is closed by pumping the liquid to the HPV through a membrane pump. A more detailed description of the apparatus is given in [10, 12].

The plant is conceived to test a wide class of organic fluids at different operating conditions; therefore, the TROVA test section can accommodate different, specifically designed nozzles [19]. A planar configuration was preferred to easily equip the test section with an optical access. In case the nozzle operates in under-expanded or adapted conditions, the flow at the core can be assumed as isentropic and the pressure field at the axis can be measured without the use of calibrated pressure probes, which are currently not available. The experimental campaign was carried on two different nozzles. The first one, labeled M2.0, is designed to deliver a uniform flow at the exit with Mach number $M = 2.0$. A backward facing step of height $h = 0.1$ mm (1.2% of the throat semi-height $H$) is machined at the geometrical throat to study the formation of oblique shocks downstream the separation point; details are given in [14]. The second nozzle, labeled M1.5, provides a uniform outlet flow at Mach number $M = 1.5$. It is machined with no step at the throat and an increased roughness at the profile surface, in order to promote the formation of weak waves, whose slope relative to the flow direction provide a direct measurement of the local Mach number.

Along the axis, nine static pressure taps are located on the back plate, which is made of carbon steel and is mirror polished to perform schlieren visualization with a double passage arrangement. Available taps are labeled from 1 to 9 in the flow direction and have a diameter of 0.3 mm. A 30 mm-long line connects each tap with a piezo-resistive pressure transducer which measures the static pressure $P$ at the tap location. Frontally, a planar quartz window provides optical access to the flow within the test section.

Nozzle total pressure $P_T$ and temperature $T_T$ are measured in the plenum upstream of the test section, where the flow velocity is about 1 m/s. This allows to measure $P_T$ with a wall pressure tap. $T_T$ is obtained by using two thermocouples. A first one of K type, labeled TCK, features a hot junction...
of 0.25 mm diameter. A second one of J type, labeled TCJ, exhibits a hot junction of 0.7 mm diameter. The distance between the two thermocouples is about 200 mm and the hot junctions are both located at the chamber axis. A two-sensor characterization method \[23\] was used to evaluate the thermocouple time constants \(\tilde{\tau}\), which resulted in values of \(\tilde{\tau}_{TCK} = 0.28\) s and \(\tilde{\tau}_{TCJ} = 1.34\) s for TCK and TCJ respectively. The acquired signals exhibit a considerably low frequency content (e.g. for pressure signals about 99.995% of the energy content lies below 0.2 Hz), therefore no compensation was applied, since the reconstructed temperature featured a deviation well below the thermocouple expanded uncertainty, which is of 1 °C. Consistent (though more optimistic) time constant estimations were obtained by applying a theoretical model based on forced convection correlations (see \[24, 25\]).

Pressure sensors operate at temperature up to 343 °C and feature an undesired sensitivity to temperature changes. Therefore, a pressure-temperature calibration surface was built in a domain extended from 1 bar to full scale (FS \(\in [3.5, 40\) bar]) for pressure and from 25 to 300 °C for temperature. This temperature range was also adopted for thermocouple calibration. The expanded uncertainty resulting from the calibration process is about 0.07% of the full scale for pressure sensors and about 1 °C for thermocouples. The dynamic response of the pressure measurement system, was assessed employing a viscous model capable of treating complex line-cavity systems \[26\]. A satisfactory value of about 200 Hz was estimated for the tap-transmission line resonance frequency.

The density gradient field was acquired through schlieren visualization technique. A digital trigger allowed to synchronize the acquired images with pressure and temperature measurements. A double passage schlieren system equipped with a 100 W Hg arc-lamp and a high speed CMOS camera was adopted. The camera sensor features an area of 11.34 x 7.12 mm and a resolution of 1936 × 1216 pixels. The knife edge arrangement is such that axial density gradients within the nozzle are visualized as dark areas if positive (compression waves) and bright regions if negative (expansion waves). A more detailed description of the instrumentation can be found in \[27, 28\].

3. Test methodology

Different experimental runs were performed on MDM vapor expanding through the two nozzles, M2.0 and M1.5, starting at highly non-ideal thermodynamic conditions close to the saturation curve. Indeed, the MDM vapor exhibits a small degree of superheating, with initial total conditions of \(P_T \simeq 9\) bar and \(T_T \simeq 270\) °C, corresponding to a minimum value of compressibility factor \(Z_T \simeq 0.63\) and to reduced conditions of \(P_{Tr} = P_T/P_C \simeq 0.63\) and \(T_{Tr} = T_T/T_C \simeq 0.96\), where \(P_C\) and \(T_C\) are critical pressure and temperature respectively. A good repeatability was verified, therefore only one test for each nozzle is thoroughly discussed here. According to the nozzle name these two test are referred to as test M2.0 and test M1.5. For Mach measurements only, results are also shown for a second test with nozzle M1.5, which is labeled M1.5'.
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Table 1: Total pressure $P_T$ and temperature $T_T$, total compressibility factor $Z_T$, adapted nozzle expansion ratio $\beta$ and exit Mach number $M_{out}$ at time $t = 0$ s. The adapted nozzle expansion ratio $\beta$ is defined as the total pressure $P_T$ to outlet static pressure $P_{out}$ ratio in adapted nozzle condition.

<table>
<thead>
<tr>
<th>Test</th>
<th>$P_T$ (bar)</th>
<th>$T_T$ (°C)</th>
<th>$Z_T$</th>
<th>$\beta = P_T/P_{out}$</th>
<th>$M_{out}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2.0</td>
<td>9.02</td>
<td>269</td>
<td>0.65</td>
<td>9.16</td>
<td>2.03</td>
</tr>
<tr>
<td>M1.5</td>
<td>9.20</td>
<td>268</td>
<td>0.63</td>
<td>3.12</td>
<td>1.50</td>
</tr>
</tbody>
</table>

A single test run starts at the opening of the MCV, establishing the vapor flow within the nozzle, and lasts about 140 s, excluding the transient time related to the valve opening. The test ends when the nozzle flow reaches adapted/overexpanded conditions. The MCV is fully opened, thus the inlet total pressure and the flow rate through the nozzle are not controlled. Therefore, after the MCV opening transient lasting about 2 s, the total pressure decreases due to the HPV emptying and different thermodynamic states (from highly non-ideal to almost ideal ones) are obtained at the test section inlet. The emptying process of the HPV exhibits a relaxation time which is two orders of magnitude larger than the nozzle one [10, 12]. Measurements sampling frequency is as high as 1 kHz, for both pressure and temperature data, while the exposure time of schlieren imaging is 1 ms. Therefore, a steady flow within the nozzle is assumed at any time during the test.

The schlieren imaging acquisition rate is 20 fps (frame per second) and a synchronization with pressure and temperature data is obtained by buffering and averaging data in sets of 50 points, thus providing a final time resolution of 50 ms.

During each test run the nozzle always operates in under-expanded conditions, allowing to make the hypothesis of a large isentropic flow core (except in the wall proximity) as confirmed by CFD simulations [13]. Table 1 reports test conditions at the most non-ideal state (minimum total compressibility factor $Z_T$) occurring at time $t = 0$ s.

The temperature - specific entropy ($T - s$) diagram in Figure 1 shows the evolution of inlet conditions ($P_T$, $T_T$) during test M2.0, clarifying that as $P_T$ is reduced, $Z_T$ increases and ideal conditions are approached. Total temperature $T_T$ does not exhibit a monotonic decreasing trend, reasonably due to a temperature non-uniformity between the HPV and the pipeline upstream of the nozzle at the beginning of the test. These trends in $P_T$, $T_T$ and $Z_T$ were observed during all experimental runs, including test M1.5. Corresponding diagrams for the latter test are not shown here for brevity. Figure 1 also allows to appreciate the extent of the explored thermodynamic region, as well as the proximity to the saturation curve. The specific entropy $s$ and the compressibility factor $Z$ were calculated as a function of $P_T$ and $T_T$ using the RefProp model for MDM. Also, three selected steady expansions occurring through nozzle M2.0 are represented as lines. These correspond, as illustrated in Figure 2, to pressure trends along
Figure 1: Explored thermodynamic regions for test M2.0. The time evolution of total conditions is plotted (orange dots) with a time step of 3 s. Steady isentropic expansions through the nozzle (lines) are also represented at three selected instants, corresponding to different total compressibility factors $Z_{T_{\text{min}}}=0.65$, $Z_{T_{\text{mid}}}=0.80$, and $Z_{T_{\text{max}}}=0.98$. The specific entropy $s$ and the compressibility factor $Z$ are calculated using the RefProp model for MDM.
Figure 2: Time evolution of measured static pressure along the nozzle axis for test M2.0. Pressure tap position is explicated along the non-dimensional axial coordinate $x/H$; $H$ is the nozzle semi-height at throat. The nozzle profile (green line) is sketched for clarity at a $t = 0$ s plane with $y/H$ specifying the non-dimensional coordinate normal to the axis. Taps 1, 2 and 7 are not active. Cutting planes intersect the pressure signals at instants corresponding to the selected $Z_T$, thus showing the nozzle pressure trend for expansions depicted in Figure 1.
the nozzle axial coordinates extracted at significant time instants during the ex-
perimental run. Pressure along the nozzle decreases due to the vapor expansion
while pressure at each tap along the nozzle decreases as the test proceeds due
to the reduction of total pressure. Static pressure signals are labeled according
to the corresponding tap numbers (from 1 to 9) which increase from nozzle inlet
to outlet; tap number 5 is located at the geometrical throat.

4. Experimental results and comparison with CFD simulations

Experimental results are presented here for the two analyzed tests by dis-
cussing the steady nozzle expansions at different levels of non-ideality, marked
by the value of the compressibility factor at total conditions, \( Z_T \). The discus-
sion is based on the analysis of the measured local pressure ratio \( P/P_T \) along
the nozzle axis and on the Mach number distribution at the centerline of the
diverging portion, as obtained by Mach lines detected through schlieren visu-
alizations. Only measured quantities are therefore employed in the analysis.
However, the calculated values of \( Z_T \) are also reported in order to highlight the
level of non-ideality of different observed flows, while the compressibility factor
\( Z \) along the expansion is computed to indicate the portion of the expansion pro-
cess where non-ideal effects play a role. Finally, a comparison of experimental
data with CFD results is presented to verify the accuracy of the numerical tool
and of the implemented thermodynamic model. Two-dimensional (2D) CFD
simulations, based on the Reynolds-averaged Navier-Stokes (RANS) equations,
complemented with the Spalart-Allmaras turbulence model, were carried out
using the SU2 suite [29, 3, 14]. The solver is coupled with the state-of-the-art
multiparameter Helmholtz energy thermodynamic model [21] and the transport
property model described in [30]. Both models are implemented in the RefProp
library [22]. Consistently with the nozzle regime during the test (underexpanded or adapted, see section 3), the computational domain is limited to the
converging-diverging nozzle and a quadrilateral grid is used. The first grid point
is placed in the viscous sublayer, so that no wall functions are used. All details
concerning CFD simulations can be found in [14].

4.1. Non-ideal pressure distribution

Steady nozzle expansions observed at variable non-ideal conditions and are
presented here for the considered tests. Instants of interest are selected to clearly
distinguish among different levels of non-ideality during the experimental run.
Therefore, five instants featuring well distinct \( Z_T \) values, are selected in the
minimum to maximum interval, namely \( Z_T \in [0.65, 0.98] \) for test M2.0 and
\( Z_T \in [0.63, 0.98] \) for test M1.5. The selected \( Z_T \) values are reported in figure
3 and figure 4. For all conditions, the flow at the centerline is assumed to be
isentropic, as discussed in section 3.

For each test, on the top of figure 3 and figure 4 a non-dimensional sketch
of the nozzle is reported, completed with the axis line static pressure taps. Six
out of nine taps were used for test M2.0, while four taps were available for
test M1.5. In both cases active taps fall within the region of higher gradients.
The nozzle axial coordinate $x$ is normalized by factor $H$, the nozzle semi-height at the throat, located at $x/H = 10.29$. The nozzle contour is plotted on the schlieren images of the MDM vapor flow acquired at time $t = 4.75$ s ($Z_T=0.70$) for test M2.0 and at time $t = 1.6$ s ($Z_T=0.65$) for test M1.5. They correspond to the minimum values of compressibility factor $Z_T$ at which good quality images were acquired. Schlieren images at test start are not readable since at this time (namely at the highest non-ideal conditions) the light deviation due to the high flow density and compressibility is so high as to exceed the system measuring range. Positive density gradients are correctly visualized as dark areas, while negative density gradients, expected to be bright, are not so. These measuring range issues decrease as the test proceeds, so as more ideal conditions are approached. A more detailed discussion can be found in [31].

For test M2.0, the recessed step machined at the throat produces peculiar flow structures, which are only partially visible in the schlieren image of figure 3 but are well visible and thoroughly described in [17] for moderate non-ideal conditions. Oblique shock waves arise from the step at each profile, perturbing the flow at the axis only locally. Moreover, they occur at low Mach number $M \simeq 1.2$, and are therefore so weak that they cause a negligible reduction in total pressure, as proven for air in [27] and by numerical simulations for MDM. Hence, the flow can be assumed as isentropic at the nozzle axis with a constant total pressure $P_T$ at all times. The flow is also isentropic at the centerline of nozzle M1.5, which features a smooth geometry, and Mach waves originated by the profile roughness are visible in the divergent portion. The nozzle operates in under-expanded conditions, as proven by the post-expansion structures (fans and slip lines) distinguishable at the exit section, which is included in the optical domain.

In the central portion of figure 3 and figure 4 the measured values of the static-to-total pressure ratio $P/P_T$ are reported along the nozzle axis. These data are superposed to the ones extracted from a two-dimensional (2D) CFD viscous calculation performed using the SU2 solver and MDM vapor modeled as a polytropic ideal gas (MDM$_{PIG}$). The ideal specific heat ratio in the temperature range of interest is $\gamma = 1.018$. For the two tests, it is evident that the flow behaves as an ideal gas at maximum $Z_T = 0.98$, being experimental data well captured by the PIG simulation. The bottom part of figure 3 and figure 4 report the compressibility factors $Z$ along the axis, which are computed as a function of the measured static pressure $P$ and of the specific entropy $s = s(P_T, T_T)$ upstream of the nozzle. The compressibility factor decreases as higher non-ideal inlet conditions (lower $Z_T$) are considered. It increases along the nozzle due to the expansion process. For the MDM$_{PIG}$ case, instead, a constant value of 1 was obtained for the the computed $Z$.

The MDM$_{PIG}$ expansion line can be compared with experimental data for MDM, thus highlighting the non-ideal flow behavior. For both nozzles, the local pressure ratio $P/P_T$ is higher with respect to the ideal-gas counterpart and results to be dependent on inlet conditions, as predicted by theory (see e.g. [32]), thus confirming the non-ideal character of the flow. This behavior is well visible as the expansion proceeds along the nozzle and compressibility...
Figure 3: Experimental results for test M2.0. Nozzle non-dimensional geometry (top) overlapped to schlieren images of MDM vapor flow at time $t = 4.75$ s ($Z_T=0.70$). Throat is located at $x/H = 10.29$. Experimental values at the axis of $P/P_T$ (center) and calculated $Z$ (bottom) as a function of the non-dimensional spatial coordinate $x/H$ at different $Z_T$. CFD data from viscous calculation coupled with PIG model for MDM are superimposed to the experimental ones.
Figure 4: Experimental results for test M1.5. Nozzle non-dimensional geometry (top) overlapped to schlieren images of MDM vapor flow at time $t = 1.60$ s ($Z_T=0.65$) for test M1.5. Throat is located at $x/H = 10.29$. Experimental values at the axis of $P/P_T$ (center) and calculated $Z$ (bottom) as a function of the non-dimensional spatial coordinate $x/H$ at different $Z_T$. CFD data from viscous calculation coupled with PIG model for MDM are superimposed to the experimental ones.
effects increase. The departure from the calculated ideal-gas behavior is higher at lower values of $Z_T$ and reduces as dilute gas conditions are approached. This dependence is found to be non negligible at both high and moderate non-ideal states. For instance, taking as a reference the almost perfect gas state ($Z_T = 0.98$), deviations of $P/P_T$ at the geometrical throat are about 6% for $Z_T = 0.80$ and 9% for $Z_T = 0.65$ (referring e.g. to test M2.0).

The departure of the measured data from the ideal gas behavior, with values of $P/P_T$ increasing as more non-ideal conditions are considered, exhibit a trend which is consistent with the one obtained by applying one-dimensional theory for isentropic flows implementing the polytropic van der Waals model, the simplest one taking into account inter-molecular forces responsible for non-ideal gas effects. Quantitatively more accurate predictions are obtained if state-of-the-art non-ideal thermodynamic models are applied, e.g. the improved Peng-Robinson Stryjek-Vera (iPRSV) [33] or the multiparameter Helmholtz energy model implemented in RefProp [21].

Figure 5 reports a comparison between the measured data and the ones extracted at the axis line from a 2D viscous CFD calculation, performed using the SU2 software suite coupled with the thermodynamic and transport models implemented in RefProp [21, 30]. For nozzle M2.0 a profile with no step was used for simulations, due to the local nature of perturbations introduced by the step at the throat. For plot clarity, only data corresponding to maximum and minimum $Z_T$ are reported. Uncertainty bars are also shown to indicate measurements accuracy. For the two nozzles, the computed local pressure ratio $P/P_T$ is in good agreement with the measured one. Deviations are below 7%, except for the exhaust section, where discrepancies tend to slightly increase probably due to boundary-layer effects not properly caught by the 2D simulation. Deviations are indeed not only related to thermodynamic models, but also to transport properties models and to CFD wall treatment. A detailed discussion on the validation of the SU2 suite for simulation of non-ideal compressible flow, including uncertainty quantification, can be found in [14].

4.2. Non-ideal Mach number distribution

For test M1.5, the Mach number was measured at the diverging portion centerline through the detection of Mach waves. These are weak isentropic waves triggered in the supersonic domain by the contoured wall roughness. The wave slope $\mu$ relative to the flow direction is only dependent on the local Mach number $M$ (indeed $M = 1/sin(\mu)$). At the centerline the flow velocity is parallel to the axis, due to symmetry. Therefore, the local Mach number can be obtained by measuring the slope of Mach waves detected through schlieren visualizations.

Images of the steady flow field previously analyzed in terms of pressure ratio were extracted and processed in order to provide complementary Mach measurement at different levels of non-ideality. The employed wave detection algorithm requires image decomposition, binarization of image portions extracted at the axis and the application of the Hough transform [34] by which Mach lines are identified. Their slope is finally obtained by implementing the algorithm described in [35]. Expanded uncertainty of Mach measurements $U_M$ is calculated
Figure 5: Comparison between experimental and CFD values of $P/P_T$ at the nozzle axis as a function of $x/H$ for tests M2.0 and M1.5. CFD data are extracted at the axis from a 2D viscous simulation, carried out using the SU2 suite and the RefProp model for MDM. A smooth geometry of nozzle M2.0 was employed for simulations, due to the local nature of the perturbations caused by the recessed step.
on the basis of angular uncertainty, which is in turn dependent on the camera resolution and on the sub-image dimensions. The position of Mach line endpoints is assumed to be described by a probability distribution function which is uniform over the pixel area. The resulting expanded uncertainty is an increasing function of the Mach number (see figures 6 and 7) due to the strong increase of the function $(\sin \mu)^{-1}$; indeed for a given angular uncertainty $U_\mu$, $U_M = M \sqrt{M^2 - 1} U_\mu$.

Figure 6 compares Mach measurements at minimum and maximum $Z_T$ at which readable schlieren images were available for test M1.5. The non-ideal nature of the flow at the axis is confirmed by the dependency of the Mach number on nozzle stagnation conditions. Moreover, the Mach distribution along the axis is consistent with the pressure ratio one. The Mach number indeed decreases as conditions become more non-ideal. The same trend results from the application of one-dimensional theory to steady compressible flows when a non-ideal thermodynamic model (e.g., van der Waals) is applied, see [36].

The top of figure 7a shows a schlieren image of the supersonic flow field in the nozzle diverging portion for test M1.5, extracted at $Z_T = 0.65$. Results of a second test, labeled M1.5' and performed with the same nozzle at $Z_T = 0.81$ are also shown in Figure 7b in order to provide further confirmation of the consistency between measured and calculated data. During test M1.5' two pressure taps were available in the diverging portion, contrarily to test M1.5 where only one tap was active. The nozzle profile and the identified Mach lines
Figure 7: Comparison of the Mach number measured through Mach lines, computed through the RefProp model and experimental $P$, $P_T$, $T_T$, and extracted from CFD calculation for test M1.5 at $Z_T = 0.65$ (a) and for test M1.5’ at $Z_T = 0.81$ (b). One and two active pressure taps were available in the diverging portion for tests M1.5 and M1.5’ respectively.
are also highlighted. The bottom part of figure 7 provides a comparison between the measured Mach number and the one extracted at the axis line from the previously described CFD simulation. Consistently with pressure ratio comparisons in figure 5, CFD data are within the Mach number uncertainty bars, confirming the accuracy of CFD calculations. Moreover, figure 7 also compares the schlieren-measured Mach number and the one computed at active pressure taps using the RefProp thermodynamic model and the measured pressure and temperature, \( M = M(P, s) \) where \( s = s(P_T, T_T) \). In this case, deviations between the two dataset are only due to the thermodynamic model. The accordance between computed and measured Mach number is very good, thus providing further proof of the reliability of the multiparameter Helmoltz energy model implemented in RefProp.

In this section, an analysis of the non-ideal effects on nozzle expanding flows of MDM vapor was carried out referring to the local pressure ratio \( P/P_T \) and Mach number \( M \) along the nozzle axis, so as to only employ quantities directly measured during the experimental campaign. Other properties, such as the speed of sound \( c \), the enthalpy drop \( \Delta h \), the density \( \rho \), which are relevant for an accurate modeling of the flow, are also influenced by non-ideal effects. These properties can be calculated once a reliable thermodynamic model for the vapor is available. Previous comparison between measured and calculated data of the nozzle flow field have shown that the state-of-the-art Helmoltz model implemented in RefProp can be considered as reliable. It can therefore be taken as a reference to calculate other flow properties and to assess the accuracy of simpler equations of state that can be employed to model isentropic expansions of MDM vapor, as carried out in the following section.

5. Thermodynamic modeling of non-ideal expansions of MDM vapor

In an early turboexpander design stage, it is required to calculate thermodynamic parameters (such as the isentropic enthalpy drop across an expansion and the outlet-to-inlet volume ratio) that can provide clear indications on machine type and geometry (flow configuration and number of stages). For fluids commonly employed in ORC systems, the use of state-of-the-art thermodynamic models is straightforward and relatively fast, thanks to their implementation in widely available libraries. However, some fluids may not be present in such libraries, and simpler models may be used. Indeed, for the aforementioned preliminary calculations, highly accurate thermodynamic properties are not necessary. In this respect, a suitable model is represented by the van der Waals one, which is simple, general, and easy to implement, especially in its polytropic form. It is therefore interesting to verify the van der Waals model accuracy in order to point out its capability of predicting the architecture of ORC turboexpanders at a preliminary level. As presented in previous sections, the thermodynamic model implemented in the RefProp library (RP) was verified against experimental data to be accurate for the considered fluid and geometry. It is therefore
used here as a reference to evaluate to which extent both van der Waals and ideal gas models are suitable for turboexpander preliminary design.

This section presents MDM isentropic expansion modeling in the non-ideal region where the RefProp thermodynamic model was verified through the experimental campaign previously presented. Steady isentropic expansions are computed with different thermodynamic models of increasing complexity: Polytropic Ideal Gas (PIG), Polytropic van der Waals gas (PvdW) and van der Waals gas (vdW). These are all characterized by a simple and fast implementation, with no need of employing external libraries or look-up tables, although they are not always quantitatively accurate. Results for each Equation of State (EoS) are compared with the RP model in order to evaluate the model complexity required for a sufficiently accurate prediction of the non-ideal expansion behavior.

For any given fluid, a steady isentropic expansion is fully defined once the initial thermodynamic conditions, here in terms of pressure $P_0$ and temperature $T_0$, and the final state, here in terms of pressure $P$, are specified. For the present calculations, the initial state is fixed to the most non-ideal one attained in test M2.0, with $P_0 = 9.02$ bar and $T_0 = 269$ °C, corresponding to $P_{tr} = P_0/P_C = 0.63$ and $T_{tr} = T_0/T_C = 0.96$. Different expansions are considered, with a pressure ratio $P/P_0$ in the range $0.01 < P/P_0 < 1$ or, equivalently, $1 < \beta < 100$, where $\beta = P_0/P$ is the expansion ratio. Ratios of interest for ORC applications are included in this analysis, as well as thermodynamic regions where the fluid behavior is non-ideal. Independently of the component implementing the process, the thermodynamic characterization of an isentropic expansion requires to specify, at any point along the process, properties such as speed of sound $c$, density $\rho$ (or specific volume $v = 1/\rho$), enthalpy $h$, and temperature $T$.

Steady expansions of interest for ORC applications are both those occurring within nozzles (or turboexpander blade rows) and those performed by single or multiple expander stages. In the case of nozzles, the total enthalpy of the flow is conserved and initial conditions are simply stagnation ones $P_0 = P_T$, $T_0 = T_T$, which are constant along the entire isentropic expansion. Therefore, the pressure ratio $P/P_T$ (where $P$ is the static pressure along the expansion) describes the process, since each value corresponds to a specific set of thermodynamic properties (e.g. $c$, $\rho$, $T$, $h$) and also to a specific nozzle section and Mach number. Relevant quantities for nozzles are indeed also the Mach number $M$ and the quasi-one dimensional critical area ratio $A^*/A$, where $A$ is the cross sectional area and $A^*$ is the cross sectional area at sonic conditions. In the quasi-1D approximation limit, these flow properties also allow to evaluate the mass flow rate per unit area $\rho V$, where $V$ is the velocity magnitude. If, instead, an expander stage is considered, total conditions change along the expansion due to work extraction. The pressure ratio $P/P_0$ can be regarded as the stage outlet-to-inlet pressure ratio $P_{OUT}/P_{IN}$, with no significant distinction between total-to-total or static-to-static ratios.

In order to implement the caloric equation of state for PIG and vdW models, the ideal gas specific heat capacity at constant volume $c_V^0$ was calculated using
the Harrison-Seaton (HS) zero-order method \[37\], thus avoiding the use of the RefProp model. As noted in \[38\], HS is the only available technique to estimate ideal gas heat capacities for siloxanes. Group contribution methods cannot be employed because the Si-C bond is not tabulated in literature. The Harrison-Seaton method underestimates \(c_V^0\) with respect to RefProp by about 6\% for the considered fluid and temperature range.

For all calculated properties, PvdW and vdW models give almost identical results due to the small variation in \(c_V^0\), which decreases by less than 7\% in the temperature range entailed by the considered expansions. For PvdW, \(c_V^0\) is set equal to the one calculated at initial temperature \(T_0 = 269\) °C. As expected, vdW is slightly better than PvdW and quantitatively closer to RP.

Figure 8 compares trends of expansion properties for the different analyzed models; percentage deviations from the RefProp model (\(\%\Delta_{RP}\)) are also plotted.

Speed of sound \(c\) and density \(\rho\) are shown at the top of figure 8 as a function of the pressure ratio \(P/P_0\) of the expansion. Speed of sound (figure 8a) is poorly represented by the PIG model, with a systematic overestimate that reaches 60\% at the highest non-ideal conditions \((P/P_0 \simeq 1)\). Also, \(c\) is found to decrease along the expansion, opposite to what is predicted by more complex models accounting for intermolecular repulsive and attractive forces. The latter determine an increase in the speed of sound along expansions for the considered fluid and thermodynamic conditions \[18\]. Both van der Waals models are indeed able to reproduce such trend, but they are quantitatively inaccurate with respect to RP, as they overpredict the speed of sound by a value that can reach almost 12\% in the most non-ideal regions at the beginning of the expansion \((P/P_0 \simeq 1)\). As it can be seen, the Polytropic van der Waals model and van der Waals model give very similar results, yielding almost indistinguishable trends. Density (figure 8b) is underpredicted by both PIG and vdW models, with higher discrepancies in the most non-ideal regions. The PIG model fails to predict a reasonable value for density, while the vdW deviation is within 10\% of RP values.

For nozzle-like expansions, the central portion of figure 8 displays the Mach number \(M\) and the critical area ratio \(A^*/A\) distribution as a function of the local pressure ratio \(P/P_T\). The PIG model correctly reproduces the Mach number trend (8c), but shows discrepancies that can reach \(-23\%\). Both van der Waals models instead show very good accordance with RP, with a percentage difference that is at worst \(-5\%\). For instance, the Mach number for a pressure ratio \(P/P_T = 0.8\), corresponding to an expansion ratio \(\beta = P_T/P = 1.25\), is underestimated by less than 3.5\%. Also, the percentage difference with respect to RP is less than 1\% in absolute value for \(P/P_T \leq 0.5\) \((\beta \geq 2)\). These are typical expansion ratios of interest for turbine blade cascades. This result is significant for turbomachinery preliminary design, indicating that a state-of-the-art thermodynamic model is not necessary to estimate the outlet Mach number of a blade cascade and thus to define the outlet flow regime and the blade row type (converging/converging-diverging). The critical area ratio is presented for the four different models in figure 8d. vdW and PvdW have an absolute value of the discrepancy with respect to RP always below 3.5\%, whilst PIG can reach
Figure 8: Properties of an isentropic expansion of MDM vapor calculated using different thermodynamic models (solid lines) as a function of the pressure ratio. Initial conditions are $P_0 = 9.02$ bar, $T_0 = 269$ °C and the pressure ratio is in the range $0.01 < P/P_0 < 1$. The percentage difference (dashed lines) is calculated with respect to the RefProp model (RP). Polytropic van der Waals (PvdW) and van der Waals (vdW) models give very similar results, yielding almost indistinguishable trends (the PvdW line always covers the vDW one).
about 12%. The graph also shows that different sonic pressure ratios are predicted depending on the EoS. The PIG model underestimates it by less than 8%, whilst van der Waals models do so by less than 2%. The vdW model can therefore be applied to preliminarily define the cross sectional area of the main section of an expander channel in order to attain the desired expansion ratio.

The $T/T_T$ trend along an expansion, not reported in graphical form for brevity, is fairly well predicted by all models. The PIG EoS has a maximum overestimate with respect to RP of less than 4% and van der Waals models of about 2%. The ratio $\rho/\rho_T$ is poorly predicted by the PIG model, whilst vdW and PvdW overpredict it with respect to RP by less than 10%. The ratio $\rho/\rho_T$ is poorly predicted by the PIG model, whilst vdW and PvdW overpredict it with respect to RP by less than 10%. The mass flow rate $\rho V$ specific to the cross sectional area is evaluated at choked conditions. It is underestimated with respect to RP by about 7.5% by the PIG model and by less than 2.5% by vdW and PvdW models. Such relatively low percentage discrepancy values are due to the fact that the speed of sound is generally overestimated by simpler EoS with respect to RP, whilst density is underestimated; these two aspects compensate each other when the specific mass flow rate is calculated.

For stage expansion processes, the bottom part of figure 8 illustrates the enthalpy drop $\Delta h = h_{IN} - h_{OUT}$ and the volume ratio $v_{OUT}/v_{IN}$ as a function of the outlet-to-inlet pressure ratio $P_{OUT}/P_{IN}$. The enthalpy drop along the expansion, plotted in figure 8f, is very poorly predicted by the PIG model. Van der Waals models have a maximum difference with respect to RP of about 12% at pressure ratios close to one, when conditions are more non-ideal. For a pressure ratio $P_{OUT}/P_{IN} \leq 0.5$ ($\beta = P_{IN}/P_{OUT} \geq 2$), more typical of a turbine stage, the enthalpy drop is overestimated by less than 8%. This level of accuracy might still be considered as sufficient to determine the stage loading and the number of stages during preliminary turboexpander design. Similarly, the PIG model inaccurately predicts the volume ratio, while both vdW models provide an underestimate that improves with the expansion ratio $\beta$, but which is always below 10%, thus allowing a preliminary estimate of the inlet-to-outlet passage area ratio for a stage.

6. Conclusion

The results of detailed experiments, aimed at investigating compressible flows of molecularly complex vapors of interest for ORC power systems, are here reported. These findings extend to more non-ideal thermodynamic conditions the results presented in [17]. The fluid under scrutiny is Siloxane MDM, which is of interest since, due to its high molecular complexity and molecular mass, it is largely and favorably applied in ORCs.

Experimental data are provided for nozzle expansions occurring in highly non-ideal thermodynamic regions. These are fundamental flows in the field of NICFD and are typical in ORC turbine channels. These data are undoubtedly crucial to verify the accuracy of tools employed to model such unconventional flows.
The MDM vapor expanding through two different supersonic nozzles was characterized in terms of stagnation pressure and temperature, of wall static pressure at the axis line, and of density gradient field through schlieren imaging. Inlet conditions ranged from highly non-ideal states to the ideal-gas state, covering a thermodynamic region of typical application for ORC expanders. As expected, the vapor behavior is found to be non-ideal, since the inlet conditions significantly influence the expanding flow, in contrast to the perfect gas case. This proves that taking into consideration non-ideal effects is key in the process of designing and analyzing the performance of ORC turbo-expanders. In this perspective, the accurate predictions of the flow field provided by SU2 suite simulations is also verified.

The performance of simple equations of state for isentropic expansion calculation was evaluated with respect to the state-of-the-art model implemented in RefProp. The van der Waals equation of state was found to have an accuracy level that can be considered acceptable for preliminary ORC turboexpander design, while state-of-the-art thermodynamic models are needed when the accurate design of the expander blade channels is carried out.
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