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abstract

Ability to predict the fatigue resistance of parts produced by additive manufacturing (AM) is a very current and frequently relevant open issue. The 
qualification of AM structural parts often needs a costly and time-consuming series of fatigue tests, on both samples and full-scale parts. Proper control of 
the AM process allows obtaining comparable and even better fatigue resistance than those obtained with standard manufacturing. Despite this, the 
experimental results often show a large scatter, mostly due to the presence of defects. In this framework, the present work summarizes the research activity 
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Nomenclature

a crack depth
da=dN crack propagation rate
dg sample gauge diameter
f N Newman’s closure function
kr inverse negative slope of the Wöhler curve before Nk;r
k� inverse negative slope of the Wöhler curve after Nk;r
lg sample gauge length
rg sample gauge radius
A% percentage elongation after fracture
Cn parameter for fatigue strength assessment depending on material hardness and defect position
C;n; p; q NASGRO equation parameters
F cumulative distribution function
K stress intensity factor
KC fracture toughness
Nk;r knee point of the Wöhler curve
R stress ratio
Ra arithmetic average roughness
Rp;0:2 0.2% proof strength
Rm tensile strength
Rz average maximum peak to valley roughness
Vg specimen gauge volume
Vint fictitious internal gauge volume
Vsurf fictitious surface gauge volume
Y boundary correction factor for SIF calculation
a constraint factor
qu density of the exceedances over the threshold u
q100 density of the exceedances over 100 lm
rmax maximum applied stress
rop crack opening stress
r0 flow stress
DK applied SIF range
DKth crack propagation threshold
DKth;eff effective crack propagation threshold
DKth;lc crack propagation threshold for long cracks
Dr applied stress range
Drdef nominal applied stress range on the cross-section where the defect lies
Drnom nominal applied stress range on the gauge volume
Drw fatigue strength
Drw0 fatigue strength in absence of defectsffiffiffiffiffiffiffiffiffiffi
area

p
eff effective defect sizeffiffiffiffiffiffiffiffiffiffi

area
p

max maximum defect size adopted in the fatigue crack growth simulationsffiffiffiffiffiffiffiffiffiffi
area

p
mean

average defect size adopted in the fatigue crack growth simulationsffiffiffiffiffiffiffiffiffiffi
area

p
min minimum defect size adopted in the fatigue crack growth simulationsffiffiffiffiffiffiffiffiffiffi

area
p

0 El-Haddad’s size parameter

Acronyms
pdf probability density function
AB as-built (non-machined) parts
AM additive manufacturing
CPCA compression precracking constant amplitude
CT X-ray micro computed tomography
EBM electron beam melting
EPFM elastic-plastic fracture mechanics
FCG fatigue crack growth
HCF high cycle fatigue
HT heat-treated
LCF low cycle fatigue
LEFM linear elastic fracture mechanics
NDE
POT
RO
SIF
SLM
VO
VU

non destructive evaluation
peaks-over-threshold maxima sampling
run-out
stress intensity factor
selective laser melting
vertical specimen orientation, upper position
vertical specimen orientation, lower position



may be subjected to low stresses. Sometimes, however, different and more stressful loading conditions must also be consid-
 
 

 

 

 

 

 
 
 
 
 
 
 
 

1. Introduction

The aim of this research is to understand and model the fatigue resistance of an aluminium alloy produced by additive 
manufacturing (AM). This technology enables mass saving and allows producing components with very complex shapes. 
For space and aerospace applications, these shapes are often obtained by topological optimization, from a stiffness-driven 
design [1]. In addition to being the objective of optimization, stiffness is often the main requirement for these parts, which
ered, where the assessment of the finite-life fatigue resistance is the unique possibility. As an example, this could be the case
for the launch phase of space components, where the loads and vibrations acting on parts could be high, but still in the high
cycle fatigue (HCF) regime, whereas special parts such as fuel tanks have a service life in the low cycle fatigue (LCF) regime.

Today, AM is still limited to minor failure condition applications according to 14 CFR Part 25 Regulations for Transport
Airplanes [2], which refer to applications in which safety must be significantly increased. However, the future of AM appli-
cations is gradually evolving to increased levels of part complexity and criticality, with a major failure condition (parts whose
failure ‘‘. . .can affect the life-limited parts, including their life capability” [3]).

The new NASA standard for the qualification of AM parts for spaceflight [4] requires all the service parts to be manufac-
tured together with a number of witness specimens for mechanical tests, such as tensile and fatigue tests, aimed at statistical
process control. However, it is inconceivable that a complex part could be qualified with only a few tests, because the effec-
tive correspondence between these specimens and the final part must be confirmed [5].

In fact, in the authors’ view, the key point for components is not the material & process qualification (which appears to be
the main target of the NASA document), but rather the component assessment and verification that the unavoidable defects/
inhomogeneities are not detrimental to the strength/life of critical component areas.

Companies and the AM user community would like to ‘‘avoid empirical (and potentially excessively) conservative system
of safety factors to cover the risk of unknown unknowns” (quote from [6]). However, quick developments and improvements
of the manufacturing processes make it impossible to keep pace with the production of expensive fatigue databases [7], and
engineers require flexible tools for the fitness-for-purpose assessments. This is the topic of this study, in which the fatigue
properties of different batches of AlSi10Mg samples produced by AM are analysed, whose processing has been significantly
improved in the last three years. As it will be shown, a fracture mechanics approach is able to simply express the relationship
between the HCF properties and material quality, which can be described by suitable statistics of the manufacturing defects’
size [8] adopting the techniques developed for extreme value inclusion rating. An outlook of other applications of the same
concepts is also discussed.
1.1. Fatigue properties of additively manufactured materials and defects

 
 

 
 
 

 
 

 
 
 
 

 
 
 

The common denominator in fatigue results related to AM processes is the constant presence of significant scatter, par-
ticularly in the HCF regime and close to the material fatigue limit [9]. This scatter can be attributed to several variables
affecting the nucleation and propagation of fatigue cracks, e.g., surface finish, defects, residual stresses, microstructure and
anisotropy.

The primary variable affecting fatigue is surface finishing. As-built (unmachined) parts show a huge reduction of the fati-
gue properties, which can reach the order of 40% [10] for SLM (see Fig. 1) and up to 65% for EBM [11]. Several research groups
in academia and industry are looking for solutions to this problem, e.g., by chemical or electrochemical etching [12], sand
blasting, micro shot-peening, and vibratory polishing [13], or by laser ablation during the process [14]. At the same time, the
producers of AM machines are constantly improving the final quality that can be obtained from the process [15,16].

Several works [9,10,17] have shown that manufacturing defects form an important class of variable in determining the
fatigue limit of machined parts and which, at the actual state of the technology, are always present in AM parts. In fact, even
if changing the laser parameters and adopting complex post-treatments (e.g., hot isostatic pressing) help reduce their num-
ber and size, it is never possible to completely eliminate this issue [9]. Moreover, these post-treatments usually require a
huge amount of time and resources, thereby losing the beneficial effects of producing complex shapes with AM. Regarding
defects, it should be considered that their position plays an important role [8,18]. In fact, the surface or subsurface defects are
far more detrimental than the internal ones [9,19]. This is one of the variables explaining the intrinsic fatigue data variability,
which can be in the order of 40–50% [20].

For a complete description of the fatigue strength, other secondary factors should also be considered. Among these, 
microstructure and residual stresses are the most important [5,7,9,21].

Under the hypothesis of a nearly homogeneous microstructure and low residual stresses, the influence of these variables
becomes small with respect to that of the defects. Residual stresses can be relieved by post heat-treatments or sensibly
decreased by imposing a controlled cooling by pre-heating the platform [17,22]. The role of microstructure is very important
for crack propagation in the presence of very small defects and for energy dissipation during fatigue crack propagation.



Fig. 1. Kitagawa diagram of AlSi10Mg alloy considering various literature data for cast [23] and AM [17,26–28] material at R ¼ 0:1.
However, the fatigue limit is not sensibly affected by the microstructure when the defect size is larger than the grain size, 
especially in the case of ductile materials, which are typically less sensitive to impurities [9].

A literature review of two of the most used lightweight alloys in the space and aerospace sectors (AlSi10Mg and Ti6Al4V)
[23] showed the applicability of the Kitagawa diagram [24] for assessing the fatigue limit of parts containing manufacturing 
defects. Fig. 1 shows that literature results related to AM processes are in line with (or even better than) data for cast parts. 
However, it can be seen that the data of cast Al show a definite trend when the defect size is considered. The scatter is a 
combination of the inherent variability and dependence on the defect size, which can be simply described by Murakami’sffiffiffiffiffiffiffiffiffiffi
area

p
parameter [25].

In the case of cast Al, similar to AM-processed materials, thermal treatment dramatically improves the resistance with a 
vertical shift of the Kitagawa diagram of Fig. 1. One of the causes of this shift is the elimination of residual stresses as in [17]. 
A similar effect is also obtained with platform pre-heating. Moreover, as it can be expected from the Al literature [23], very 
small microstructural dimensions (owing to the fast cooling rates of the AM process) tend to increase the fatigue resistance 
in the absence of defects and decrease the long crack propagation threshold with respect to cast material [23].

Therefore, it appears that a proper fatigue strength description for AM materials should adopt the Kitagawa diagram and 
the concepts of defect-tolerant design, based on the experimental evidence of Murakami (summarized in [25]) that defects 
could be treated as short cracks at stress levels close to the fatigue limit.

Different researchers have pointed out the need for probabilistic defect-tolerant modelling in AM fatigue [5,7,29]. How-
ever, a systematic application of defect-based modelling of HCF fatigue properties (both life and fatigue strength) of a mate-
rial processed by AM is still missing.

An important consequence of the adoption of defect-based modelling of fatigue strength, is that the strength of a material 
volume is controlled by the maximum defects present in the volume [30,31]. This led to the adoption of extreme value statis-
tics as a support of design and quality control [32].

It has been shown that the same concepts can be easily applied to CT scans [8]. However, a common feature of AM is that 
failures are related to surface or subsurface inhomogeneities. It is therefore important to explain this experimental evidence. 
Moreover, the number of surface defects with respect to the embedded ones can be very large in topology-optimized parts, 
which often have a high surface-to-volume ratio. An explanation of the competitive role between surface and internal defects 
would allow consideration of only a small percentage of the flaws, which could be detected by CT scans and NDE, and to 
significantly reduce the computational effort required for crack propagation models.

1.2. Aims of this study

For the reasons explained so far, the present study presents a defect-tolerant assessment of the HCF properties of mate-
rials manufactured by AM, considering three series of AlSi10Mg manufactured by SLM. The aims of the research activity are 
summarised as follows:

� to demonstrate the strong connection between fatigue properties and defect content in the fatigue of machined AM spec-
imens, highlighting the competition between surface and internal defects through a LEFM-based classification of the

defects;
� to describe a safe curve for the fatigue strength assessment of AM parts based on a suitable description of the Kitagawa
diagram and verify it by fatigue tests of specimens with artificial defects;



� to estimate the fatigue life and the scatter associated with experimental results by fatigue crack growth simulations based
on the initial defect population determined through CT scans.

2. Experimental details

2.1. Material

The experimental activity was based on samples fabricated by SLM using the aluminium alloy AlSi10Mg. Five series of 
cylindrical fatigue samples were produced on an EOS M400 powder-bed machine between 2015 and 2017. The samples were 
produced by three processes, referred to as process 1 to process 3 (P1-P3). All the details about the material composition and 
manufacturing parameters adopted for P1 are reported elsewhere [8]. The same SLM machine, powder, and manufacturing 
parameters were adopted for P2. Therefore, no remarkable differences are expected between these processes. However, 
owing to the rapid development of SLM technology, the recirculating inert gas system required to remove released gas and 
particles was improved in the meantime. P3 was optimized with the aim of improving the fatigue resistance. The two 
parameters modified with respect to the previous processes were the layer thickness (reduced from 60 lm to 30 lm) and 
the platform pre-heating temperature (from 200 �C to 165 �C), see [13] for a more detailed description.

Two different orientations have been investigated, placing the specimen’s axis parallel or perpendicular to the building 
direction. These will be referred to as vertical (V) and horizontal (H), respectively. Long vertical cylinders of material were 
built in P1, such that two samples per cylinder could be extracted on different heights with respect to the platform. In the 
following, the samples extracted from the bottom are called vertical under (VU), whereas those from the top are referred to 
as vertical over (VO). The aim was to assess any possible anisotropy developed during the manufacturing process, as high-
lighted considering resistance to fatigue crack growth, crack propagation threshold, and fracture toughness [5,7,9].

None of the parts received any final heat treatment; however, significant residual stresses were not expected owing to the 
platform pre-heating.

2.1.1. Microstructure
The microstructure was analysed by observing polished cross-sections with optical microscopy, considering all the pro-

cesses and orientations investigated. Chemical etching was performed, applying Keller’s reagent for 10 s. The results are 
depicted in Fig. 2 and clearly show the shape of the melting pools, as well as the presence of some voids. The shape and 
dimensions of the pattern are inhomogeneous. No evident differences are visible between P1 and P2. The depth of the melt-
ing pools ranged between 60 and 140 lm, with a width of 70–230 lm. Despite the smaller layer thickness adopted (visible in 
the left image of Fig. 2c), P3 appears very similar to the previous materials, even if the number and size of the voids appear to 
be lower.

A very thorough review of the microstructure of a typical AlSi10Mg alloy manufactured by AM can be found in [33], whose 
material was very similar to the ones under investigation, including the size of the melting pools. It was found that inside the 
melting pools there is a fine microstructure constituted by nanocells. In  [34] it was shown that the boundaries of the 
nanocells are decorated with eutectic AlSi phase, as it also happens for the borders of the melting pools. Given the pres-ence 
of such a fine microstructure, a short crack regime can be adopted when the size of detrimental defects is large enough (i.e. 
approximately larger than 100 lm), and therefore a fracture mechanics assessment of these defects is possible.

2.2. Computed tomography

The specimens for fatigue tests, the details of which are given in Section 2.4, have been subjected to a series of CT scans at 
ESTEC, in order to determine the prospective population of defects. The machine used for the X-ray CT scans of all the batches 
is a Phoenix VjtomejX m from General Electric (GE). The reconstruction was performed using the Phoenix datos-x software 
from GE, performing an optimisation for smoothing, beam hardening, ring artefacts, and post-alignment correction. All the 
post-processing, including the defect analysis, were performed using VG Studio Max 2.2.1 from Volume Graphics GmbH. The 
voxel size was set to 16 lm (see [8] for all the details).

The CT highlighted the presence of manufacturing defects in the bulk of all the batches and processes investigated. These 
defects appear to be randomly and homogeneously spread throughout the material. The manufacturing process usually 
causes two main defect types: gas porosity and lack of fusion [35]. To automatically distinguish the two defect types from 
the CT results is not an easy task, as both are characterised by a lower density than the bulk material. However, the two 
defect types can be distinguished by considering the shape, with porosity being almost spherical and lack of fusions being 
elongated along the manufacturing layer. Both were detected in all the samples investigated. Fig. 3 shows the defect distri-
butions in a negative exponential probability plot. As already discussed for P1 [8], even for P2 and P3, the

ffiffiffiffiffiffiffiffiffiffi
area

p
projected

perpendicularly to the manufacturing direction was seen to be the largest compared to the other projection directions. For 
this reason, the vertical samples are expected to be associated with the lowest fatigue resistance. At the same time, no evi-
dence of clear differences between VO and VU samples was detected. A comparison of the distributions inside a vertical sam-
ple from every process is depicted in Fig. 3b. Figs. 3c and 3d show respectively the sphericity (measure for the ratio between 
the surface of a sphere with the same volume as the defect and the surface of the defect [36]) and the shape ratio of the



Fig. 2. Optical metallography after chemical etching for different material orientations: (a) P1; (b) P2; (c) P3.
bounding box containing the defects. These pictures give complementary information about the defect shape, showing the 
same trend for the three processes: all the largest defects are somehow elongated, as a confirmation that lack of fusion is the 
most dangerous defect type for the material investigated, as already discussed in [8] for P1.

Comparing the processes, P2 has the largest defect density (number of defects per unit volume), whereas P3 shows the
lowest defect density (see Table 1). At the same time, the density of defects larger than 100 lm (q100) decreases by almost 
70% from P1 to P2 and by two orders of magnitude considering P3. Even if the overall density in P2 is larger than for P1, the 
lower number of large defects results in a much smaller maximum defect size. Looking at P3, the process improvements led 
to a sensible reduction of the overall number of defects. Moreover, the maximum defect size is again sensibly decreased to
almost 100 lm in terms of

ffiffiffiffiffiffiffiffiffiffi
area

p
.

The difference among the defect populations of three processes is important and its effect on fatigue properties will be 
discussed in Section 4. Note that, for a general definition of defect size in presence of large defect densities, the possible clus-
tering effects could become a critical issue. This possibility has been investigated for P1 by implementing the interaction rules 
by Murakami [37] and its influence was seen to be negligible [8]. The analysis was also carried out for two samples of P2 and 
P3 obtaining similar results. This is the reason why this issue has not been considered while modelling of the behaviour of 
this material.

Finally, several high-density inclusions were detected in P2, whereas none of them was present in P1 and P3. Stoichio-
metric investigations have shown a composition of these inclusions compliant with aluminium oxides Al2O3. However, both 
the size of the maximum inclusion and the number of inclusions detected were smaller than those of the defects by approx-



Table 1
Summary of the defect densities measured by CT scan for the three processes.

P1 P2 P3

average std. dev. average std. dev. average std. dev.

q (def/mm3) 10.8 3.6 23.8 16.7 1.9 0.7
q100 (def/mm3) 0.64 0.46 0.20 0.10 4:5 � 10�3 3:1 � 10�3

Fig. 3. CT scan results: (a) position of the defects detected in a sample, highlighting those inside the gauge volume; (b) comparison of defect distributions of
a vertical sample in a negative exponential probability plot for the three processes investigated; (c) sphericity and (d) shape ratio as a function of the defect
size.
imately 30–35% and 90–97%, respectively. Their influence on the fatigue performance of the samples can therefore be 
expected to be relatively small.

2.3. Basic mechanical properties

Tensile tests have been performed at room temperature, according to DIN EN ISO 6892 [38]. The machine used was an 
MTS RT 100 equipped with a 100 kN load cell. The testing speed was set to 2 mm/min.

The results of the static tests are reported in Table 2. No particular differences were highlighted between the vertical sam-
ples manufactured at different heights. Therefore, the unique distinguishing factor was sample orientation. The data show an 
increase in both the yield stress Rp;0:2 and ultimate tensile stress Rm between P1 and the other two processes. At the same time, 
the variability between the different samples decreased, confirming the process improvement. In all cases, these static 
properties outperform those obtainable by casting. Even the maximum strain at failure is quite good, reaching 6.4–7.2% for 
the horizontal samples and slightly lower values for the vertical orientation.

The cyclic response of the material was investigated performing axial strain-controlled tests on an MTS 810 servohy-
draulic machine, with a frequency of 0.5 Hz. A stress ratio R ¼ �1 was applied and the strain was measured using a clip-on 
gauge extensometer. The stabilised hysteresis loops for various deformation levels were then collected and a Ramberg-
Osgood [39] equation was fitted to these data. The cyclic yield stress, Rc

p;0:2, is summarised in Table 2. The clear trend is a 
progressive increase in the cyclic yield stress when the process is improved, as well as a higher resistance of



Table 2
Summary of the tensile and cyclic properties.

Process Orientation E (GPa) Rp0:2 (MPa) Rm (MPa) A% (%) Rc
p0:2 (MPa)

P1 horizontal average 73.3 224.9 365.3 6.8 191.8
std. dev. 0.4 4.8 4.9 0.4

vertical average 72.6 236.3 406.4 5.3 217.6
std. dev. 0.2 16.7 5.0 0.4

P2 horizontal average 74.6 304.5 441.5 6.7 225.8
std. dev. 0.1 0.7 0.7 0.1

P3 horizontal average 70.2 291.0 443.7 6.6 232.8
std. dev. 1.8 3.8 3.2 0.4

vertical average 72.8 253.7 440.2 3.0 211.4
std. dev. 2.3 2.3 4.9 0.2

Table 3
Summary of the tests performed.

Process Tensile FCG HCF

P1 6 18
P2 2 4 45
P3 6 42
the vertical orientation with respect to the horizontal. For more information, some results and modelling related to P1 can be 
found in [40].
2.4. Fatigue tests

The S-N curve was characterised by a series of axial force-controlled tests and the crack propagation rate was measured 
by fatigue crack growth (FCG) tests. The number and type of tests performed are reported in Table 3.

A common observation for SLM is that as-built parts show a significant reduction in fatigue resistance compared to that in
machined parts. This reduction can be on the order of 40–50% considering a technically relevant fatigue strength of 2 � 106 

cycles, depending on the final surface quality (see [9,20,23]). As the aim of this study is the assessment of AM parts in rela-
tion to the presence of internal manufacturing defects, all the specimens have finally been machined. The final surface
roughness was measured with a profilometer, yielding Ra ¼ 0:33 lm and Rz ¼ 2:99 lm.

All the fatigue samples were designed according to ASTM E606 [41]. The geometry of the cylindrical specimens is 
reported in Fig. 4a, and the important dimensions (such as gauge length lg , diameter dg and volume Vg ) are summarised 
in Table 4. Although the different batches produced have slightly different dimensions, the gauge volume of all the speci-
mens is between 201 mm3 and 452 mm3; therefore, no visible volume effect is expected.

Fatigue experiments were carried at R = �1. These tests were jointly performed by ESTEC & PoliMi. The tests at ESTEC 
were carried out on an Instron ElectroPuls E10000 machine equipped with a 10 kN load cell, by applying a frequency of 
30 Hz. The tests at PoliMi were performed on an MTS 810 servohydraulic machine (capacity 100 kN) at a frequency of 15 Hz.
2.4.1. Tests with artificial defects
A common observation in literature is that the fatigue failure of AM samples is generally caused by surface or subsurface 

voids [8,9,18,20]. To define a safe reference fatigue life curve, artificial micronotches were introduced in the gauge volume of 
some samples. Applying the concepts described in [8], the area of the artificial defects was determined as a safe percentile 
(i.e., 97.5%) of the maximum defect distribution in the surface gauge volume (see Section 4.2).

For specimens P1, the size of this defect resulted
ffiffiffiffiffiffiffiffiffiffi
area

p ¼ 500 lm. The micronotches were introduced by milling in the
centre of the specimen gauge length (see a detail in Fig. 4b). The real dimensions, determined after the failure of samples, 
were slightly smaller, with an average of 374 lm and a standard deviation of 55 lm. The same was done for P2 and P3 
but, owing to the smaller defect sizes in the material, the micronotches were produced by femtosecond laser ablation with 
the techniques and geometry described in [42]. This process rapidly brings very small volumes of material from the solid 
state to the gas/plasma state. The very high frequency and low exposure time do not allow heat conduction, thus avoiding 
the formation of large heat-affected zones. The energy was set to 5–8 lJ. The 97.5% sizes for P2 and P3 were calculated as 
260 lm and 150 lm, respectively. The meaningful geometric parameters are reported in the sketches of Fig. 4c and d. 
The measurements after the tests highlighted a larger dimension than expected considering P2, with an average increase 
in size of 290 lm and a scatter of nearly 20%. As for P3, the average size obtained resulted in agreement with the target 
dimension, with a standard deviation of 10%.



Fig. 4. Geometry of the fatigue samples: (a) scheme of the cylindrical specimens and gauge dimensions; Detail of the artificial defects introduced for (b) P1,
(c) P2 and (d) P3.

Table 4
Summary of number and dimensions of the samples produced.

Process Number of samples dg (mm) lg (mm) Vg (mm3)

P1 12 5.1 13 266
30 6.0 16 452

P2 58 6.0 16 452
14 4.0 16 201

P3 76 5.5 11 261



m

2.5. Fatigue crack growth

FCG in the absence of crack closure was investigated by fatigue crack propagation tests on two compact tension (C(T)) 
specimens from P2 at a stress ratio R ¼ 0:7. The intrinsic anisotropy of the manufacturing process involves a dependency of 
the resistance to fatigue crack propagation with respect to the loading direction [5,9,35,43]. For this reason, the most detri-
mental crack propagation direction (i.e., crack parallel to the manufacturing layer) was investigated. This hypothesis matches 
with the propagation in the vertical samples, whereas a slightly conservative life assessment is expected for the horizontal 
samples. The samples were designed and tested according to the standard (C(T)) specimens [44], with a width of 12.7 mm on 
a MTS 810 test servohydraulic machine. After a compression precracking for 106 cycles at a stress ratio R ¼ 10, a constant 
amplitude loading was applied to determine the FCG curve up to the final failure. The frequency was set to 15 Hz. The crack 
advance was measured by a clip-gauge and verified at the end of the test by measuring the final crack length on the fracture 
surface.

Other tests were also carried out on the P2 process at Kassel University, in order to precisely measure DK th at R ¼ �1. In 
detail, single edge notched tensile specimens with a dimension of 12 mm � 4 mm were first machined with EDM to produce 
a semi-circular notch with a radius of approximately 0.2 mm and a depth of 0.3 mm. Subsequently, a very sharp initiation 
point was introduced by razor blade. Finally, the specimens were subjected to compression precracking and then tests with 
the CPCA technique [45] to determine DKth. These tests were carried out on a resonant axial test machine with a capacity of 
100 kN, at a frequency of 150 Hz. The crack advance was measured with a Hirox optical microscope, using a magnification of 
210�. After compression precracking, the specimens were subjected to a starting DK value above DK th;eff and a constant cyc-
lic load was applied. After an initial crack growth, the crack stopped (average speed da=dN < 10�11 m=cycle for at least 106

cycles) owing to crack closure development. After the crack stopped, the ploadffiffiffiffiffiwas increased so that the initial applied DK for

the next step overcame the final one of the previous step by 0.3–0.4 MPa . This procedure was repeated step-by-step up 
to DK values above the crack propagation threshold for fully-developed crack closure at R ¼ �1, where crack propagation 
became stable. This technique also allows to obtain the so-called cyclic R curve considering all the DK-Da values measured 
at the end of every step [46–49].
3. Test results

This section summarises the results of the fatigue tests performed and aims at explaining and understanding the material 
behaviour and the differences noticed among the different investigated processes.
3.1. Defects at the fracture origin

All the fracture surfaces were analysed after the fatigue failure. Images were taken with a stereo microscope to gain an 
overview of the fracture surfaces, whereas deeper investigations were conducted through the SEM, see Figs. 5 and 6.

As can be seen from the images shown in Fig. 5, both the horizontal and vertical samples present irregularly shaped 
defects, sometimes still containing powder particles (see Fig. 5c), and therefore such defects are called lack of fusion [50]. For 
the AM material, this peculiar defect typically has a flat shape and is oriented parallel to the horizontal (x-y) plane [51].

Ahead of the defects, in some vertical specimens there were traces of spatter ejection [52] (see Fig. 5a). The texture of these 
regions appeared to be solidified material, see Fig. 6, and it was therefore different from surface texture of fatigue crack growth 
surface. When this defect is observed through the backscattered electrons (BSE) detector, tiny cracks along the spat-ter 
ejections are revealed (Fig. 6c).

The size of the defect at the origin of failure, hereinafter referred to as killer, was measured in terms of the
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area

p
param-

eter. The effective sizewas determined based on the guidelines described by Murakami [25,37], which give good results, even
applied to AM defects [53].
3.2. High cycle fatigue resistance

The results of the fatigue tests are summarised in Fig. 7a. As it could have been expected from the defect distributions, the
vertical samples generally show a slightly lower life than the horizontal samples. In fact, the average difference in terms of
life between the horizontal and vertical orientations is less than 5% for P1, but it becomes nearly 23% considering P2 and 28%
for P3. However, no visible differences were detected between vertical samples placed in different positions of the job vol-
ume. As a general observation, the life variation due to the defect orientation is definitely negligible if compared to that
between different processes. Therefore, the entire process has been described by a unique symbol in order to clarify the pic-
ture readability. Considering the different processes, the gap between P1 and P2 is quite evident. As no microstructural dif-
ferences were detected between the samples, this can be primarily attributed to the size of the defects leading to failure. A
further improvement was achieved with P3, for which the main improvement can again be attributed to the decrease in the
maximum defect size, as shown by the progressive reduction of the killer dimension from P1 to P3 in Fig. 7b. This reduction
reflects the trend clearly indicated by the CT results of Fig. 3.



Fig. 5. SEM observation of the killer defects found in horizontal (left column) and vertical (right column) specimens of: (a) P1; (b) P2; (c) P3.
The estimation of the size of the killer defects through the analysis of the CT scans will be the topic of Section 4.2. The 
estimates related to the three batches are shown in Fig. 7b as a box defining the 2.5% and 97.5% percentiles, whereas the 
horizontal line shows the average value of the Gumbel distribution.

Two important conclusions can be drawn, which may be helpful during the design and testing phases:

� the presence of large defects not only decreases the fatigue resistance of the material, but also increases the scatter asso-
ciated with the Wöhler curve;

� the artificial defects introduced outline a safe lower bound curve with low scatter. The adoption of this S-N curve could
allow one to obtain a safe design with both high confidence and limited effort in terms of the time and number of spec-
imens required.

3.3. Crack growth tests

Fig. 8 summarises the results of FCG tests, which have been performed on the material manufactured by P2. The Paris 
equation was fitted to the linear part of the data of two C(T) samples, up to 70% of the maximum SIF at failure. Adopting



Fig. 6. SEM image of the killer defect of a vertical sample from P2 containing microcracks (arrows) in the region of spatter ejection ahead of the defect: (a)
backscattered and secondary electrons mode; (b) detail of a small region (crack propagation region highlighted in light blue, see the web version).
Newman’s model [54], the FCG data obtained for a stress ratio R ¼ 0:7 allowed to estimate the growth rate at the stress ratio
of interest, R ¼ �1.

The results of the CPCA tests provided two DKth;lc values of 3.2 and 3.6 MPa
ffiffiffiffiffi
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p
. The crack growth rate data above DKth;lc

are in good agreement with the closure-corrected Paris curves (see Fig. 8). The theoretical estimates of DKth;eff obtained from
the Young’s modulus [55] and the Burger vector [56] (DKth;eff ¼ 1:18� 1:26) are shown in the same picture. This estimated
DKth;eff is consistent (again considering the Newman’s closure correction) with the experimental results. It is worth pointing
out that DKth;lc experimental results for P2 lie in the lower bound of the threshold range for AlSi10Mg produced by standard
manufacturing [23] (see Fig. 1). The tests performed show a limited variability of the FCG rate for P2, in contrast to the fati-
gue properties, which are highly dispersed owing to the manufacturing defects.



Fig. 7. Experimental fatigue results (R ¼ �1, frequency 15 Hz): (a) S-N curve; (b) dimension of killer defects (box plots refer to the size estimated by the 
analysis of CT scans, see Section 4.2).

Fig. 8. Fatigue crack growth tests on P2.

Fig. 9. Assessment of the Wöhler curve: (a) FKM guideline, (b) experimental fit.



4. Discussion

4.1. S-N diagram

Despite the clearly different fatigue resistances among the three processes, the slope of the Wöhler curves does not appear 
to change significantly. For cast aluminium alloys, the FKM guideline [57] reports a slope kr ¼ 5 before Nk;r ¼ 1 � 106 cycles 
and a slope of k� ¼ 15 after this knee point. The stress amplitude at the knee point can be estimated as 30% of the ultimate 
tensile strength. Fig. 9a shows that this guideline does not correctly describe the present data, result-ing in an overestimation 
of the fatigue resistance. In fact, the experimental negative inverted slope is in the range
kr ¼ 6:0 � 7:7, whereas k� suddenly increases significantly after approximately Nk;r ¼ 2 � 105 cycles (see Fig. 9b). For the fol-
lowing analyses, a value k� ¼ 22 was derived by fitting the data over Nk;r. This value is consistent with that used by Sonsino
[58,59] for similar cast materials.

This deviation from the standard properties of aluminium alloys is not surprising, considering other literature results for 
the same material produced by SLM. Brandl et al. [26], for example, report a kr value similar to that proposed by FKM, but a

knee point at Nk;r ¼ 2 � 105 cycles as in the present case. The results by Mower [10], however, show a slope kr close to 6.2, not 
far from the present results.

In a summary, an unambiguous determination of the single S-N curve slopes is almost impossible, considering that the 
fatigue strength at 10 million cycles ranges between 150 MPa and 240 MPa and this scatter appears to be controlled by the 
manufacturing defects, which are very different between P1 and P3. In this scenario, on the one hand, the fatigue design 
should adopt unreasonably large safety factors, while on the other hand, it would be worth adopting a robust predictive 
framework that would allow designers to quickly estimate design limits and update them as a consequence of the rapid pro-
cess improvements. This topic will be thoroughly discussed in Section 5.1.
4.2. Stress intensity factor at the fracture origin

In [8] the authors have demonstrated that, for the particular batch of material investigated, the maximum defect within a 
volume can be correctly described by adopting the statistics of extremes. These results can be used to infer the fatigue resis-
tance, under the hypothesis that the largest defect is that at the origin of failure. This assumption is commonly adopted in 
industrial applications, but it may not be true in the present case. In fact, it is well known that surface defects are far more 
detrimental than internal defects, because of which one can expect crack propagation to originate from the surface, even in 
the presence of a larger embedded defect. The predominance of failures originating from the surface is a very common obser-
vation in the presence of defects, and particularly in AM applications [9,18,20].

The same evidence was confirmed experimentally: the failures originated from the surface or from subsurface defects (see 
Section 3.2), except for two failures. Both of these failures belong to P1 and were caused by very large areas of lack of fusion.

Considering the CT scan of fatigue specimens, there are no data supporting the evidence of larger defects close to the sur-
face. On the contrary, the spatial defect distribution appears to be homogeneous, thus confirming the importance of this sur-
face effect. Although its influence may be negligible for massive components, it can be relevant when the external surface 
becomes large with respect to the volume, which is the case for most AM applications. When dealing with fracture mechan-
ics, what matters is not only the applied stress and the crack size, but also the driving force that makes the crack propagate. 
Considering defects, the SIF range DK can be described with Murakami’s formula [37,60]:
DK ¼ Y � Dr
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where Y ¼ 0:5 for internal defects and Y ¼ 0:65 for surface defects. Note that, for the same defect size, the difference in the 
applied SIF is on the order of 30% and therefore an internal defect with the same DK should have a size 70% larger than a 
surface defect. Assuming a circular defect shape to simplify the problem, an empirical rule by Murakami [25] can be used to 
classify a defect as superficial when Eq. (2) is verified:
a=h > 0:8 ð2Þ
where a is the radius of the equivalent circle and h is the distance between the defect centre and the external specimen sur-
face (see Fig. 10a). Moreover, the definition of an effective defect size for a correct SIF calculation is required when the defects 
lie below the surface, as in Fig. 10b [25,53].

To verify whether the SIF calculated using Eq. (1) is an appropriate variable to assess how detrimental a defect could be, 
this relationship was used before the testing to calculate the SIF of all the defects detected by CT. In this way, it was possible 
to rank the defects according to their SIF and to foresee which defect would have caused the fatigue failure according to this 
hypothesis. After the tests, the predictions based on the SIF were verified by searching for the real killer among the CT mea-
surements. Five samples randomly chosen from P1 were investigated and the results are summarised in Table 5. Note that
there is a third variable to be considered apart from Y and

ffiffiffiffiffiffiffiffiffiffi
area

p
, which is the stress acting on the defect, Drdef , calculated as



Fig. 10. Scheme for the analysis of defects: (a) equivalent circular defect and distance from the surface, (b) area increment for subsurface defects, (c)
equivalent surface volume associated with the specimens.

Table 5
Summary of the SIF ranking investigation on 5 specimens randomly selected from P1.

Specimen name Drnom (MPa) SIF rank
ffiffiffiffiffiffiffiffiffiffi
area

p
(lm) Drdef =Drnom Position DK (MPa

ffiffiffiffiffi
m

p
) Killer

H02 220 1 272 1.00 surface 4.18 �
2 202 1.00 surface 3.60
4 295 1.00 embedded 3.35

H03 360 1 209 1.00 surface 5.99
2 169 1.00 surface 5.39 �
3 283 1.00 embedded 5.36

VO01 200 1 572 1.00 embedded 4.24 �
2 242 0.99 surface 3.55
3 297 0.88 surface 3.51

VU02 180 1 437 0.99 surface 4.31 �
2 414 0.91 surface 3.86
4 470 1.00 embedded 3.46

VU03 295 1 223 1.00 embedded 3.91
2 129 1.00 surface 3.86 �
3 214 1.00 embedded 3.83
the nominal stress applied to the cross-section. In fact, the ranking even considered even the defects in the grip regions,
where the applied stress is lower than the nominal stress Drnom.

From the analysis presented, it is evident that the prediction is precise and robust. In fact, in all five cases, the failure orig-
inated from the first or second defect ranked in terms of SIF. The ranking was able to predict a surface failure in the presence 
of larger embedded defects (H02-H03-V02U-V03U), but also failures originated from internal defects (V01O) and from out-
side the gauge volume (V02U). It should be noted that these predictions could be further improved by considering more 
complex models (e.g., accounting for the defect features). However, the result is surprising if one thinks that the defects 
reported for every sample were selected from several tens to thousands of measurements considering only three easily mea-
surable variables.

The competing risk between surface and embedded flaws is depicted in Fig. 11, comparing the size and SIF distributions. 
In detail, defects at the fracture origin for the P1 process were interpolated with Gumbel distributions (killer defects, only 
surface killers, internal killers): one would expect most of the failures to originate from the internal volume of the sample (as 
it is larger than the surface), as depicted in Fig. 11a and c. On the contrary, this is not the case when the SIF distribution is 
considered (see Fig. 11b and d): the SIF is larger for surface defects.



Fig. 11. Extreme value distribution estimate of the maximum defect in V surf and comparison with the defects at the origin of failure considering P1: (a) size 
and (b) SIF probability distribution, (c) size and (d) SIF distribution in a Gumbel probability plot. The SIF is normalised considering a unitary applied stress.
This analysis (similar results can be also obtained for P2 and P3) explains why failures caused by embedded defects were 
seen to be unlikely and why they are originated from very large flaws. The failure origin can therefore be described by a prob-
abilistic competing-risk assessment between the maximum SIF distributions in the surface and embedded gauge volumes. 
Moreover, it is worth reminding that internal cracks (growing in vacuum) generally show lower crack propagation rates than 
surface cracks [61], which explains why they are rarely found at the origin of failure at high applied stresses.

It is then clear that the SIF is the key parameter for defect criticality and that the size of the critical defects can be pre-
dicted using these concepts.
4.2.1. Prediction of defects at the fracture origin
Fig. 7 has shown the strong influence of the killer defect size on the fatigue resistance of the material. Therefore, by know-

ing the killer defect size distribution, it would be possible to achieve an easy and cheap assessment of the process quality. 
However, if the estimation of the killer defect size distribution is not an easy task when a complete CT scan of all the parts is 
available, this is even more complicated in the cases in which performing a proper CT characterisation is not possible. For 
instance, this could happen when there is no possibility to check all the parts or because some complex shapes cannot be 
completely scanned with an appropriate resolution.

In these cases, it becomes useful to assess the killer size with a probabilistic approach, performing CT on some represen-
tative witness samples [4] and applying statistics of extremes.

The estimation of the maximum defect size in a given volume can be obtained with the usual concepts of statistics of 
extremes, but it is worth adopting the peak over threshold (POT) approach in which all the defects above a given threshold 
size are analysed [8]. The estimate of the killer defect size has to take into account three main variables: (i) the intrinsic vari-



Table 6
Determination of equivalent surface volume and important dimensions of the estimated killer size.

Process �a (mm) Vsurf (mm3)
ffiffiffiffiffiffiffiffiffiffi
area

p
mean (mm)

ffiffiffiffiffiffiffiffiffiffi
area

p
min (mm)

ffiffiffiffiffiffiffiffiffiffi
area

p
max (mm)

P1 H 0.151 55 0.322 0.214 0.593
P1 V 0.150 49 0.306 0.207 0.559
P2 H 0.074 27 0.130 0.085 0.206
P2 V 0.129 47 0.190 0.131 0.303
P3 H 0.063 23 0.083 0.068 0.122
P3 V 0.077 29 0.088 0.081 0.117
ability of the maximum defect distribution (as a given percentile of the Gumbel distribution); (ii) the orientation of the sam-
ple, owing to the anisotropic defect elongation; (iii) the density of the defects over the threshold, which is the main variable 
introducing scatter between CT measurements performed on the same batch of material.

As most failures start from the surface, the size of the killer defect in a sample can be estimated as the size of the max-
imum defect in V surf . As depicted in Fig. 10, V surf has been defined as an external circular crown with a fixed thickness h. 
Considering cylindrical specimens, V surf can be calculated according to Eq. (3), where the thickness h ¼ �a=0:8 is derived from 
Eq. (2) and a� is the average experimental radius of the killers measured in the samples.
Vsurf ¼ Vg � Vint ¼ p � lg � ðr2g � ðrg � hÞ2Þ ð3Þ
The average killer size,
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p
mean, was calculated adopting the 50% percentile of the distribution and the average density

of the defects exceeding the threshold (qu) in a POT maxima sampling [8] in a volume Vg . The expected inferior and superior
limits,
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p
min and
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p
max, refer respectively to the 2.5% percentile with minimum qu and 97.5% percentile with maxi-

mum qu. The results for the processes investigated are summarised in Table 6.
Experimental investigations [62] have shown that subsurface defects in contact or very close to the surface (very small h 

in Fig. 10a) have the largest SIF. This geometrical problem can be corrected by calculating the effective defect size as depicted 
in Fig. 10b. This can be achieved by applying a multiplication factor of 1.137 to the defect area [62].

The good prediction of the killer size is also confirmed for P2 and P3, as depicted in Fig. 7b. It should be annotated that in 
the presence of very large defect densities and dimensions some interactions between adjacent defects could occur: this clus-
tering effect is not predictable by the proposed model.

This method to estimate the killer defect size is the basis for the determination of the initial crack size in the FCG prop-
agation, which is the topic of Section 5.

5. Modelling of fatigue resistance

As introduced in Section 1 and confirmed by the experimental results in Section 3.2, one of the main problems in the fati-
gue description of AM parts is the large scatter of the experimental results. When the residual stresses are limited and sam-
ples are machined, defects are the main variable affecting the fatigue resistance [9,23,63]. Therefore, the largest part of 
experimental scatter should be strictly related to the initial size of manufacturing defects within the material, which control 
the lower bound of fatigue resistance [25]. The possibility to predict this scatter from NDE measurements, considering the 
ability to extrapolate CT scan measurements to large material volumes [8,64], will improve the fatigue assessment and com-
ponent qualification.

To reach this goal, a model for fatigue strength and life prediction is proposed here. The model can be described in two 
steps:

1. a suitable description of fatigue strength as the threshold condition for the defects treated as short cracks;
2. a life prediction scheme and its application to the fatigue data of the three processes.

5.1. Definition of fatigue strength

As discussed in the introduction, the presence of manufacturing defects causes a large scatter, especially after the knee-
point of the Wöhler curve. Most of this variability can be accounted for defining the relationship between the defect size and 
the material fatigue strength through the Kitagawa diagram (see [23]). Two of the most used formulations were proposed by 
Murakami & Endo [65] and El-Haddad [66]. According to Murakami & Endo [65], the threshold for small cracks can be 
expressed as:
DKth / ð ffiffiffiffiffiffiffiffiffiffi
area

p Þ1=3 ¼ Cn ð4Þ

Applying Eq. (1) in the fatigue strength region, it is possible to substitute Drw ¼ Dr and DKth ¼ DK. Equating the crack 

propagation thresholds defined in Eqs. (1) and (4), the fatigue strength Drw can be obtained:
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where Cn is a parameter that depends on the material hardness and defect position.
Another possibility for describing the Kitagawa diagram is to adopt the El-Haddad model, slightly modified as proposed in 

[67]. According to this formulation, if Eq. (1) is adopted for the SIF, the relationship between the fatigue limit and the defect/
crack size can be expressed as:
Drw ¼ Drw0 �
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and:
DKth ¼ DKth;lc �
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is called the El-Haddad parameter (expressed with Murakami’s
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area

p
parameter). The advantage of these formulations is that

they describe the smooth transition short cracks ! long cracks, which corresponds to defect sizes
ffiffiffiffiffiffiffiffiffiffi
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0 [68].

Other models can be applied for modelling the Kitagawa diagram (see the review in [69,47]).
The modified El-Haddad’s model was in first instance adopted to analyse the fatigue results. All the samples that survived

at least Nk;r cycles were considered. The introduction of tests on artificial defects (plotted with failures above Nk;r and run-
outs) helps improving the description in a wider defect size range. The specimens that survived the tests showed no visible
damage and were tested again at relatively high stress amplitudes: the size of the defects at the fracture origin in this second
test has been adopted to position the run-outs in the Kitagawa diagram.

The fatigue limit in the absence of defects Drw0 was estimated as the stress value corresponding to a plastic deformation
of 0.05% in the stabilised cyclic curve [70].1 The long crack propagation threshold at R ¼ �1 was initially estimated to be
DKth;lc ¼ 4:1MPa
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p
based on the results obtained from the tests on the artificial defects of P1, according to Eq. (1). This value

matches with several experimental results obtained for the same material, produced by AM or casting [23].
The parameter

ffiffiffiffiffiffiffiffiffiffi
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0 was finally calculated according to Eq. (8). The best fit is depicted in Fig. 12a. The same diagram is

shown in Fig. 12b in terms of crack propagation threshold DKth. Note that Fig. 12a is valid only for surface cracks, as the
applied stress should be rescaled when dealing with embedded killers. In Fig. 12b, however, the different position is already
accounted for by the Y term in the SIF assessment. Therefore, the embedded defects are also described by a unique Kitagawa
diagram: this confirms the previous results of Section 4.2, i.e., that the SIF at the defect is the parameter controlling the fati-
gue strength/life.

Fig. 12a also shows that the data on natural and artificial defects can be fitted with a slope 1 : 6, as predicted by the
Murakami-Endo model [65]. This model can predict results similar to the models for strength based on DJeff [47]. The reason
for showing only the El-Haddad model is that this is the basis for the life prediction model described in Section 5.2.

The result of the analysis for the P1 process show a non-negligible intrinsic scatter, which can be due to several factors
(e.g., heterogeneous microstructure, anisotropy, residual stresses, errors in testing, and defect size measurements). The
resulting coefficient of variation is in the order of 8–10% for Drw0 and DKth;lc . As for P2 and P3, two slightly different Kitagawa
diagrams were obtained, as depicted in Fig. 12c. As expected, there are slight differences between the processes, owing to the
fact that a finer and more homogeneous microstructure tends to increase Drw0 and decrease DKth;lc , as measured by the CPCA
experiments (see Section 3.3).

It is of some importance, for the sake of life prediction, to remark that the fatigue limits for P1-P3 corresponds to stress
levels above 1=3 � rwo, which is the limit of applicability of linear elastic fracture mechanics (LEFM) [70]. This implies that the
contribution of cyclic plasticity has to be considered for the driving force in the life prediction.

Finally, Fig. 13 depicts the fatigue results of the three processes, normalising the applied stress with respect to the fatigue
strength Drw defined by the Kitagawa diagram for the particular size of the killer defect found in every sample. From this
picture, it can clearly be seen that all the data collapse and follow the same trend, stabilising around 1 over 2 � 105 cycles.
In fact, all the data points over this value can be described by a normal distribution with standard deviation of 0.13. There-
fore, the resulting coefficient of variation is of the order of 13%. This value is very low, considering the enormous dispersion
shown in the S-N diagram of Fig. 7a, but it still has a non-negligible influence in a probabilistic assessment during the design
phase. This variability can be explained by microstructural effects affecting crack nucleation and propagation and the other
e that Drw0 represents the fatigue limit in absence of defects, and it is therefore a theoretical limit for a material. However, for small defects there are 
ant microstructural effects. This makes it possible to say that the characteristic microstructural size is the upper bound for the application of mechanical 
such as those considered here [71].
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Fig. 12. Kitagawa diagram obtained by HCF tests on P1, fitted by El-Haddad’s formulation: (a) Drw vs
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for P2 and P3.

Fig. 13. S-N data for the three processes normalised by the correspondent fatigue strength resistance, as in Fig. 12.



errors during experiments (e.g., residual stresses and defect size measurement). It is also worth noting that the scatter band
of the Dr=Drw is somewhat larger than the typical value of 5% obtained for other cases (e.g., inclusions in high-strength 
steels [25]).

5.2. Fracture mechanics-based prediction of the S-N curves

5.2.1. Initial crack size
Most of AM defects are voids (porosity, lack of fusion, shrinkage) or inclusions. When dealing with fatigue problems, these 

become nucleation sites for short fatigue cracks. In Section 4.2, it was demonstrated that the failure happens in correspon-
dence with the defect having the maximum SIF, which is almost certainly surface or subsurface. At the same time, it has been 
shown that the size of the killer defects can be estimated on the basis of X-ray CT data by applying the concepts of statistics 
of extremes described by the authors and applied to P1 [8]. As discussed in Section 4.2, the main sources of variability asso-
ciated with the maximum defect size in a given material volume are the intrinsic scatter (expressed by the percentile of the 
extreme value distribution), the defect density, and the orientation of the samples.

To calculate the initial size of the cracks, the shape of the surface defects is approximated with a semi-circle. The initial
crack depth ai depends on the killer size
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p
i, according to the relation reported in Eq. (9):
ai ¼
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The determination of
ffiffiffiffiffiffiffiffiffiffi
area

p
i has already been discussed in Section 4.2 and the values are reported in Table 6. Referring to

a gauge volume, three dimensions of the initial crack size were obtained, which describe the average value and the range of
the expected crack size:

� amin: obtained adopting the minimum
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min of the process;

� amean: obtained adopting
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mean of the process;

� amax: obtained adopting the maximum
ffiffiffiffiffiffiffiffiffiffi
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p
max of the process.

5.2.2. Crack growth models
Fatigue crack growth simulations have been performed using both the software Nasgro 4.0/ESACRACK and a crack prop-

agation algorithm developed for this project. The stress intensity factor was calculated by adopting the standard solution for 
a surface crack propagating in a rod [72], the crack size being described only by its depth ai, as discussed in Section 5.2.1. The 
diameter of the rod equals that of the investigated sample gauge length.

The DK � da=dN curve was described by a NASGRO-type equation (Eq. (10)), whose parameters were derived by FCG tests 
at R ¼ 0:7 on P2:
da
dN

¼ C
1� f N
1� R

� �
DK

� �n
1� DKth

DK

� �p

ð10Þ
where f N is the Newman’s closure function, which is able to describe the crack closure at different stress ratios [54]:
f N ¼ rop

rmax
¼ f ða;R;rmax=roÞ ð11Þ
The flow stress r0 was calculated as the average between the static ultimate tensile stress and the yield stress. Similar 
slopes in the Wöhler curves of the batches, together with the results of Fig. 13, suggest that the FCG properties should not be 
remarkably different, and thus, the same equation has also been adopted for P1 and P3. The dependence of DKth on the crack 
size was expressed with Eq. (7), modified as in Eq. (9) to account for the crack size.

Life prediction was carried out by applying different options:

#1 – the standard assumptions in ESACRACK/NASGRO/AFGROW: rmax=r0 ¼ 0:3, constraint factor a ¼ 1:9 andffiffiffiffiffiffiffiffiffiffi
area

p
0 ¼ 0:038 mm;

#2 – the real applied rmax=ro and
ffiffiffiffiffiffiffiffiffiffi
area

p
0 estimated as described in Section 5.1;

#3 – elastic simulation considering a plasticity-corrected crack length for calculating DK in Eq. (10) with a formulation of
the type:
ap ¼ aþ b � rp ð12Þ

where rp is the plastic radius ahead of the crack tip and b was determined with a series of preliminary analyses [73], such 
that the growth rate at higher stress levels became comparable with estimations based on the PJ approach [74,75].

The results of the simulations for P1 considering an initial crack size equivalent to the maximum defect (97.5% percentile) 
are depicted in Fig. 14a and they clearly show that conventional LEFM assumptions (#1) do not provide good results. Using 
option #2, the slope of the curve for high applied stresses increases owing to the improved definition of the opening stress, 
whereas the fatigue strength at 10 million cycles becomes more conservative and closer to the lower bound of the artificial



Fig. 14. Fatigue life estimates: (a) lower bound for P1 adopting the three options presented, (b) option #3 applied to batches P1 and P2 with their 95%
scatter band.
data. Eventually, option #3 provides a good description of the slope, with an estimated value kr ¼ 6:1 very close to the 
experimental results. This highlights the importance of the elastoplastic conditions for a correct analysis of the AM 
defects.

Fig. 14b shows the results for processes P1 and P2, considering the simulation scheme #3. The dispersion of the data has 
been assessed by selecting the three initial crack sizes described in Section 5.2.1. The results confirm a good prediction, 
together with a clear demonstration that the defect size is the key factor affecting the fatigue properties of machined spec-
imens of AlSi10Mg manufactured by AM. The simulations for P3 are not shown, because they would overlap with the upper 
part of the P2 scatter band.
6. Outlook

6.1. Subsurface defects

A peculiar feature of as-built AM parts is the presence of diffused porosity in the subsurface region [9,21], particularly 
pronounced in downfacing inclined parts [23] where the surface quality is understandably lower (see Fig. 15a and b). This 
type of feature explains very well the dramatic reduction in fatigue strength due to the as built surface, which cannot be 
avoided with a simple polishing [76] but rather with a process (e.g., machining, chemical milling) able to remove the external 
surface layers [9].

Even if the single pores have dimensions which are too which is too small to influence the fatigue resistance, the large 
pore density in this region creates very dangerous clusters, resulting in a weak subsurface area. Considering also this problem 
also in terms of equivalent defects, this belt of pores can be approximated as a 2D surface crack with a



Fig. 15. Typical subsurface features in AB parts: (a) subsurface porosity (from [9] with permission of the authors), (b) subsurface porosity in the downfacing 
region of inclined AlSi10Mg parts (from [23]) and scheme for equivalent defect size definition.
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where t is the maximum depth reached by the pores (see a sketch in Fig. 15b).

6.2. Probabilistic concepts

We have here proposed a simple life prediction scheme based on the major source of scatter, which are the defects. How-
ever, there are other sources of variability apart from the initial crack size (e.g., fatigue crack growth curve and intrinsic 
material scatter) that lead to the dispersion shown in Fig. 14b.

In the framework of a comprehensive probabilistic assessment, this scatter can be described as an intrinsic variability of 
the Kitagawa diagram (or the fatigue strength model) [77] for fatigue strength, or it would need a full probabilistic approach 
for propagation considering a variability for DKth consistent with the previously discussed 10% scatter.

A new probabilistic framework can be also developed to take into account the different variabilities considered so far (dis-
tribution of defects, defect density, and intrinsic variability of the threshold model) [78,79]. In this framework, the final fati-
gue assessment becomes a competing risk between surface and internal defects, as well as clusters of subsurface porosity and 
poor surface roughness, which can be described by defining an equivalent initial flaw size [80,81,53].



7. Conclusions

This study has summarised the results related to a fatigue testing campaign on AlSi10Mg produced by SLM, considering
three slightly different processes. A model for estimating fatigue life and strength considering the influence of manufacturing
defects has been proposed. The significant results of the analysis are:

� the evolution of the SLM process in the last two years have significantly improved the quality and fatigue resistance of the
material investigated, which outperforms the properties of cast material;

� the material has been comprehensively characterised (X-ray CT, static, FCG, HCF, and LCF). The fatigue resistance is
mainly controlled by manufacturing defects, such as porosity and lack of fusion;

� a lower bound S-N curve can be defined by introducing artificial defects with a size calculated as a safe percentile of the
maximum defect distribution within the gauge volume;

� the fatigue strength in the presence of defects and small crack propagation threshold have been defined by the Kitagawa
diagram with natural and artificial defects;

� a criterion based on SIF assessment for the definition of the most detrimental defect from those detected by CT has been
proposed and validated using experimental results;

� a model for fatigue life estimation in the HCF regimes has been proposed, which can describe the experimental scatter by
evaluating the distribution of the initial defect size in the surface gauge volume of the samples;

� the application of fracture mechanics yields good results, keeping in mind that the effect of plasticity is non-negligible.
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