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Abstract 

This paper presents a new numerical approach to model the heat transmission over long pipes, such as 

those encountered in district heating networks. The model is suitable for fast and accurate simulation 

of complex network dynamics. For fast calculation, the model is based on the method of 

characteristics. For high accuracy, the model splits the water thermal capacity between the turbulent 

core and the boundary layer. Compared with the finite-volume method and the node method, the 

proposed model shows accurate results at a lower computational expense and without introducing 

artificial smoothing of temperature waves. The model is validated by monitoring data of pronounced 

temperature transients in real pipes at low and high Reynolds numbers. The results confirm the need 

to properly model the thermal capacity of water, because at a low Reynolds number, the boundary-

layer thickness is considerable, and the temperature difference between the water core and the pipe 

wall is not negligible.
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Abbreviations

CHP  Combined Heat and Power

Cu Courant number

DH District Heating 

FVM Finite Volume Method

Nu Nusselt number

ODE Ordinary Differential Equation

PDE Partial Differential Equation

Re Reynolds number

Nomenclature

area, m2𝐴

specific heat, J kg-1 K-1𝑐𝑝

linear heat transfer coefficient, W m-1 K-1ℎ

pipe length, m𝐿

mass flow rate, kg s-1𝑚

heat transfer rate, W𝑄

pipe radius, m𝑅

distance from the inner pipe wall, m𝑟

parameter of characteristics method𝑠

temperature, °C𝑇

time, s𝑡

fluid velocity, m s-1𝑣
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pipe section length, m𝑥

Greek symbols

water turbulent boundary layer thickness, m𝛿

temperature, advection problem solution, °C𝜃

density, kg m-3𝜌

Subscripts

equivalent boundary layer (water boundary layer and steel pipe)𝐵

water boundary layer𝑏

turbulent core𝑐

external environment𝑒𝑥𝑡

pipe number𝑖

inlet section of the pipe𝑖𝑛

insulation𝑖𝑛𝑠

timestep number𝑗

pipe segment number𝑘

linear𝑙𝑖𝑛

outlet section of the pipe𝑜𝑢𝑡

steel pipe𝑠

temperature𝑡

water𝑤
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1 INTRODUCTION

District heating (DH) has demonstrated great potential for increasing the efficiency of urban heat-distribution 

systems in Europe, by using and efficiently distributing heat that would otherwise be wasted [1, 2]. However, 

traditional European combined heat and power (CHP)-based DH systems risk losing their attractiveness in 

terms of energy efficiency, CO2 emissions savings, and financial profitability. The current energy framework 

introduces new challenges for DH [3]: the increase of renewables in power production and the parallel decrease 

of electricity consumption [4] have reduced the use of CHP plants, while the majority of DH systems usually 

recover their rejected heat. The search for waste heat to be recovered and the exploitation of local renewable 

energy sources have become concrete alternatives: DH utilities exhibit an increasing amount of waste heat and 

renewable energy distributed along the network.

The needs and energy loads of DH consumers are evolving as well. In the new paradigm of distributed 

generation, consumers will increasingly become prosumers who can actively interact with the DH network [5]. 

In addition, the amount of low-energy buildings will increase among DH consumers. In light of these new 

challenges, low-temperature networks and subnetworks appear to be promising and economical solutions [6–

8]. 

The temperatures profiles for these types of networks are, on average, lower and, over short timescales, exhibit 

greater fluctuation than those characterising traditional DH systems. The variety of generation systems and the 

variety of user demand profiles increase the network complexity; thus, the network should be analysed 

carefully, considering the system dynamics. 

The interactions of these elements during both the design and operational phases, can be predicted using 

detailed dynamic simulation models. The DH system involves three main dynamic elements: energy 

production, distribution network, and consumers. Their dynamics heavily affect the control and management 

of the entire system. For traditional systems with centralised production and similar customers, simplified 

modelling approaches can be used without affecting the quality of the results [9]. In contrast, new-generation 

DH systems involve a variety of energy sources, and the customers create distributed points of interest along 

the network. Heat losses, pressure drops, and considerable time delays strongly affect the temperatures and 

pressures at distant points of the network, which become substantially different from those of the central plant. 

Thus, analysis requires a robust and flexible simulation model of the entire network that is able to simulate 

distributed energy sources. 
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1.1 PREVIOUS WORKS

The most commonly used mathematical model for thermohydraulic networks is the pseudo-dynamic model 

[10], in which the hydraulic problem is considered to be steady-state while the thermal problem is treated as a 

transient phenomenon. This because of the difference in the propagation speed between the pressure waves 

and water. The hydraulic problem is usually solved using the Hardy Cross method and the Newton–Raphson 

method [11], which involve iteration in the case of meshed networks. In [12], a new method for solving the 

steady-state hydraulics of complex networks was presented as more efficient and easier than the Hardy Cross 

method.

The simulation of the temperature propagation and its dynamics, which is the primary interest of this work, 

can be grouped into two main modelling categories [13]. 

 Black-box models, in which only the inputs and outputs of the system are considered. They can be 

statistical, regressive, artificial neural network [14], or transfer-function models.

 Physical models, in which the physical aspects of the system are modelled explicitly.

A third branch of research in modelling networks has the main objective of reducing the network complexity 

by building a simpler equivalent network model to perform real-time optimisation. The topology of the 

network is thus simplified in an equivalent model with a lower number of pipes. With this kind of approach, 

the computational costs decrease, but the link with the topology is lost; thus, this method is mostly suitable for 

centralised systems. Two main reduction approaches are found in the literature: the Danish one and the German 

one [9].

Early works regarding physical models were performed in Denmark, beginning with the element method, 

which is a finite-difference method that solves energy-balance equations. This was followed by the node 

method approach, which is commonly used in Denmark, whereby the pipe temperatures are calculated using 

the time history of the inflow temperature and the mass flowrate. This method was elaborated by Benonysson 

[10]. Benonysson reports that the accuracy of the element method cannot compensate for its long calculation 

time, which affects the usability of this method. Another drawback of the element method is the occurrence of 

artificial diffusion if discretisation in time and space produces a Courant number other than 1. The strength of 

the node method is that, via the plug-flow approach, it only calculates the temperature at the outlet of each 

pipe, according to the propagation time of the inlet temperature decreased by thermal losses. Thus, the 

computational efforts are significantly reduced. A rigorous theoretical analysis of these two methods is 

provided in [13]. Further work on finite-difference modelling can be found in [15, 16], where a two-

dimensional model comprising pre-insulated twin pipes is compared with other models and experimental 

measurements. 
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The node method has shown good performance for object-oriented modelling. In [17], Giraud et al. present a 

Modelica library conceived to simulate DH networks and solar thermal integration. In [18], Van Der Heijde et 

al. show a Modelica software implementation of a thermohydraulic model for thermal networks and validate 

it experimentally. The plug-flow approach is also the basis of pipe model Type 31 in the TRNSYS software 

library [19]. TRNSYS is a dynamic simulation software used for solar thermal plants and building energy 

performance.

On the other hand, Gabrielaitiene has provided major contributions through several studies comparing the node 

method with other modelling approaches [20], using the commercial software TERMIS [21–23] and DH 

monitoring data [24]. The main outcomes of these comparisons are significant discrepancies between the 

simulated temperatures and the monitored ones at distant points of the networks that are reached after passing 

through several bends and connections. The model also reveals insufficient performances in simulating rapid 

and sharp temperature variations, thus showing an inability to properly model fast dynamics [20].

1.2 MOTIVATION OF STUDY

The need for analysing peripheral points of DH systems has increased in recent years, leading to studies 

regarding network analysis and simulations of DH with decentralised generation systems [25–28]. In this 

study, a new modelling approach for heat transmission along the DH network, which is based on the method 

of characteristics [29], is proposed and compared with existing models. The method of characteristics allows 

partial differential equations (PDEs) to be solved by reducing them to an equivalent system of ordinary 

differential equations (ODEs). 

A good compromise between the accuracy and rapidity of the model must be reached to perform detailed 

energy simulation of complex networks. 

Finite-element methods based on discretisation have shown good accuracy but high computational costs. The 

node method is faster but is inaccurate for distant points of the network with sharp temperature variations. 

According to the node method analysis in [20], the discrepancies between the measured temperatures and 

simulations are larger for

 long pipelines;

 turbulent flows at relatively low Reynolds numbers.

The most important heat capacity in DH modelling is that of water. The overall conclusion from previous 

studies is that to improve simulation results, a detailed model of the turbulent flow characteristics must be 

employed [20]. Accordingly, in the present study, an improved plug-flow model for simulating long pipelines 
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was developed. The model is suitable for DH system modelling, as it allows fast and accurate simulations of 

the thermal and hydraulic behaviour of the water flow in long pipes. 

2 MATHEMATICAL MODEL

The model is constructed in MATLAB®. The equations constituting the overall model are presented here. In 

the second step, the model is enhanced by separating the turbulent fluid core and the boundary layer. The 

transient model is based on the following assumptions:

 The water is considered as an incompressible and homogenous fluid;

 Thermal diffusion in the axial direction is neglected;

 There is no thermal stratification in the pipe section;

 There is axial symmetry in the temperature and velocity profiles inside the section;

 The material properties have constant values.

2.1 ONE-CAPACITY FLUID MODEL

The energy-balance equations describing heat transmission allow the pipe and water temperatures to be 

calculated as a function of the axial length  and time :𝑥 𝑡

,{ 𝜌𝑤𝐴𝑤𝑐𝑝,𝑤

∂𝑇𝑤

∂𝑡 + 𝑚𝑤𝑐𝑝,𝑤

∂𝑇𝑤

∂𝑥 + ℎ𝑠𝑤(𝑇𝑤 ‒ 𝑇𝑠) = 0

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠

∂𝑇𝑠

∂𝑡 + ℎ𝑠𝑤(𝑇𝑠 ‒ 𝑇𝑤) + ℎ𝑖𝑛𝑠(𝑇𝑠 ‒ 𝑇𝑒𝑥𝑡) + 𝑄 ←
𝑙𝑖𝑛 = 0�  (2.1)

where  is the internal cross section of the pipe [m2],   is the cross section of the steel 𝐴𝑤 = 𝜋𝑅2
𝑤 𝐴𝑠 = 𝜋(𝑅2

𝑠 ‒ 𝑅2
𝑤)

pipe,  is the temperature of the environment surrounding the pipe (ground), and  is a generic linear 𝑇𝑒𝑥𝑡 𝑄 ←
𝑙𝑖𝑛

source of heat [W/m]. The linear insulation heat-transfer coefficients for insulation and steel [30] are calculated 

as  and , respectively. For the inner surface of the steel pipe, the water–steel linear ℎ𝑖𝑛𝑠 =
2𝜋 𝑘𝑖𝑛𝑠

𝑙𝑛(𝑅𝑖𝑛𝑠/𝑅𝑠) ℎ𝑠 =
2𝜋 𝑘𝑠

𝑙𝑛(𝑅𝑠/𝑅𝑤)

insulation heat-transfer coefficient is calculated as . The heat transfer among the three ℎ𝑠𝑤 = 1/(
1

ℎ𝑤
+

1
ℎ𝑠

)

elements involved—water, steel, and insulation—can be represented by the thermal resistor–capacitor network 

(Figure 2.1). Here, the temperature distribution in the section is approximated using two lumped capacitance 

nodes for the water and pipe, as well as an external temperature node.



ACCEPTED MANUSCRIPT

10

 

Figure 2.1 Longitudinal and transversal pipe section—the transversal capacity nodes considered are the water (w) and steel pipe (s)

By neglecting the source of heat, for simplification, the system (2.1) can be rewritten as 

∂𝑇𝑤

∂𝑡 + 𝑣
∂𝑇𝑤

∂𝑥 +
ℎ𝑠𝑤

𝜌𝑤𝐴𝑤𝑐𝑝,𝑤
(𝑇𝑤 ‒ 𝑇𝑠) = 0

,
∂𝑇𝑠

∂𝑡 +
ℎ𝑠𝑤

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
(𝑇𝑠 ‒ 𝑇𝑤) +

ℎ𝑖𝑛𝑠

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
(𝑇𝑠 ‒ 𝑇𝑒𝑥𝑡) = 0 

(2.2)

where  is the mean fluid velocity in the section.𝑣 = 𝑚/(𝜌𝑤 𝐴𝑤) 

The problem (2.2) is a system of inhomogeneous hyperbolic conservation laws [29]. The mathematical 

approach that can be used to solve them is the splitting approach [29], which consists of splitting—for a certain 

time step —the system (2.2) into a homogenous PDE advection problem (2.3) and an ODE source problem Δ𝑡

(2.4) to be solved in succession.

{ ∂𝜃𝑤

∂𝑡 + 𝑣
∂𝜃𝑤

∂𝑥 = 0
𝜃𝑤(𝑥,𝑡0) = 𝑇𝑤0(𝑥) �  (2.3)

Here,  is the temperature for the homogenous advection PDE (2.3). For each coordinate , the solution at 𝜃𝑤 𝑥 𝑡0

 is the solution of the source problem (2.4), in which the initial condition at time  is set equal to the + Δ𝑡 𝑡0

solution of the advection problem  at time :𝜃𝑤 𝑡0 + Δ𝑡

[𝑑𝑇𝑤

𝑑𝑡
𝑑𝑇𝑠

𝑑𝑡
] = [ ‒

ℎ𝑠𝑤

𝜌𝑤𝐴𝑤𝑐𝑝,𝑤

ℎ𝑠𝑤

𝜌𝑤𝐴𝑤𝑐𝑝,𝑤
ℎ𝑠𝑤

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
‒

ℎ𝑠𝑤 + ℎ𝑖𝑛𝑠

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
][𝑇𝑤

𝑇𝑠 ] + [ 0
ℎ𝑖𝑛𝑠

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
𝑇𝑒𝑥𝑡] (2.4)
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𝑇𝑤(𝑥,𝑡0) = 𝜃𝑤(𝑥,𝑡0 + Δ𝑡)
𝑇𝑠(𝑥,𝑡0) = 𝑇𝑠0(𝑥)  .

2.1.1 Advection problem: one-equation model

The homogenous part of the system (2.2) belongs to the class of homogenous hyperbolic conservation laws 

[29] that can be solved via the method of characteristics [29, 31], which states the equivalence of the original 

problem (2.3) to the solution of the auxiliary system (2.5):

{
𝑑𝑡
𝑑𝑠 = 1
𝑑𝑥
𝑑𝑠 = 𝑣

𝑑𝜃𝑤

𝑑𝑠 = 0
�

𝜃𝑤(0) = 𝑇𝑤(𝑥0) .

 
(2.5)

The auxiliary system is composed of the characteristic equations, in which  and  are parametrised by . The 𝑥 𝑡 𝑠

solution of this system stipulates that the temperature profile  is constant along the trajectories given by the 𝜃𝑤

two solutions  and  of (2.6): 𝑡(𝑥0,𝑠) 𝑥(𝑥0,𝑠)

{ 𝑡(𝑥0,𝑠) = 𝑠 + 𝑡0
𝑥(𝑥0,𝑠) = 𝑣 𝑠 +  𝑥0

𝜃𝑤 = 𝑐𝑜𝑠𝑡 � .  (2.6)

When  is eliminated, the characteristic curve—in this case, a line—is  (with ). 𝑠 𝑥 = 𝑣 Δ𝑡 +  𝑥0 Δ𝑡 = 𝑡 ‒ 𝑡0 = 𝑠

Along this curve, the constancy of the temperature profile is valid. With  being constant, the initial value is 𝜃𝑤

chosen so that

𝜃𝑤 = 𝑇𝑤(𝑥0) = 𝑇𝑤(𝑥 ‒ 𝑣 Δ𝑡).  (2.7)

This formulation yields an easy solution to the advection problem: at a certain time step , the water 𝑡𝑗

temperature is . This solution can be discretised in space by approximating the initial 𝑇 𝑗
𝑤(𝑥) = 𝑇𝑗 ‒ 1

𝑤 (𝑥 ‒ 𝑣 Δ𝑡)

temperature profile inside the pipe as a step function in , i.e., by subdividing the water volume in the pipe 𝑥

into a sequence of finite volumes of homogeneous temperature. If  and  are vectors containing the position 𝑥𝑗 𝜃 𝑗
𝑤

and temperature at time step  of each volume, the temperature propagation at time step  can be computed 𝑗 𝑗 + 1

according to the characteristic lines by adding a new element to the two vectors, which corresponds to the 

position and temperature of the incoming water volume. The position of the remaining volumes is shifted by 

, as shown in Figure 2.2.𝑣 𝑑𝑡
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Figure 2.2 Temperature propagation according to characteristic lines

2.1.2 Source problem: two-equation model

Once the advection problem is solved, the effects of the heat losses and thermal capacities can be accounted 

for by solving the source problem. For the generic discrete water volume , the matrix form of system (2.6), 𝑘

 , can be analytically solved as follows:
𝑑𝑇𝑘

𝑑𝑡 = [𝐴]𝑘 𝑇𝑘 + 𝑏𝑘

where  and  are the eigenvalues and eigenvectors of matrix  , and  are constants 𝜆1𝑘,𝜆2𝑘 𝑉𝑘,𝑊𝑘 [𝐴]𝑘 𝑐1𝑘,𝑐2𝑘

calculated by applying the initial conditions. Importantly, the water temperature profile inside the pipe is a step 

function, and the elements of vector  are determined by the flowrate at every simulation time step. The steel 𝑥𝑗

temperature is discretised with the same spatial discretisation so that  has the same size as  and . Every 𝑇𝑠 𝑇𝑤 𝑥

element  at every timestep  is updated as the average value of the temperatures of the pipe in the sections 𝑇𝑠,𝑘 𝑗

crossed by water in the time step. The transport time of volume  travelling through a pipe of length   Δ𝑡𝑘 𝑘 𝐿𝑝𝑖𝑝𝑒

is calculated as follows.

 ,{𝑇𝑤,𝑘 = 𝑐1𝑘𝑉1𝑘𝑒
𝜆1𝑘Δ𝑡𝑘 + 𝑐2𝑘𝑊1𝑘𝑒

𝜆2𝑘Δ𝑡𝑘 + 𝑇𝑒𝑥𝑡

𝑇𝑠,𝑘 = 𝑐1𝑘𝑉2𝑘𝑒
𝜆1𝑘Δ𝑡𝑘 + 𝑐2𝑘𝑊2𝑘𝑒

𝜆2𝑘Δ𝑡𝑘 + 𝑇𝑒𝑥𝑡
� (2.8)



ACCEPTED MANUSCRIPT

13

Δ𝑡𝑘 = min (Δ𝑡,
𝐿𝑝𝑖𝑝𝑒 ‒ 𝑥𝑘

𝑣 ) (2.9)

In some cases, , which means that during the simulation time step , a portion of the water volume Δ𝑡𝑘 < Δ𝑡 Δ𝑡

has exited the pipe. Consequently, the same superposition of the source term problem must be applied again 

for the adjoining pipes. In-depth calculation of the outlet temperature across the junction of the pipes is 

presented in the following subsection.

2.1.3 Outlet temperature and junctions of pipes

Owing to the vectorial representation of the step function, the proposed model can trace the temperature profile 

and flow path inside the pipes, as shown in Figure 2.3, along with the water volumes flowing out of the pipes.

Figure 2.3 Qualitative representation of temperature step function profile,  and 𝑥 𝑇𝑤

In the case of junctions, the temperature of the water leaving the pipe and entering the adjacent one is a vector, 

rather than a single value  as for typical pipe models. The proposed approach traces the temperature profile 𝑇𝑜𝑢𝑡

for the water volume leaving the pipe:  and .  is determined as𝑥𝑜𝑢𝑡 𝑇𝑤𝑜𝑢𝑡
𝑥𝑜𝑢𝑡

𝑥𝑜𝑢𝑡 = max (0, 𝑥 ‒ 𝐿𝑝𝑖𝑝𝑒) , (2.10)

and the elements of  are the temperature steps corresponding to these positions. As shown in the 𝑇𝑤𝑜𝑢𝑡

exemplary case of Figure 2.4, new water volumes move from one pipe to the next in the flow direction of .𝑣𝑡

Figure 2.4 Details of the outlet water temperature profile; initial temperature: 12 °C, step input at 67 °C
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In the case of a connection between two pipes,  and , with different sections, the mass and energy balances 𝑖 𝑖 + 1

are applied: 

{𝑥𝑖 + 1,𝑖𝑛 = 𝑥𝑖,𝑜𝑢𝑡

𝑣𝑖 + 1

𝑣𝑖
𝑇𝑤,𝑖 + 1,𝑖𝑛 = 𝑇𝑤,𝑖,𝑜𝑢𝑡

� . (2.11)

In the case of two water flows mixing in a single pipe, the energy and mass conservation equations are applied 

to the three temperature profiles involved. Because the two flows coming from the two meeting pipes have 

different spatial discretisations  and , a new common discretisation is formulated:  𝑥1,𝑜𝑢𝑡 𝑥2,𝑜𝑢𝑡 𝑥3 =∪ (𝑥3,1,𝑥3,2),

where  and  are calculated from  and , respectively, according to (2.11). Each  of  is 𝑥3,1 𝑥3,2 𝑥1,𝑜𝑢𝑡 𝑥2,𝑜𝑢𝑡 𝑇𝑤3,𝑘 𝑥3

calculated as follows.

{ 𝑚1 + 𝑚2 = 𝑚3
𝑚1𝑇𝑤1,𝑘 + 𝑚2𝑇𝑤2,𝑘 = 𝑚3𝑇𝑤3,𝑘� (2.12)

Figure 2.5 illustrates this approach in an exemplary case.

Figure 2.5 Mixing in new approach model

This guarantees that the number of joints of the pipes and the discretisation do not influence the final results. 

On the other hand, this mixing calculation increases the number of steps in the temperature profile. To limit 

this phenomenon, a maximum number of allowed steps is defined, and the two adjacent segments with the 

closest temperatures are combined into an equivalent one, maintaining the internal energy conservation. The 

model aspects related to the temperature profile of the outlet water volume are particularly important because, 

as shown in Chapter 3, they are the main difference from the existing Lagrangian modelling approaches and 

have been identified as the major cause of inaccurate modelling of distant network points. 
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2.2 TWO-CAPACITY FLUID MODEL

The presented model is extended to a two-capacity fluid model to include the turbulent flow characteristics. 

With a low Reynolds number, the non-uniformity of the water section is not neglected. The boundary layer is 

the region of the pipe section in which the entire gradient of the temperature and velocity is concentrated. Its 

thickness  is small with respect to the entire section, but at relatively low velocity and in a large pipe section, 𝛿

it can represent a significant water mass that has different behaviour from the turbulent core. 

Figure 2.6 Qualitative velocity and temperature distribution in the turbulent flow in a half-section of the pipe

Figure 2.6 illustrates the qualitative flow and temperature distribution in a half-section of the pipe with 

turbulent flow. The momentum (or velocity) and temperature viscous boundary layers—  and , 𝛿 ∗
𝑚 𝛿 ∗

𝑡

respectively—are the regions in which the velocity and temperature profiles are influenced by the pipe wall 

and can be approximated as linear [32]. To include the boundary-layer characteristics, the model described by 

(2.2) is modified by splitting the node representing water in the turbulent core node and the node representing 

the boundary layer (see Figure 2.7): 

∂𝑇𝑤𝑐

∂𝑡 + 𝑣𝑤𝑐

∂𝑇𝑤𝑐

∂𝑥 +
ℎ𝑤 

𝜌𝑤𝐴𝑤𝑐𝑐𝑝,𝑤
(𝑇𝑤𝑐 ‒ 𝑇𝑤𝑏) = 0

∂𝑇𝑤𝑏

∂𝑡 + 𝑣𝑤𝑏

∂𝑇𝑤𝑏

∂𝑥 +
ℎ𝑤

𝜌𝑤𝐴𝑤𝑏𝑐𝑝,𝑤
(𝑇𝑤𝑏 ‒ 𝑇𝑤𝑐) +

ℎ𝑠

𝜌𝑤𝐴𝑤𝑏𝑐𝑝,𝑤
(𝑇𝑤𝑏 ‒ 𝑇𝑠) = 0

 ,
∂𝑇𝑠

∂𝑡 +
ℎ𝑠

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
(𝑇𝑠 ‒ 𝑇𝑤𝑏) +

ℎ𝑖𝑛𝑠

𝜌𝑠𝐴𝑠𝑐𝑝,𝑠
(𝑇𝑠 ‒ 𝑇𝑒𝑥𝑡) = 0

(2.13)

where  is the turbulent core section area, and  is the boundary-layer 𝐴𝑤𝑐 =  𝜋(𝑅𝑤 ‒ 𝛿 ∗
𝑚)

2
𝐴𝑤𝑏 = 𝜋(𝑅2

𝑤 ‒ 𝛿 ∗
𝑚

2
)

area. 



ACCEPTED MANUSCRIPT

16

 

Figure 2.7 Turbulent flow model: water section split in turbulent core and viscous sublayer

The convective heat-transfer coefficient of water flowing in the pipe, , is calculated as follows: ℎ𝑤

,ℎ𝑤 = 𝑁𝑢
𝑘𝑤

𝐷  𝜋𝐷 (2.14)

where  can be calculated according to the Gnielinski formulation in the validity range of 3 × 103  5 𝑁𝑢 < 𝑅𝑒 <

× 106. The boundary-layer thickness is calculated as follows [33].

𝛿 ∗
𝑡 =

𝑘𝑤

ℎ𝑐𝑣
𝑤

(2.15)

𝛿 ∗
𝑚 = 𝛿 ∗

𝑡 ∙ 𝑃𝑟1/3 (2.16)

The velocity profile and temperature profile in the section for the turbulent pipe can be approximated as follows 

[34]:

𝑣𝑤(𝑟)

𝑣𝑚𝑎𝑥
𝑤

= (1 ‒
𝑟
𝑅)1/7

With   , 𝑣𝑚𝑎𝑥
𝑤 =

5
4 𝑣𝑤𝑐

(2.17)

where is the average core section velocity. The water velocity at  can be determined using (2.17), 𝑣𝑤𝑐 𝑟 = 𝛿 ∗
𝑚

by linearising the gradient in the boundary layer:

 .𝑣𝑤𝑏 = [(1 ‒
𝛿 ∗

𝑚

𝑅 )
1/7]𝑣𝑚𝑎𝑥

𝑤

2 (2.18)

System (2.13) can be solved using the previously presented approach. Considering that , the system 𝑣𝑤𝑐 ≫ 𝑣𝑤𝑏

can be simplified by merging the water boundary layer and the steel pipe nodes into one single stationary node 
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with temperature . This allows the system to be reduced to two equations: one for the moving water turbulent 𝑇𝐵

core and one for the stationary boundary (including the water boundary layer, steel pipe, and insulation). The 

source problem of the turbulent flow model becomes

[𝑑𝑇𝑤𝑐

𝑑𝑡
𝑑𝑇𝐵

𝑑𝑡
] = [ ‒

ℎ𝐵

𝜌𝑤𝐴𝑤𝑐𝑐𝑝,𝑤

ℎ𝐵

𝜌𝑤𝐴𝑤𝑐𝑐𝑝,𝑤
ℎ𝐵

𝐶𝐵 ‒
ℎ𝐵 + ℎ𝑖𝑛𝑠

𝐶𝐵
][𝑇𝑤𝑐

𝑇𝐵 ] + [ 0
ℎ𝑖𝑛𝑠

𝐶𝐵
𝑇𝑒𝑥𝑡]

 ,
𝑇𝑤𝑐(𝑥,0) = 𝜃𝑤𝑐(𝑥,𝑡)
𝑇𝐵(𝑥,0) = 𝜃𝐵(𝑥,𝑡)

(2.19)

where  and .ℎ𝐵 =  1/(
1

ℎ𝑤
+

1
ℎ𝑠

) 𝐶𝐵 = 𝜌𝑤𝐴𝑤𝑏𝑐𝑝,𝑤 + 𝜌𝑠𝐴𝑠𝑐𝑝,𝑠

3 MODEL RESULTS

The model is compared with the most commonly used and validated modelling approaches: the finite-volume 

method (FVM) and the node method (the one-capacity fluid version). The purpose is to highlight their 

differences from a numerical standpoint. The two-capacity fluid model is then validated by experimental data.

3.1 COMPARISON WITH OTHER MODELS

The reference DH pipe DN 300, whose characteristics are taken from [20], is used to compare the results for 

the different models, first in the single-equation form (neglecting the steel-pipe capacity) and then with two 

equations (considering the steel-pipe capacity). The flow rate of the test pipe is 2.7 m3/h, which is a typical 

summer load flowrate. 

3.1.1 One-equation model: advection problem

The outlet-temperature step response is compared between the FVM and the newly developed one-equation 

model in Figure 3.1. Considering the flow velocity, it takes 3.4 h for the water front to reach the outlet section 

of the pipe. Consequently, the new model shows the exact propagation solution, while the FVM needs intense 

discretisation to increase the accuracy. The simulation time step for the new model is 0.25 h, whereas the FVM 

simulation time step changes according to the spatial discretisation, maintaining Cu = 0.95. Table 3.1 shows 

the corresponding computational effort for the simulation presented in the graph. The plug-flow approach 

exhibits higher accuracy and a shorter simulation time (Processor i-5 CPU 2.5 GHz).
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Figure 3.1 Input step response in the adiabatic case

Table 3.1 Simulation time for the reference pipe with the node method and increasing discretisation in the FVM method

New approach FVM method
n°dx (discretisation) 1 50 100 300 600
dx [m] 470 9.4 4.7 1.5 0.7
Simulation time [s] 0.13 2.64 6.08 52.08 453

The same input step is used for comparison with the node method. The node-method outlet temperature 

calculation [20] is the result of the energy balance applied to the outlet water volume, i.e., the weighted sum 

of the temperature steps in the outlet water. Depending on the flow velocities and the chosen simulation time 

step, this mixing can cause temperature smoothing at the pipe ends, as shown in Figure 3.2.
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Figure 3.2 Step response for the node method with dt = 0.5 h

Figure 3.2 compares the step input response between the new approach and the node method. With the chosen 

time step, two water volumes—at 12 and 67 °C—come out of the pipe at the moment the step input reaches 

the outlet. The mixing approach of the node method creates an intermediate point at 21.22 °C at = 15.5 h. 𝑡 

This mixing effect increases with discretisation: in the figure, the simulation of the pipe divided into four parts 

has a smoothed result. This smoothing effect is more evident for a larger number of pipes, natural mixing 

points, and joints of the network. The mixing can be one of the causes of the pronounced discrepancies in the 

temperatures between the node method and the monitoring data for distant pipelines containing numerous 

junctions mentioned in [24].

3.1.2 Two-equation model: source problem

Figure 3.3 compares the outlet-temperature step response among the FVM, the node method, and the newly 

developed two-equation version.
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Figure 3.3 Step response for pipe capacity model: FVM (small and large discretisation), node method, and new two-equation model

Again, the new model is significantly faster than the FVM and has high accuracy, shown in Figure 3.3 and 

Table 3.2.

Table 3.2 Simulation time for the reference pipe: new approach and increasing discretisation for FVM methods in the two-equation 
model

New approach FVM method
n°dx 1 50 100 300 600
dx [m] 470 9.4 4.7 1.5 0.7
Simulation time [s] 1.14 3.68 10.69 236 2,504.78

The reasons for the difference between the node method and the new approach are related to the mixing 

phenomenon previously described and to the way the methods deal with the pipe capacity (details in [20]). The 

node method modifies the solution of the advection problem, , lumping the entire steel pipe at the outlet 𝜃𝑤

node of the pipe and thus neglecting the temperature profile along the pipe. The smoothing effect due to the 

mixing is still present, as shown in Figure 3.4. Here, the results of sinusoidal inputs to the FVM, the node 

method, and the new approach are presented, and the mixing effect of the node method is shown by dividing 

the pipe into ten parts (10 dx).
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Figure 3.4 Sinusoidal input response in the pipe model considering the steel capacity for the node method, the new approach, and 
the FVM approach with dt=0.5 h

3.2 EXPERIMENTAL VALIDATION 

The validation is performed using two experimental monitoring datasets, as follows.

 Pipe 1: Test rig in the thermodynamics laboratory; pipe length = 39 m, pipe diameter = DN50; 

monitoring data kindly shared by K. Sartor, University of Liège; further details in [35].

 Pipe 2: single pipe of Vilnius DH taken from [36]; pipe length = 470 m, pipe diameter = DN300.

These two datasets are of interest because the operational conditions are the ones in which the previous models 

have shown needs for improvement: sharp input temperature variation and low velocity regime.

3.2.1 Experimental validation of Pipe 1

The validation of the new model with the experimental data for Pipe 1 is shown in Figure 3.5. The results of 

the model are close to the experimental data. With a low Re number, as in the experimental case, v = 0.27 m/s 

and Re = 3 × 104, and the water convective heat transfer  is considerably lower than the usual value for a ℎ𝑤

turbulent flow. The figure shows the different results obtained using the same two-equation approach but with 

different fluid models: one-capacity and two-capacity.
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Figure 3.5 Simulation results obtained using the new approach for Pipe 1, with a flow velocity of v = 0.27 m/s

As shown, the two-capacity fluid model results are significantly closer to the real experimental data than the 

one-capacity model. The relevance of this modelling aspect tends to decrease with the increase of the Reynolds 

number. The same comparison at a higher velocity (v = 1.05 m/s and Re = 1.17 × 105) is shown in Figure 3.6. 

Here, the results of the one-capacity and two-capacity models are very similar. A higher fluid velocity yields 

a smaller thickness of the boundary layer. With a small capacity and high convective heat transfer, the 

boundary layer has a small effect on the temperature trend.
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Figure 3.6 Simulation results obtained using the new approach for Pipe 1, with a flow velocity of v = 1.05 m/s

3.2.2 Experimental validation of Pipe 2

The proposed approach is now used to model pipe 2 with the monitoring data of Vilnius DH [36]. This test 

checks the model validity for a DH pipe under real operating conditions. 

Figure 3.7 Simulation results obtained using the new approach for Pipe 2, with a flow velocity of v = 0.03 m/s
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Figure 3.7 shows the results for the one-capacity fluid model and the two-capacity fluid model, where the 

Gnielinski formulation is used to determine  and consequently .ℎ𝑤 𝛿 ∗
𝑚

The temperature-profile trend resulting from the simulation with the Gnielinski formulation of  appears less ℎ𝑤

smooth than the real profile for the water flowing out of the pipe, with a higher and anticipated temperature 

peak. The peak temperature is 1.2 °C higher than the monitoring results, and it is observed at the pipe outlet 

30 min earlier. It has been verified that with a different distribution of the water capacity between the turbulent 

core and the boundary layer, greater smoothing occurs. When a larger capacity is assigned to the boundary 

layer than to the core, the two-capacity fluid model provides a temperature profile closer to the real trend. 

Importantly, no additional water capacity is added; rather, the capacity is redistributed between nodes, keeping 

the overall fluid capacity constant.

A different empirical formulation giving a larger value of  is consequently applied according to Schlichting 𝛿 ∗
𝑚

and Gersten correlation [37], where the momentum boundary-layer thickness is experimentally approximated 

as follows.

𝛿 ∗
𝑚

𝐷 = 122 
ln 𝑅𝑒
𝑅𝑒 𝐺

(3.1)

Here, G = 1.35 in the flow regime of interest.

The larger value of  resulting from (3.1) brings the simulation result closer to the monitoring data, making 𝛿 ∗
𝑚

it almost entirely within the tolerance curves given by the measurement uncertainty [36]: the time of the peak 

appearance at the pipe outlet corresponds to that in the monitoring result, and the temperature difference 

between the simulation and the real data is reduced to 0.75 °C. 

4 CONCLUSIONS 

The proposed method of heat transmission over long pipes shows advantages over other methods, making it a 

suitable alternative for the simulation of complex DH network dynamics. The improved plug-flow model 

considers the temperature difference between the fluid core and the viscous sublayer in a turbulent flow, while 

it reduces the error propagation in long pipes. The mathematical approach used to solve the thermal 

transmission problem—the splitting approach—yields accurate results with low computational effort.



ACCEPTED MANUSCRIPT

25

The model results are comparable to those of the high-discretisation FVM, but the proposed model is faster 

and does not include artificial diffusion. Compared with the node method, it retains the simulation speed, 

avoiding sharp temperature variation smoothing. 

Summarising the main findings, the new approach has

 the same accuracy as the finest-discretisation FVM, while being 103 times faster;

 the rapidity of the node method but without the smoothing effect of sharp temperature variations;

 better correspondence to experimental data with respect to the one-capacity fluid model in terms of 

the time delay and temperature value of peak phenomena—the temperature difference is reduced from 

1.2 to 0.75 °C.

Finally, the new model was shown to accurately predict the propagation of temperature waves compared with 

monitoring data. The inclusion of the water viscous boundary layer in the modelling approach improved the 

simulation results for low-velocity turbulent flows in DH pipes. 

As indicated by its good results, the model can be applied to simulate real operational conditions. Thus, it is 

suitable for DH system modelling, as it allows fast and accurate simulation of the thermal and hydraulic 

behaviour of the water flow in long pipes. 

Future research will consist of modelling an entire DH network and comparing the simulation results with 

monitoring data.
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