
Comprehensive numerical study of the Adelaide Jet in

Hot-Coflow burner by means of RANS and detailed

chemistry

Zhiyi Lia,∗, Alberto Cuocib, Amsini Sadikic, Alessandro Parentea,∗∗
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Abstract

The present paper shows an in-depth numerical characterisation of the Jet
in Hot Co-flow (JHC) configuration using the Reynolds Averaged Navier-
Stokes (RANS) modelling with detailed chemistry. The JHC burner emu-
lates the MILD combustion by means of a hot and diluted co-flow and high
speed injection. The current investigation focuses on the effect of turbu-
lent combustion models, turbulence model parameters, boundary conditions,
multi-component molecular diffusion and kinetic mechanisms on the results.
Results show that the approaches used to model the reaction fine structures,
namely as Perfectly Stirred Reactors (PSR) or Plug Flow Reactors (PFR),
do not have a major impact on the results. Similarly, increasing the com-
plexity of the kinetic mechanism does not lead to major improvements on the
numerical predictions. On the other hand, the inclusion of multi-component
molecular diffusion helps increasing the prediction accuracy. Three different
Eddy Dissipation Concept (EDC) model formulations are compared, showing
their interaction with the choice of the C1ε constant in the k − ε turbulence
model. Finally, two approaches are benchmarked for turbulence-chemistry
interactions, the EDC model and the Partially Stirred Reactor (PaSR) model.
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Abbreviations

JHC Jet in Hot Co-flow

RANS Reynolds Averaged Navier-Stokes

MILD Moderate or Intense Low oxygen Dilution

PSR Perfectly Stirred Reactor

PFR Plug Flow Reactor

EDC Eddy Dissipation Concept

LES Large Eddy Simulation

RSM Reynolds Stress Model

PaSR Partially Stirred Reactor

FVM Finite Volume Method

GCI Grid Convergence Index

CPU Central Processing Unit

TVD Total Variation Diminishing

LUD Linear Upwind

CDS Central Differencing Scheme

ODE Ordinary Differential Equation

ISAT In-situ Adaptive Tabulation



1. Introduction

Facing the challenges of energy shortage and limited fossil fuel resources,
as well as the increasing air pollution problems, the development of fuel
flexible, efficient and environmentally friendly combustion technologies has
become urgent. Some new combustion technologies appeared during the
last few decades. Among those, the Moderate or Intense Low oxygen Di-
lution (MILD) combustion [1, 2] has drawn increasing attention recently.
MILD combustion is characterised by diluted reactants, non-visible or au-
dible flames and uniform distributed temperatures [3, 4, 5]. As a result,
complete combustion can be assured and the formation of pollutants such as
CO, NOx [6, 7] and soot are strongly reduced [8, 9]. More recently, there are
also some investigations focused on the applicability of MILD combustion to
oxy-fuel conditions [10, 11], in order to further reduce the pollutants.

According to Li et al.[12], high temperature pre-heating of combustion
air and the high-speed injection of fuel are the main requirements to achieve
MILD combustion condition. Based on these requirements, model flames like
the Adelaide Jet in Hot Co-flow (JHC) burner [13] and Delft JHC burner
[14, 15] were built to emulate MILD condition. The Adelaide JHC burner
has a central high speed jet and secondary burners providing hot exhaust
products mixing with air. Dally et al. [13] have carried out experiments on
this burner with central jet fuel of CH4 and H2, in equal proportions on a
molar basis. Different oxygen levels (9%, 6% and 3%) are fixed in the hot
co-flow. Medwell et al. [16] used laser diagnostic to reveal the distribution
of hydroxyl radical (OH), formaldehyde (H2CO), and temperature under the
influences of hydrogen addition. They also found out that the weak to strong
transition of OH and the appearance of H2CO are the evidences for the
occurrence of pre-ignition in the apparent lifted region of ethylene flames
[17].

In addition to experimental investigations, increasing attention has been
paid to the numerical modelling of MILD combustion. Most of the numer-
ical investigations were carried out using Reynolds Averaged Navier-Stokes
(RANS) simulation or Large Eddy Simulation (LES). The LES approach
is able to capture more details of the flame, while RANS is still impor-
tant in the industrial context or for the early stage academic research be-
cause of its reduced computational cost. Due to the strong mixing and
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the reduced temperature levels in MILD combustion, a stronger competi-
tion between chemistry reaction and fluid dynamics exists in this regime.
This leads to a system characterised by a relatively low Damköhler number
(Da = turbulence time scale/chemical time scale). As a result, the inter-
actions between the fluid dynamics and chemical reaction become more im-
portant. Thus, they need to be carefully considered in the modelling process.
In terms of chemical kinetics, global mechanisms are not sufficient to capture
the main features of MILD combustion [18]. Using a turbulent combustion
model with the possibility of implementing detailed mechanism plays a vital
role therefore. Different approaches were evaluated by Shabanian et al. [19],
Christo et al. [20], Parente el al. [21, 22], Fortunato et al. [23] and Galletti
et al. [24] employing Reynolds Averaged Navier-Stokes (RANS) simulation.
In these approaches, the authors showed that the Eddy Dissipation Concept
(EDC) [25] model can better handle the strong interactions between turbu-
lence and chemistry with respect to the classic flamelet approaches. The EDC
model splits every computational cell into two regions: the fine structures,
where reactions take place, and the surrounding fluid mixture. In the original
EDC formulation, the fine structures are modelled as Perfectly Stirred Reac-
tors (PSR). However, they are also modelled as Plug Flow Reactors (PFR)
in some software packages for numerical reasons. To the author’s knowl-
edge, up to now there is no study showing the impact of such a choice on
the results. Beside chemistry, turbulence model also influences the accuracy
of prediction. Frassoldati et al. [26] compared the performances of several
RANS models, the standard k− ε model, modified k− ε model (C1ε adjusted
from 1.44 to 1.60), and Reynolds Stress Model (RSM). The modified k − ε
model was found to better reproduce experimental data, as also indicated by
Christo et al. [20]. Moreover, there exist different formulations of the EDC
model [27, 28, 25]. The combination of the k − ε parameters with different
EDC formulations has not been studied yet. This will be discussed in the
present paper. Beside the EDC model, other combustion models such as the
Partially Stirred Reactor (PaSR) [29] combustion model and closures based
on the Perfectly Stirred Reactor (PSR) [30] have been proposed to simulate
MILD combustion. In the present paper, the PaSR model is compared to
the EDC model.

Apart from the turbulence and chemistry models, there are other mod-
elling aspects that require careful evaluation. The strong mixing and uni-
form temperature field result in a lower reaction rate in MILD combustion.
Therefore, molecular diffusion effects are enhanced [20], especially when H2
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is present in the fuel, due to its significant molecular diffusion coefficient.
Christo et al. [20] and Mardani et al.[31] showed that the numerical predic-
tions for the JHC burner could be improved by including laminar diffusion
in the solver. Besides, the EDC model was found to perform reasonably well
for an oxygen content in the co-flow of 9% and 6%, while an over-prediction
of the temperature level downstream of the jet outlet was observed for the
3% case [20]. According to Parente et al. [32], the over-prediction can be
alleviated by adjusting the EDC parameters of Cγ and Cτ . They derived
the dependence of the Cγ and Cτ parameters on the Kolmogorov Damköhler
number, Daη and turbulent Reynolds Number, ReT . With the proposed for-
mulations for Daη and ReT in MILD combustion, Cγ and Cτ were adjusted
accordingly [32].

Up to now, quite a few sensitivity analyses have been conducted on the
JHC burner, to investigate the effect of different modelling choices, including
the turbulent and chemistry models, model parameters, co-flow oxygen levels
and molecular diffusion. However, a comprehensive sensitivity study of the
JHC burner has not been yet carried out. In the current paper, the influ-
ences of turbulence model parameters, combustion models (closures based
on PSR and PFR, as in EDC or PaSR), molecular diffusion, uniform and
non-uniform boundary conditions as well as the kinetic mechanisms will all
be presented and discussed. The purpose of this paper is to provide a deep
and comprehensive study on the sensitivity of model predictions in MILD
combustion regime and to extend it to a wider range of modelling choices.

2. Experimental Basis

The validation test case used in the present work is taken from the Ade-
laide JHC burner[13]. They include different fuel types, various jet Reynolds
numbers and co-flow oxygen levels. The Adelaide JHC burner has an insu-
lated and cooled central jet with the inner diameter of 4.25 mm. The central
fuel jet provides an equi-molar mixture of CH4 and H2. A secondary burner
mounted upstream of the exit plane has the inner diameter of 82 mm. It
provides the hot combustion products. The combustion products are mixed
with air and nitrogen, thus oxygen level can be controlled with the amount
of nitrogen added. The oxygen level is adjusted to 3%, 6% and 9%. The
wind tunnel on which the burner is mounted has the cross section of 254
mm × 254 mm. In Fig. 1, a 2D sketch of the domain investigated in the
numerical simulation is presented. The gas temperature and velocity profiles
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of the central jet, annulus and wind tunnel can be found in Table 1. In the
present study, the condition corresponding to a Reynolds number of 10000
and and co-flow oxygen content of 3% is investigated.

[Figure 1 about here.]

[Table 1 about here.]

The single-point Raman-Rayleigh-laser-induced fluorescence technique was
applied in the experimental measurement. The mean and variance profiles
of temperature and mass fractions of species (CH4, H2, H2O, CO2, N2, O2,
NO, CO, and OH) along the centerline as well as on the radial position
of 30/60/120/200 mm are available. More details about the Adelaide JHC
burner experiment carried out by Dally et al. can be found in [13].

3. Mathematical Models

The Reynolds Average Navier-Stokes (RANS) based simulations are car-
ried out on the Adelaide JHC MILD burner. Turbulence chemistry inter-
actions are handled with EDC (Eddy Dissipation Concept) and with PaSR
(Partially Stirred Reactor) models. Detailed chemistry can be applied with
both models. The OpenFOAM®[33] Finite Volume Method (FVM) based,
open-source CFD software is used for all simulations. The model equations
solved by the code are shown in the following sections.

3.1. Turbulence Model

In RANS simulations, the density-based Favre-averaged (denoted with ˜)
governing equations of mass, momentum and energy are solved [34] :

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0, (1)

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũiũj) = − ∂p̄

∂xi
+

∂

∂xj

(
τ̄ij − ρ̄ũ

′′
i u
′′
j

)
, (2)

∂

∂t

(
ρ̄h̃
)

+
∂

∂xj

(
ρ̄h̃ũj

)
=

∂

∂xj

(
ρ̄α

∂h̃

∂xj
− ρ̄ũ

′′
jh
′′

)
− ∂

∂xj

(
q̄rj
)

+ S̄hc. (3)
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In Eqn. 1 - 3, ρ, u, p represent the density, velocity and pressure respec-
tively; h is the enthalpy; α is the thermal diffusivity. The term qr denotes
the radiative heat loss and Shc is the source term coming from combustion
process. The turbulent heat flux is modelled as:

−ρ̄ũ′′jh
′′ ≈ µt

Prt

∂h̃

xj
, (4)

where Prt is the turbulent Prandtl number, set to 0.85 in the present work
[35].

In combustion processes, multiple species are involved. The Favre aver-
aged transport equation of species Ys reads:

∂

∂t

(
ρ̄Ỹs

)
+

∂

∂xj

(
ρ̄Ỹsũj

)
=

∂

∂xj

((
ρ̄Dm,s +

µt
Sct

)
∂Ỹs
∂xj

)
+ ¯̇ωs, (5)

where Sct is the turbulent Schmidt number and Dm,s is the molecular diffu-
sion coefficient for species s in the mixture. In the current paper, a Sct value
of 0.7 is used [36].

Previous works on the JHC burner ([20, 26]) have shown that the modified
k − ε model, based on the adjustment of the C1ε constant in the turbulent
dissipation transport equation, is well suited for this configuration. The k−ε
model is based on solving the transport equations of turbulence kinetic energy
k̃ and the dissipation rate ε̃ of the turbulence kinetic energy [34]:

∂

∂t

(
ρ̄k̃
)

+
∂

∂xj

(
ρ̄k̃ũj

)
=

∂

∂xj

((
µ+

µt
σk

)
∂k̃

∂xj

)
+Gk − ρ̄ε̃, (6)

∂

∂t
(ρ̄ε̃) +

∂

∂xj
(ρ̄ε̃ũj) =

∂

∂xj

((
µ+

µt
σε

)
∂ε̃

∂xj

)
+ C1ερ̄

ε̃

k̃
Gk − Cε2ρ̄

ε̃2

k̃
, (7)

in which Gk is the turbulence kinetic energy production rate. The model
constants in Eqn. 6 and Eqn. 7 are Cµ, C1ε, Cε2, σk and σε. The C1ε

constant is increased from 1.44 to 1.60 in the modified k − ε model. The
other constants do not change [37].
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3.2. Combustion Models

3.2.1. EDC Model

The Eddy Dissipation Concept (EDC) combustion model assumes that
combustion takes place in the fine structures where the dissipation of the
flow turbulence kinetic energy occurs. In the original model by Magnussen
[27], the fine structures are modelled as Perfectly Stirred Reactors (PSR).
However, some software packages (for example, ANSYS Fluent [38]) treat
them as Plug Flow Reactors (PFR), mainly for numerical reasons. EDC is
based on a cascade model providing the mass fraction of the fine structures,
γλ, and the mean residence time of the fluid within the fine structures τ ∗, as
a function of the flow characteristic scales:

γλ = Cγ

(
νε̃

k̃2

)1

4
, (8)

τ ∗ = Cτ

(ν
ε̃

)1

2 . (9)

In Eqn. 8 and Eqn. 9, ν is the kinematic viscosity, Cγ = 2.1377 and Cτ =
0.4083 are model constants in the EDC model [25]. The mean reaction rate
(source term in the species transport equation) is expressed as [28]:

ω̇s = − ρ̄γ2λ
τ ∗ (1 − γ3λ)

(
Ỹs − Y ∗s

)
. (10)

The term Ỹs in Eqn. 10 denotes the mean mass fraction of the species s
between the fine structures and the surrounding fluid and Y ∗s is the mass

fraction of species s in the fine structures. The mean mass fraction Ỹs can
be expressed as a function of Y ∗s and Y 0

s (mass fraction of species s in the
surrounding fluids):

Ỹs = γ3λY
∗
s + (1 − γ3λ)Y

0
s . (11)

The expressions of the species mean reaction rate and mean mass fraction in
Eqn. 10 and Eqn. 11 were proposed by Gran et al. in 1996 [28], thus it will
be referenced as ′EDC1996′ in the rest of the paper.
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In the earlier version of the EDC model, proposed originally by Magnussen
in 1981 [27], the mean reaction rate of species s is given by

ω̇s = − ρ̄γ3λ
τ ∗ (1 − γ3λ)

(
Ỹs − Y ∗s

)
. (12)

This formulation will be referred as ′EDC1981′. Later in 2005, Magnussen
modified the model [25], expressing ω̇s as:

ω̇s = − ρ̄γ2λ
τ ∗ (1 − γ2λ)

(
Ỹs − Y ∗s

)
, (13)

and mean mass fraction Ỹs as

Ỹs = γ2λY
∗
s + (1 − γ2λ)Y

0
s . (14)

This version of EDC model will be denoted as ′EDC2005′.
In all three formulations, the mean mass fraction Ỹs is obtained by solving

the species transport equation. The mass fraction of each species inside the
fine structure Y ∗s is computed with the finite-rate chemistry approach.

Finite-rate Chemistry Approach
The mass fraction Y ∗s of species s inside the fine structures is evaluated

by modelling them to a Perfectly Stirred Reactor (PSR) [28]:

ω̇∗s
ρ∗

=
1

τ ∗
(
Y
∗

s − Y0
)
, (15)

in which ω̇∗s is the formation rate of species s. Alternatively, the fine struc-
tures can be modelled as Plug Flow Reactors (PFR), evolving in a charac-
teristic time equal to τ ∗:

dYs
dt

=
ω̇s
ρ
. (16)

The final integration over dYs
dt

is Y ∗s . The term ω̇s is the instantaneous for-
mation rate of species s coming from a detailed kinetic mechanism. In the
present study, the KEE (17 species, 58 reactions) [39], GRI3.0 (53 species, 325
reactions) [40], San-Diego (50 species, 247 reactions) [41] and POLIMI C1C3HT
(107 species, 2642 reactions) [42] mechanisms are used. N-containing species
are only included in the mechanisms for a selected number of simulations, as
they do not effect the main combustion process.
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Limitation of Fine Structure Fraction
In the EDC model, the chemical reaction process and mixing are inter-

connected. This mixing process time scale τmix should be larger or equal to
the fine structures residence time scale τ ∗. Defining R as the ratio [43]:

R =
τ ∗

τmix
=

γ2λ
1 − γ3λ

, (17)

one can find the limit value for γλ. The ratio R and γλ limits for the various
EDC formulations can be found in Table 2.

[Table 2 about here.]

3.2.2. The Partially Stirred Reactor model

The Partially Stirred Reactor (PaSR) concept, originally proposed by
Chomiak [29], assumes that every computational cell can be separated into
two zones. All the reactions take place in one zone, while no reactions occur
in the other zone [44]. Thus, the chemical reaction rate for the species s can
be expressed with:

ω̇s = κω̇∗s(Ỹ , T̃ ). (18)

In the equation above, ω̇∗s(Ỹ , T̃ ) is the formation rate of species s based on
the mean species concentration in the cell. The term κ is the factor that
provides the partially stirred condition. It is formulated as:

κ =
τc

τc + τmix
, (19)

where τc is the chemical time scale, estimated by rate of formation of each
species and taking the highest limiting value as the characteristic one. The
term τmix is the mixing time scale. In the present work, the mixing time
scale is taken as the geometric mean of the integral and Kolmogorov mixing
time scales:

τmix =

(
k̃

ε̃
·
√
ν

ε̃

)1

2
. (20)

The inherent idea behind PaSR model has similarities with the EDC model.
But the mathematical formulations are different. This makes it interesting
to compare the simulation results from these two combustion models.
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3.3. Numerical Settings

In this section, the numerical settings for the JHC simulations are pre-
sented in detail.

A 2-dimensional axis-symmetric mesh is used in the simulations. A grid
convergence study was carried out to optimise the number of cells. The Grid
Convergence Index (GCI) [45] was calculated for different mesh resolutions,
as indicated in Table 3 for four mesh resolutions. The medium mesh resolu-
tion was chosen, because it provides a reasonable compromise between CPU
time requirements and numerical accuracy. The selected mesh has 30150 hex-
ahedral cells and 450 prisms. The burner walls are ignored in the domain.
The computation domain starts from the burner exit and extends 1000 mm
downstream.

[Table 3 about here.]

The second order discretization schemes are applied for the governing
equations. An overview of selected numerical schemes can be found in Table
4.

[Table 4 about here.]

Both uniform and non-uniform boundary conditions are used in the sim-
ulation for the species mass fractions and temperature. The uniform bound-
ary conditions are obtained from the theoretical data provided by Dally et
al. [13], as they are shown in Table 5. The non-uniform ones are obtained
from the mean sampled experimental value 4 mm downstream of the jet exit.
Since no velocity profiles are provided in the experimental data base, uniform
inlet velocity is specified based on the Reynolds number.

[Table 5 about here.]

The transient solver edcPimpleSMOKE based on the open source software
OpenFOAM® is used. The solver and EDC model implementation come
from edcSMOKE [46, 47].

A reference case is defined to have a clear understanding of the discrep-
ancies between the different cases in the sensitivity analysis. The numerical
settings of the reference case are listed in Table 6. The multi-component
molecular diffusion is included because of the existence of Hydrogen in the
fuel. Preliminary simulations with both OpenFOAM® and ANSYS Fluent
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14.5 [38] solvers were carried out to investigate the influence of radiation
effects. The Discrete Ordinates Method (DOM) radiation model in combi-
nation with the Weighted Sum of Gray Gases (WSGG) absorption emission
model was used. Results showed that the radiation effects have minor impact
on the temperature and species mass fraction profiles at the locations where
experimental data are available and they can be neglected without loss of
accuracy.

[Table 6 about here.]

4. Results and Discussion

In this section, the simulation results compared with the experimental
measurements are presented and discussed. Based on the reference case in
Table 6, one parameter at time is investigated. The impact of the different
parameters on the temperature and species mass fraction profiles represents
the focus of this section.

4.1. Turbulence Model Parameters

The impact of various turbulence model parameters on the results was
investigated, including the turbulent Schmidt number (Eqn. 5), the turbulent
Prandtl number (Eqn. 4) and the k − ε model constant C1ε (Eqn. 7). For
brevity, only the influence of C1ε is discussed in this section, while the effect
of Sct and Prt numbers is shown in the supplementary material.

In a round jet flow, Dally et al. [48] confirmed that there is an over-
prediction of decay rate and the spreading rate when the standard C1ε con-
stant value [37] is applied in the k-ε model. The authors concluded that
C1ε = 1.60 helped to improve the prediction of the flow and mixing field.
This was confirmed by the other authors ([20, 26]) as well. In this paper,
the same conclusion can be made under the condition that the ′EDC1996′

version (in Eqn. 10) of the combustion model is used. In Fig. 2, the advan-
tages of setting C1ε = 1.60 over C1ε = 1.44 are very clear. For the model
versions ′EDC1981′ and ′EDC2005′, the results are discussed in the following
subsection.

[Figure 2 about here.]
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4.2. Combustion Model Parameters

In this subsection, the effects of the combination of EDC formulations
and C1ε value mentioned in Section 4.1 will be further discussed, along with
the effect of the EDC model constants and canonical reactors simulating the
fine structures.

4.2.1. EDC model formulation

The earliest ′EDC1981′ formulation was indicated in Eqn. 12. When
it is combined with two different C1ε value, the results shown in Fig. 3
are obtained. Here, the adjusted C1ε constant has the advantages of better
predicting the experimental values.

However, the ′EDC2005′ model formulation shows different features. In
Fig. 4, the case with C1ε = 1.44 better predicts the experimental values
than that with C1ε = 1.60. This indicates the existence of a strong interplay
between turbulence and combustion model formulations. In particular, the
evaluation of the mean mass fraction using Eqns. 11 and 14 has the strongest
impact on the results. If it is assumed that the fine structures are localised in
nearly constant energy regions (Eqn. 14), then the most appropriate choice is
the use of the standard formulation of the k-ε model, as the over-estimation
of the jet spread [49] is compensated by a reduced mass exchange between
the fine structures and the surroundings. When the round-jet analogy is
corrected by a modified C1ε constant, it is clear that the most appropriate
assumption for the EDC model is that the mass exchange between the fine
structures is volumetric (Eqn. 11).

[Figure 3 about here.]

[Figure 4 about here.]

4.2.2. EDC model constants

From the former results (Fig. 2 - Fig. 4), it is not hard to find out that
there is an obvious over-prediction of the peak temperature downstream of
the jet, especially at the position of 120 mm. This agrees with the outcome
from Christo et al. [20]. There are different authors [50, 19, 51, 32] who
used the approach of adjusted EDC constants to alleviate the over-predicted
temperature peak. Among them, the adjustment proposed by Parente et
al. [32] is not simply based on a fitting procedure, but it arises from a
phenomenological analysis on the chemical and fluid dynamics scales in MILD
combustion.
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Therefore, the adjustment of the EDC constants from Parente et al. [32]
is adopted here in order to reduce the peak temperature. The model con-
stant Cγ is decreased from 2.1377 to 1.9 and Cτ is increased from 0.4083 to
1.47. This setting is denoted as ′Adjusted-1′. It results in a decreased fine
structures mass fraction and increased residence time. The results of the
mean temperature values can be found in Fig. 5. The temperature peaks
are successfully suppressed by 6.5% and 10.8% at axial positions of 60 and
120 mm respectively. However, temperature peak at axial position of 120
mm is still over-predicted by 17.9%. In order to further investigate the ef-
fect of the model constants , a second set of adjusted values is used, with
Cγ = 1.5 and Cτ = 1.47. It is indicated as ′Adjusted-2′. Compared with
the standard values of the parameters, the ′Adjusted-2′ constants reduce the
temperature peak at 120 mm axial location by 17.1%. This has however an
effect on the centerline temperature, which is reduced slightly with respect
to the experimental values.

The effect of the adjusted EDC parameters on the flow field is also investi-
gated. Because the lack of experimental velocity profile, the mixture fraction
profile constructed from the Bilger’s definition [39] is shown in Fig. 6. The
profiles from three set of parameters (Standard, Adjusted-1 and Adjusted-
2) are virtually identical, with very minor differences visible only on the
centerline starting from 120 mm axial position. This indicates that the mod-
ification of the model constants only impacts the species and temperature
profile, with a negligible effect on the turbulent mixing field.

Overall, the proposed EDC constants by Parente et al. [32] (′Adjusted-
1′) help to alleviate the temperature over-prediction at axial locations above
60 mm from the burner exit. However, the observed reduction of the tem-
perature peak in the present work is less significant to the one shown by
Parente et al. [32], and comparable results can be obtained only using the
′Adjusted-2′ settings. This discrepancies can be likely attributed to the dif-
ferent discretization schemes used. Indeed, the present investigation is based
on the half second order discretization schemes of Total Variation Diminish-
ing (TVD) on the divergence terms, while the results by Parente et al. [32]
were obtained using the fully second order schemes of Linear Upwind (LUD)
or Central Differencing Scheme (CDS) on the divergence term.

[Figure 5 about here.]

[Figure 6 about here.]
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4.2.3. PSR vs. PFR closures for the fine structures

The Perfectly Stirred Reactor (PSR) is generally used as the canonical
reactor to simulate the fine structures in EDC model. Numerically speak-
ing, the use of Plug Flow Reactor (PFR) can help improving the robustness.
That’s because PFR is described by a set of Ordinary Differential Equations
(ODEs) with initial conditions, while a PSR is described by a set of alge-
braic non-linear equations, whose solution requires an iterative procedure.
Moreover, even though the solution of a ODE system is generally more ex-
pensive than an algebraic non-linear system, the PFR can be more easily
combined with tabulation method like In-situ Adapted Tabulation (ISAT)
to increase computational efficiency. The purpose of this subsection is to de-
termine whether PFR can be used instead of PSR without loss of accuracy.
The comparison of the results obtained with the two approaches is shown
in Fig. 7, Fig. 8 and Fig. 9, for the temperature, H2O, OH and CO mass
fraction profiles, respectively. The mean temperature profiles as well as the
mean H2O mass fraction from the cases with PFR and PFR are very close
to each other and virtually identical. The same conclusion holds for other
major species. For the minor species, the profiles of CO and OH at axial
positions of 30 mm and 60 mm show close results with PSR and PFR in Fig.
9. Therefore, PFR can be used instead of PSR in EDC model, to simulate
the fine structures.

[Figure 7 about here.]

[Figure 8 about here.]

[Figure 9 about here.]

4.2.4. EDC VS. PaSR

In this part, the results from EDC model and the newly implemented
PaSR model are benchmarked.

Fig. 10 shows the experimental profiles of temperature as well as the com-
puted ones using EDC and PaSR models at different axial locations and along
the centerline. It can be observed that the PaSR model reduced the temper-
ature over-prediction at axial position 60 mm. Most importantly, the highly
over-predicted 120 mm temperature peak is alleviated to a large extent. The
similar conclusion can be drawn looking at the CO2 mass fraction profiles,
shown in Fig. 11. In particular, NO emissions are largely over-predicted
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(more then two times) using EDC model, as a result of the temperature
over-prediction. Conversely, predictions based on the PaSR model are quite
accurate, at both 120 mm and 200 mm axial locations.

[Figure 10 about here.]

[Figure 11 about here.]

[Figure 12 about here.]

4.3. Boundary Conditions

In RANS simulation, uniform inlet boundary values of the species, veloc-
ity and temperature are generally used. In the current work, the profiles of
species mass fractions and temperature accessible from the experimental data
at 4 mm from the burner exit are used to simulate non-uniform boundary
conditions. Thus, the simulation results with the uniform and non-uniform
boundary conditions are compared in Fig. 13, Fig. 14 and Fig. 15, where
the mean profiles of temperature, H2O mass fraction and CO mass fraction
are presented, respectively.

[Figure 13 about here.]

[Figure 14 about here.]

[Figure 15 about here.]

In Fig. 13, it can be observed that the non-uniform boundary condi-
tions help to reduce the peak temperature at the different axial positions,
and the centerline temperature is also slightly decreased. The differences be-
tween using the uniform and non-uniform boundary conditions can be better
identified in Fig. 14. In the near centerline regions, the H2O mass fraction
values are not well predicted by the non-uniform boundary conditions, while
the values far from the centerline are well predicted. In particular, the use
of non-uniform boundary conditions allows to recover the non-zero values
of H2O mass fractions at axial positions corresponding to 30 and 60 mm.
The over prediction of H2O mass fraction values at axial position of 120 mm
and along the centerline is alleviated with non-uniform boundary conditions.
However, at 30 and 60 mm axial positions, the peak mass fraction is not
well predicted, and a general under-prediction can be observed. The obvious
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advantage of using the non-uniform boundary conditions is revealed by the
analysis of CO profiles in Fig. 15. The experimental data show two peaks
for the mean CO mass fraction at different radial positions. When uniform
boundary conditions are applied, only one peak appears in the CO mass frac-
tion profiles. The second peak can be recovered by providing non-uniform
boundary conditions. In conclusion, the non-uniform boundary conditions
help to better predict the jet surrounding regions. Nevertheless, it shows
some deficiencies in predicting the major species H2O in the jet core region.

4.4. Multi-component Molecular Diffusion

Because of the presence of H2 in the fuel stream, it is necessary to consider
the effect of molecular diffusivity of the calculated profiles. The inclusion of
multi-component molecular diffusion is carried out following Eqn. 5. More-
over, the transport of enthalpy due to species diffusion is included in the
energy equation. The mean temperature profiles with and without multi-
component molecular diffusion are shown in Fig. 16. It can be observed
that, without molecular diffusion, it is not possible to capture the correct
temperature peak at 30 mm axial position and along the centerline. The
temperature peak without molecular diffusion is 5% lower than the experi-
mental one at axial position of 30 mm. A slight temperature over-prediction
can be observed using molecular diffusion at 60 and 120 mm axial positions.
However, this can be suppressed using the adjusted EDC constants Cγ and
Cτ , as indicated in Section 4.2.2. Furthermore, as shown in Fig. 17, the
inclusion of the multi-component molecular diffusion term helps increasing
the accuracy of H2O predictions near centerline regions. The peak values of
H2O at axial positions of 30 and 60 mm are increased by about 13-15% with
the inclusion of molecular diffusion.

[Figure 16 about here.]

[Figure 17 about here.]

4.5. Kinetic Mechanisms

In MILD combustion, the use of detailed mechanisms is essential to cap-
ture finite rate chemistry effects. The EDC model closure allows to ac-
count for detailed chemistry via the canonical reactors used to model the
fine structures. In the present work, the KEE, GRI3.0, San-Diego and
POLIMI C1C3HT mechanisms were chosen, as mentioned in Section 3.2.1,
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with the objective of determining the degree of complexity required to cor-
rectly capture the main features of the combustion regime. The sampled
numerical profiles obtained with the mechanisms are compared with experi-
mental data in Fig. 18 and Fig. 19 . The main observation is that the results
provided by the different mechanisms do not show major differences. The
GRI3.0, San-Diego and POLIMI C1C3HT mechanisms correct the slightly
over-predicted centerline mean temperature, with respect to the predictions
of the KEE mechanism. The same trend can be observed for the major
species mass fractions. For other species, minor differences are observed for
the OH radical (Fig. 19 top), while the KEE mechanism better captures the
CO peak value. On the other hand, the simulation cost of GRI3.0, San-Diego
and POLIMI C1C3HT is 3.7, 4.8 times and 14.3 times the cost of KEE, re-
spectively. This makes the usage of large mechanisms not strictly necessary
in the current case.

[Figure 18 about here.]

[Figure 19 about here.]

5. Conclusion

In the present work, the Adelaide Jet in Hot Co-flow burner was nu-
merically investigated by means of RANS simulations with detailed kinetic
mechanisms. The study focuses on the effect of various parameters on the
results, including k − ε model constant, the combustion model formulation
(formulation of EDC and PaSR, combustion model constants and choice of
the canonical reactors simulating the fine structures), boundary conditions
definition, multi-component molecular diffusion and degree of complexity of
the kinetic mechanisms.

The main results can be summarised as follows:

– A strong interplay between combustion and turbulence model formu-
lation is found. In particular, the EDC formulations ′EDC1981′ and
′EDC1996′ result in a better agreement with the experimental data
when the k − ε model constant C1ε = 1.60. When C1ε = 1.44, the
′EDC2005′ formulation provides the best results.

– The fine structures can be modelled using PFR equations without loss
of accuracy. This helps increasing the robustness of calculation and
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offers the potential of a more straightforward coupling with tabulation
method like In-situ Adaptive Tabulation (ISAT).

– The use of non-uniform boundary conditions allows improving species
predictions, especially away from centerline region.

– Multi-component molecular diffusion is found to play an important
role, due to the presence of H2 in the fuel. This is in agreement with
the work carried out by Christo et al. [20] and Mardani et al. [31].

– Minor differences in the predictions are observed between using KEE
mechanism and kinetic mechanisms with increasing complexity (GRI3.0,
San-Diego and POLIMI C1C3HT). The use of a more comprehensive
mechanism nevertheless improves the prediction of the centerline tem-
perature.

– The over-prediction of the temperature peak at 120 mm axial position
with EDC model can be alleviated by using modified constants.

– The benchmark between EDC and PaSR models shows that both mod-
els are suitable for simulating MILD regimes. Further investigations are
needed for the PaSR model, in order to clarify the effect of turbulent
and chemical time scale calculations on the predictions.

The developed model is characterised by sufficient complexity to allow
its application in presence of gaseous mixtures with various components,
including hydrogen. This is a very attractive feature of the approach towards
its application to model modern combustion technologies designed to deal
with multiple fuels and non-conventional combustion regimes.
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Figure 1: 2D sketch of the Adelaide Jet in Hot Co-flow burner (adapted from Ferrarotti
et al. [7]).
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Figure 2: Effects of k-ε model parameter C1ε on predicted mean temperature profiles at
several axial locations in radial direction and along the centerline (EDC model version:
′EDC1996′).
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Figure 3: Effects of k-ε model parameter C1ε on predicted mean temperature profiles at
several axial locations in radial direction and along the centerline (EDC model version:
′EDC1981′).
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Figure 4: Effects of k-ε model parameter C1ε on predicted mean temperature profiles at
several axial locations in radial direction and along the centerline (EDC model version:
′EDC2005′).
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Figure 5: Effects of the adjusted EDC constants on predicted mean temperature profiles
at several axial locations in radial direction and along the centerline.
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Figure 6: Effects of the adjusted EDC constants on mixture fraction profiles at several
axial locations in radial direction and along the centerline.
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Figure 7: Effects of the canonical reactor (PFR vs. PSR) on predicted mean temperature
profiles at several axial locations in radial direction and along the centerline.
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Figure 8: Effects of the canonical reactor (PFR vs. PSR) on predicted mean H2O mass
fraction profiles at several axial locations in radial direction and along the centerline.
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Figure 10: Comparison between the experimental and numerical mean temperature profiles
at several axial locations in radial direction and along the centerline. Combustion models:
EDC and PaSR.
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Figure 11: Comparison between the experimental and numerical mean CO2 mass fraction
profiles at several axial locations in radial direction and along the centerline. Combustion
models: EDC and PaSR.
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Figure 13: Comparison of the mean temperature profiles from the cases with uniform
boundary conditions and non-uniform boundary conditions at several axial locations in
radial direction and along the centerline.

37



 0

 0.05

 0.1

 0  20  40  60

Y
H

2
O

 [
-]

r [mm]

Axial 30 mm

Exp
Uniform

Non-uniform

 0  20  40  60

r [mm]

Axial 60 mm

0

0.05

0.1

 0  20  40  60

Y
H

2
O

 [
-]

r [mm]

Axial 120 mm

 60  120  180

Axial direction [mm]

Centerline

Figure 14: Comparison of the mean H2O mass fraction profiles from the cases with uniform
boundary conditions and non-uniform boundary conditions at several axial locations in
radial direction and along the centerline.
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Figure 16: Comparison of the mean temperature profiles from the cases with and without
multi-component molecuar diffusion at several axial locations in radial direction and along
the centerline.
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Figure 17: Comparison of the mean H2O mass fraction profiles from the cases with and
without multi-component molecuar diffusion at several axial locations in radial direction
and along the centerline.
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Figure 18: Comparison of the mean temperaturehe profiles from the cases with different
kinetic mechanisms at several axial locations in radial direction and along the centerline.

42



 0e+00

 2e-04

 4e-04

 6e-04

 0  20  40  60

Y
O

H
 [

-]

r [mm]

Axial 30 mm

Exp
KEE

GRI3.0
San-Diego

POLIMI-new

 0  20  40  60

r [mm]

Axial 60 mm

0

0.002

0.004

0.006

 0  20  40  60

Y
C

O
 [

-]

r [mm]

Axial 30 mm

 0  60

r [mm]

Axial 60 mm

Figure 19: Comparison of the OH and CO mass fraction profiles from the cases with
different kinetic mechanisms at 30 mm and 60 mm axial locations in radial direction.

43



Table 1: Physical properties of the jet

Profiles Central jet Annulus Tunnel
Velocity 58.74 m/s 3.2 m/s 3.3 m/s

Temperature 294 K 1300 K 294 K
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Table 2: Limitations of fine structure fraction

time scale ratio γλ limitEDC version
′EDC1981′

γλ
3

1−γλ
3 0.7937

′EDC1996′
γλ
2

1−γλ
3 0.7549

′EDC2005′
γλ
2

1−γλ
2 0.7071

Table 3: Grid Convergence Index (GCI) for different grids

Mesh resolution coarse medium fine superfine
Number of cells 15900 34830 79110 179186

GCI (%) 0.93 1.52 1.87 1.92

Table 4: Discretization schemes

Field
Velocity (U)
Pressure (p)

Species mass fraction (Y)

Discretization scheme
Total Variance Diminishing (TVD)
Total Variance Diminishing (TVD)

bounded ([0,1]) TVD



Table 5: Uniform boundary condition values for the JHC burner

Boundaries Inlet fuel Inlet co-flow Inlet air
Temperature (K) 305 1300 294

Velocity (m/s) 58.74 3.2 3.3
CH4 mass fraction (-) 0.888 0 0
H2 mass fraction (-) 0.112 0 0
O2 mass fraction (-) 0 0.03 0.232
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Table 6: Numerical Settings of the Reference Case

Turbulent Schmidt Number
Turbulent Prandtl Number
k − ε model constant C1ε

Combustion Model
EDC model version

EDC model constant
Canonical reactor

Kinetic mechanism
Boundary conditions

Radiation model
Multi-component molecular diffusion

0.7
0.85
1.60

Eddy Dissipation Concept
′EDC1996′

standard
PFR
KEE

uniform
none
on
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