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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract

The present work compares the ability of the two most used glare indices, the Daylight Glare Probability (DGP) and 
the International Commission on Illumination (CIE) Glare Index (CGI), using Multiple Correspondence Analysis 
(MCA) and Artificial Neural Networks (ANN). The research investigates the efficiency of indexes in predictive indoor 
lighting quality. This study was carried out by analyzing data from a survey administered to ninety students in real 
design classrooms in the city of Biskra, Algeria. The experiment was conducted using three different lighting indoor 
conditions: natural and artificial lighting and mixed lighting. The true prediction of the Daylight Glare Probability for 
the variable Comfortable was 60.60%, and for (CIE) Glare Index the prediction values were equal to 44.60% for the 
same variable. 
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1. Introduction

In modern societies, as a result of urbanization and industrialization, people spend more time indoors than ever 
before. It is estimated that on average people spend more than ninety percent of their time indoors [1, 2]. Indoor 
comfort, such as thermal and visual comfort, plays accordingly a significant role and has a large impact on the working 
efficiency and satisfaction. The indoor environments, including university study environments, should, therefore, be 
studied since their design and configuration does not only influence an individual’s perception of work-related tasks 
but also affects its general emotional-motivational state, well-being, and productivity of users[3,4,5]. The impact of 
building simulation tools in quantifying issues, such as visual comfort and energy savings, continues to be seen as 
significant; lighting analysis trends and interest towards computationally generated models simulations and 
visualization increased with the availability of powerful and accurate software. These can rigorously simulate 
buildings and urban spaces for thermal, acoustic, lighting conditions there are different tools and methods for glare 
assessment, but the most used are glare indices including DGP (Daylight Glare Probability), DGI (Daylight Glare 
Index), UGR (Unified Glare Rating) and CGI (CIE Glare Index).In the present paper, authors describe a comparative 
analysis between DGP, the most used glare metrics for the prediction of glare in indoor spaces using artificial lighting 
and CGI the most recommended glare index used to predict glare in spaces illuminates by natural lighting [6].The tow 
glare index was compared with the real glare experienced by users in the computer design classrooms. The data were 
collected using survey administrated to ninety students (users of design classroom). The data was analyzed using 
Multiple Correspondence Analysis (MCA) and Artificial Neural Networks (ANN), in order to determine which of 
these glare indexes is the most efficient for glare assessment, in the design classroom in highly luminous climate.

2. Methodology

2.1. Case study

The experimentation was carried out in the real computer design classroom at the University of Biskra, which is 
located in the south EST. of Algeria, and characterized by a specific local luminous climate [7, 8]. The classroom has 
a quarter of circle chip, with a radius equal to 10.05 m, 3.87 m height. It receives daylight from North-EST facing 
unilateral windows 3 by 10 m, daylighting is supplemented by electric lighting from ceiling mounted fluorescent 
fixtures. In the classroom, there are five tables with six workspaces for each one, hence 30 workspaces in total. As 
illustrated in (Fig. 1).

Fig. 1. Plan of the design computer class room 
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2.2. Processes

In order to assess the glare level in three different lighting class conditions, three different configurations of the 
design classroom were developed using exclusively: daylighting, electric lighting from the ceiling and the both of 
them, as illustrated in (Fig. 2).

Fig. 2. The same workplace under three different lighting configurations of class room.

In order to quantify the values of luminance and glare index DGP and CGI, at the eye level of users, a calibrated 
camera  1200D canon EOS was mounted on a tripod at 1.20 m high, equipped with a circular Fisheye lens Sigma 
(4.5mm f/2.8 EX DC Circular Fisheye HSM); this type of  lens is recommended since it better resembles the human 
visual field [9, 10] suggests modified human visual field according to the total field of [11].The fisheye HDR 
photography was analyzed with using Eva glare software for measuring DGI and CGI [12] in the different workplace 
spaces of a classroom. In the same time, a survey was administrated to ninety students, in order to assess their real 
discomfort glare during the task to ask the students: design using computer tool. Refer to the literature review seven 
questions [13, 14] were asked to the students. Seen table 1:

                   
                     Table 1. A part of questionnaire asked to the students

2.3. Statistical and Neural Network analysis

The data collected in the ninety students’ workplaces have been analyzed using statistic tool in order to compare 
the survey results with glare assessment using different glare indexes. Therefore, in the first step a Multiple 

Question A
Is there a discomfort caused by the presence of light in your workplace space?

Yes No

                Question B

How do you qualify the general atmosphere created by the light in workplace space?

Lighting Factors Unser’s feeling affirmations

1- Light level Very Dark -2 -1 0 +1 +2 Very Bright

2- Visual comfort Very boring -2 -1 0 +1 +2 Very Stimulating

3- Naturality Very Artificial -2 -1 0 +1 +2 Very Natural
4- Visual comfort  Very Glaring -2 -1 0 +1 +2 Very Comfortable

5- Precision Blurry -2 -1 0 +1 +2 Precise

Not defined 

ll d fi d
-2 -1 0 +1 +2 Well defined

6-Pleasantness Unpleasant -2 -1 0 +1 +2 Pleasant
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Correspondence Analysis was used in order to study the degree the correlation results between the seven variables of 
the questionnaire to relationships of several ordinal dependent variables.

To determine a reliable prediction DGP and CGI, an ANN model based on Pleasant and Comfortable variables 
selected in the first MCA study with significant correlation (p-value <0.05) was used. In the ANN modeling process, 
we divided the data in tow subsets: nearly 35% of the student for constructing the models (training subset) and the 
remaining 65 % for testing the model (as the validation subset). After evaluating the model, we applied Multiple Layer 
Perceptron (MLP) networks to determine relevant relationships and to determine which is the best glare index.  In 
terms of reliable prediction performance of the DGP and CGI glare index. With ANN we used a three-layer MLP 
network with 4 variables (15 nodes) in the input layer, 3 nodes in the middle layer and 8 nodes in the output layer. 
The hidden layer had 3 neurons, determined as the optimal configuration giving the lowest error in the training and 
testing sets of data with minimal computing time [15, 16].

3. Results and discussion

3.1. Multiple correspondence analysis

Data collected from (Fig. 3) shows some pitfalls, which may exist when developing Multiple Correspondence 
Analysis models. Three of the seven variables tested (were not significant), these variables are: Naturality (r 0.20, P-
value 0.65), Stimulating ((r 0.15, P-value 0.82), Precise ((r 0.15, P-value 0.82). Overall, we obtained a significant 
correlation between the remaining variables. In addition, we note that tow variables ‘Comfortable’, ‘Pleasantness ‘(see 
Fig. 3) show much higher significant correlation than the others, with the p-value less than 0.01 and (r more than 
0.85). So these two variables are the most representative of real discomfort sensation of the users.

Fig. 3. Multiple correspondence analysis for design using computer. 

3.2 Artificial neural network model

As regards the ANN network the architecture that was developed, included fourteen neurons for CGI and twelve 
neurons for DGP in the hidden layer. For DGP: the overall average of the relative errors are fairly constant across 
training 40.20%, with a value for Unpleasant/Pleasant equal to 43.10%, and 39.20% for Glaring/Comfortable, a 
percentage of 46.54 % was reached testing model with a value for Unpleasant /Pleasant equal to 43.10% and 39.20%, 
Glaring/Comfortable.
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Fig. 4. Multi-layer perceptron network structure for DGP glare

However, we have obtained a different result with the CGI, so the percentage average overall relative error for 
training model was 65.10 %, with percentages of 55.60 % for Unpleasant /Pleasant, and 69.60 % for variables 
Glaring/Comfortable, In addition, referred to (see Fig. 4) average overall relative error for Testing model was 50.36 
%, with percentages of 43.80 %for Unpleasant /Pleasant, and 56.30 % for variables Glaring/Comfortable. Both ANN 
model reasonable prediction which gives us some confidence that the model is not overtrained, and that the error in 
future cases, scored by the network will be close to the error reported in (Tab 2).

                               Tab 2. Summary training testing (MLP) Model for the DGP and CGI Glare index, model with ninety Students

DGP index   

Training

Sum of Squares Error 110.032

Average Overall Relative Error 41.20%

Relative Error for scale

dependents

Unpleasant /Pleasant 43.10%

Glaring / Comfortable 39.20%

Testing

Sum of Squares Error 46.546

Average Overall Relative Error 43.20%

Relative Error for scale

dependents

Unpleasant /Pleasant 43.80%

Glaring / Comfortable 39.50%

CGI index 

Training

Sum of Squares Error 109.382

Average Overall Relative Error 65.10%

Relative Error for scale

dependents

Unpleasant /Pleasant 55.60%

Glaring / Comfortable 69.60%

Testing

Average Overall Relative Error 35.518

Average Overall Relative Error 50.36%

Relative Error for scale

dependents

Unpleasant /Pleasant 43.80%

Glaring / Comfortable 56.30%



804	 Saadi Mohamed Yacine et al. / Energy Procedia 122 (2017) 799–804

6 Saadi Mohamed Yacine et al. / Energy Procedia 00 (2017) 000–000

4. Conclusions

Multi-Layer Perceptron (MLP) and Neural Network Models, that were used to predict which is the closest glare 
index (DGP, CGI)  to the real perception of the students, using glare indicators and survey in the computer design 
classrooms, under highly luminous climate. The model developed appears to perform reasonably well. Unlike 
traditional statistical methods, such as quantitative and categorical approach base on simple linear regression and 
correlation. The Neural Network Models provides the dynamic output as further data (lighting environment, users) is 
fed to it, while the ANN do not require performing and analyzing sophisticated statistical methods [17].So based on 
the results from ANN and MLP models developed in the previous sections, the predictive value of the ANN model 
developed based on DGP is most robust, than the ANN model developed using CGI index,  under the local luminous 
sky conditions in the city of Biskra, the DGP model predicts discomfort glare with a higher probabilities performance 
assessment of the real glare, with relative error for scale for variables Glaring/Comfortable equal to 39.20 % and 
percentage of 43.80% for variables Unpleasant/Pleasant. The authors recommend the use of the ANN model 
developed based on DGP, for the assessment of light quality indoor spaces under the local luminous climate. Finally, 
these results on the use of ANN for population analyses open new fields for their applications to architecture 
specifically for the assessment of the comfort and well-being indoors spaces.

References

[1] Luongo, Julia Cristina. Towards Defining Healthy Buildings: Investigating the Effect of Building Characteristics and Interventions on Indoor 
Air Microbial Exposures and Energy Efficiency. Colorado: University of colorado; 2016.

[2] Steinemann, Anne and Wargocki, Pawel and Rismanchi, Beh. Ten questions concerning green buildings and indoor air quality. Building and
Environment 2017; 112:351-358.

[3] Hannah, Ryan. The effect of classroom environment on student learning. Michigan: Western Michigan University; 2013.
[4] Werthamer Larsson, Lisa and Kellam, Sheppard and Wheeler, Leonard. Effet of first-grade classroom environment on shy behavior, aggressive 

behavior, and concentration problems. American Journal of community psychology 1991;19: 585-602. 
[5] Delvaeye, Ruben and Stroobant, Ludwig and Klein, Ralf and Hanselaer, Peter and D’Herdt, Peter and Breesch, Hilde and Ryckaert, Wouter.

Monitoring of Daylight Controlled Dimming Systems and Occupancy in Three Equivalent Classrooms. CLIMA 2016-proceedings of the 12th 
REHVA World Congres. Aalborg: Aalborg University, Department of Civil Engineering; 2016.

[6] Navvab, M. & Altland, G. Application of CIE glare index for daylighting evaluation. Journal of the Illuminating Engineering Society, Taylor 
& Francis 1997; 26: 115-128.

[7] Daich Safa, Zemmouri Noureddine, Saadi Mohamed Yacine. A study of optimization of the light shelf system in hot and arid zones. Baltimore, 
USA: American Solar Energy Society; 2013.

[8] Safa Daich. Simulation et optimisation du systéme light shelf sous des conditions climatiques spécifiques, cas de la ville de Biskra. université 
mohamed khider biskra; 2011.

[9] Suk, Jae Yong and Schiler, Marc and Kensek, Karen. Investigation of existing discomfort glare indices using human subject study data. Building 
and Environment 2017; 113: 121-130. 

[10] Hirning, MB and Isoardi, GL and Cowling, Ian. Discomfort glare in open plan green buildings. Energy and Buildings 2014; 70: 427- 440. 
[11] Guth, Sylvester K. Computing visual comfort ratings for a specific interior lighting installation. Illuminating Engineering 1966; 61:634.
[12] Suk, J and Schiler, Marc. Investigation of Evalglare software, daylight glare probability and high dynamic range imaging for daylight glare 

analysis. Lighting Research & Technology 2013; 45: 450-463.
[13] Vischer, Jacqueline C. Towards an environmental psychology of workspace: how people are affected by environments for work. Archit Sci 

Rev  2008;51(2):97-108.
[14] Galasiu, Anca D and Veitch, Jennifer A. Occupant preferences and satisfaction with the luminous environment and control systems in daylight 

offices: a literature review.Energy Build 2006;38:728-42.
[15] Gelman, Andrew and Rubin, Donald B. Inference from iterative simulation using multiple sequences. Statistical science 1992; 45:457-472.
[16] Lek, Sovan and Delacoste, Marc and Baran, Philippe and Dimopoulos, Ioannis and Lauga, Jacques and Aulagnier, Stéphane. Application of 

neural networks to modelling nonlinear relationships in ecology; Ecological modelling 1996;90: 39-52.
[17] Molina, Isabel and Rao, JNK. Small area estimation of poverty indicators. Canadian Journal of Statistics 2010; 38: 369-385.


