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ABSTRACT 

In this work, we propose a method for the on-line assessment of the performance of a prognostic 

approach in situation when degradation trajectories of other similar components are not available for 

traditional off-line performance assessment. The proposed method is applied on a prognostic approach 

based on a Particle Filter and Optimized Tuning Kernel Smoothing (PF-OTKS), extended to deal with 

situations characterized by scarce knowledge on the degradation process. A case study regarding the 

degradation of turbine blades is considered. 
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1. INTRODUCTION 

Model-based prognostic approaches can provide superior performances than data-driven approaches in 

situations characterized by the availability of reliable and accurate degradation models [1–5]. The 

decision maker needs to know the prognostic model performance to decide how confident he/she can be 

on the provided Remaining Useful Life (RUL) predictions. For this reason, classical metrics for off-line 

assessing the performance of a prognostic model, e.g. prognostic horizon, α-γ performance, relative 

accuracy and convergence, have been introduced [6–8]. Typically, these metrics require the knowledge of 

the true failure times of a population of components of the same type of the one which the prognostic 

model is intended to be applied to, which means that historical run-to-failure data must be available to 

perform (off-line) the prognostic model performance assessment. In practical engineering applications, 

the decision maker is more interested in the on-line prognostics performance of its component during 

operation, than in an ‘average’ population-based, off-line performance assessment. 

The main objective of the present work is to propose a method for the on-line assessment of the 

performance of a model-based prognostic approach, using only information taken from the current 

degradation trajectory. The on-line performance assessment method proposed is based on a moving time 

window of past degradation measurements, on which the prognostics accuracy and precision are verified. 

Notice that the idea of using past degradation measurements to assess the reliability of prognostic 

predictions has been already considered in [9] in the different context of increasing the performance of 

the prognostic method. Here, new metrics are considered and adapted to the problem of assessing the 

performance of the prognostic model. 
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The prognostic approach considered in this paper is based on the use of a Particle Filter (PF) and 

Optimized Tuning Kernel Smoothing (OTKS) for jointly estimating the unknown parameters of the 

degradation model and the component RUL [9,10]. PF-based approaches to prognostics have been 

investigated by many researchers [4,12–16]. With respect to traditional Kalman-filter-based approaches 

[17–19], PF can be applied when the degradation model is non-linear, with non-additive and non-

Gaussian process and measurement noises. For the setting of the prognostic approach, three cases are 

considered, characterized by different levels of knowledge on the degradation process: 

Case 1: the degradation model is known, but the true values of some of its parameters are unknown 

[10,11]; 

Case 2: the effects of some operational/external conditions on the degradation process are unknown 

(degradation model partially unknown);  

Case 3: the functional form of the evolution of the degradation process itself is unknown. 

Further novelty of the present work is the adaptation of the PF-OTKS to deal with cases 2 and 3 above. 

The on-line performance assessment method is verified with respect to a numerical case study concerning 

the prediction of the RUL of turbine blades degrading due to creeping. 

The remainder of this paper is as follows: Section 2 illustrates the problem addressed in this work; the PF-

OTKS algorithm and the on-line prognostic assessment approach are presented in Sections 3 and 4, 

respectively; Section 5 shows the application to the case study regarding the degradation of turbine blades; 

finally, Section 6 concludes the paper. 

2. PROGNOSTIC PROBLEM SETTING 

In this work, we consider a prognostic problem characterized by the unavailability of i) an accurate model 

of the degradation process of the component of interest and ii) observations of the degradation of similar 

components. More precisely, we assume that the only available degradation measurements 𝑧𝑡(𝑡 =

1,2, … , 𝑡𝑝) come from the component of interest itself, i.e. the one for which we want to predict the RUL, 

from the beginning of its life (t=1) to the present time (𝑡 = 𝑡𝑝). The relation between the measurement 𝑧𝑡 

of a generic time t and the component degradation state, 𝑥𝑡, is described by the observation equation: 

 ( , )t t tz h x    (2.1) 

where h is a possibly nonlinear function and 𝜐𝑡 is an i.i.d. random noise representing the measurement 

uncertainty. We assume that the generic model of the component degradation process is given by: 

  1 , , , ,t t t t tx f x t  P e ω   (2.2) 

where 𝑓 is a possibly non-linear function, 𝐏𝑡 is the vector of model parameters values at time t, 𝐞𝑡 is the 

vector that represents the external/operational conditions which influence the degradation process and 𝛚𝑡 

is an i.i.d. random process noise possibly non Gaussian, at time t. 
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We further assume that the function f can be decomposed into the product of two functions following the 

approach proposed in [20], where the influence of the external conditions on the component failure rates 

are represented by multiplicative factors: 

    1 0 , , , ,f g

t t t t t tx f x t g  P e ω   (2.3) 

where 𝑓0 describes the degradation behavior in normal conditions and g represents the influence of the 

external conditions on the degradation process.  

With respect to the knowledge available on these two functions, we consider three different cases 

characterized by decreasing knowledge available: 

 Case 1 

Functions 𝑓0 and g are known, but the exact values of some parameters in vector 𝐏 are unknown. This 

situation may occur, for example, when the main mechanisms governing the degradation process are 

known, but minor differences exist in the material and design of the component of interest, so that the 

model parameters values are different. 

 Case 2 

Function g is unknown. This situation describes a case in which the effects of the operational/external 

conditions on the degradation process are unknown. This situation is typically encountered when the 

degradation process has been mainly investigated by performing laboratory tests in controlled 

environment and operational conditions, but limited experience on the component degradation process in 

real operational and environmental conditions is available. 

 Case 3 

This is the extreme case in which one only knows that the degradation state, x, is increasing as time 

passes. It corresponds to situations in which the knowledge on the degradation process is so little that it is 

impossible to define models 𝑓0 and g. 

In all the three cases, we assume that the exact value of the failure threshold, Th, i.e., the maximum 

degradation state beyond which the system loses its function, is known. 

Considering, for example, the degradation process of a Lithium battery, an indicator of the battery 

degradation is its capacity [21], whose time evolution is typically represented by using a double 

exponential law [22,23]. As batteries are built using different materials such as Li-MnO2, Li-FeS2, Li-

Ag2CrO4, the true values of the model parameters maybe unknown (case 1). Further, the 

external/operational conditions in which the battery are used, such as temperature, humidity, charging and 

discharging currents, can influence the degradation process and the battery lifetime [22]. As the 

influences of the external/operational conditions are not explicitly taken into account by the double 

exponential model, the modeling of the car battery degradation corresponds to case 2 (degradation model 

only partially known). Finally, case 3 can be encountered in this example, considering a completely new 

battery design for special applications, e.g. graphene or titanium dioxide batteries: for these batteries, the 

applicability of the double exponential model may even be questionable. 
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3. THE PARTICLE FILTER AND OPTIMIZED TUNING KERNEL SMOOTHING - BASED PROGNOSTIC 

APPROACH 

In order to cope with the prognostic problem setting outlined in the previous Section, we resort to an 

approach based on the use of PF-OTKS, which has been already applied with success to a prognostic 

problem characterized by unknown degradation model parameters (case 1) in [11]. In the present work, 

the approach is extended to deal with cases 2 and 3. Sections 3.1 and 3.2 briefly recall the basic ideas of 

the PF-Based prognostics approach and of PF-OTKS, whereas Sections 3.3 and 3.4 outline the PF-OTKS 

extension to the new situations of cases 2 and 3, respectively. 

3.1. Particle Filter-Based Prognostics 

The PF-based approach to prognostics can be divided into two steps [24–27]: 

(1) A filtering step, whose objective is to estimate the component degradation state at the present time, 

𝑡𝑝, using the available on-line measurements 𝑧𝑡(𝑡 = 1,2, … , 𝑡𝑝). 

(2) A prediction step, whose objective is the prediction of the component RUL using the degradation 

state estimated in step (1). 

With respect to step (1), the main idea of PF is to estimate the posterior Probability Density Function 

(PDF) of the degradation state, 𝑥𝑡 at a generic time t, using weighted particles {𝑥𝑡
𝑖 , 𝑤𝑡

𝑖}: 

  1:

1

( )
N

i i

e t t t t t

i

p x z w x x


    (3.1) 

where 𝑝𝑒(𝑥𝑡|𝑧1:𝑡) is the estimated posterior PDF of 𝑥𝑡, 𝑧1:𝑡 is the vector of available measurements of the 

degradation state from time 1 to t, 𝛿  is the Dirac Delta function, 𝑥𝑡
𝑖(𝑖 = 1,2, … , 𝑁)  are the particles 

sampled from the importance sampling PDF, 𝑞(𝑥𝑡|𝐳1:𝑡), and 𝑤𝑡
𝑖  is the weight assigned to particle 𝑥𝑡

𝑖. By 

setting 𝑞(𝑥𝑡|𝐳1:𝑡) = 𝑝𝑓(𝑥𝑡|𝑥𝑡−1), where 𝑝𝑓(𝑥𝑡|𝑥𝑡−1) is the predicted PDF obtained from equation (2.3), 

the equation for weight updating, once a new measurement 𝐳𝑡 becomes available, is: 

  1

1

;  
i

i i i i t
t t t t t N
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t
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w
w w p z x w

w





  


  (3.2) 

where 𝑝(𝐳𝑡|𝑥𝑡
𝑖) is the likelihood of 𝐳𝑡 given the particle 𝑥𝑡

𝑖, which can be derived from the measurement 

equation (2.1). The interested reader can refer to [24,27] for a detailed description of PF for degradation 

state estimation. 

After the degradation state has been estimated, we can use equation (2.3) to predict the future degradation 

trajectory. The RUL prediction can be found by simulating the particle evolutions until they reach the 

failure threshold Th. The RUL associated to the i-th particle at time t is given by [9,28]: 

   1
1 , i i

t t

i i

t t T T
RUL T t x Th x Th


       (3.3) 
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where 𝑇𝑡
𝑖, which is the first time the particle reaches the threshold Th, can be computed by iteratively 

applying equation (2.3). Thus, the PDF of RUL and its expected value are given by: 

 

1:

1

1

( , ) ( )

ˆ  

N
i i

f t t t

i

N
i i

t t t

i

p RUL z Th w RUL RUL

RUL w RUL






 

 





  (3.4) 

3.2. The PF-OTKS approach in case 1 

The combined estimate of the equipment degradation state and degradation model parameters can be 

performed by using an extended PF approach [11,29]. The idea is to consider the model parameters as 

elements of the state vector which is estimated by PF. Thus, the generic augmented i-th particle, 𝑘𝑡
𝑖 , is 

extended as {𝑥𝑡
𝑖, 𝐏𝑡

𝑖 , 𝑤𝑡
𝑖}, where 𝑥𝑡

𝑖 represents the degradation state (particle), 𝐏𝑡
𝑖 the model parameters at 

time t and 𝑤𝑡
𝑖  is the weight associated to the particle 𝑥𝑡

𝑖. Thus, equation (2.3) becomes a system of two 

equations, one describing the transition of the degradation state (𝑓) and the other the evolution of the 

parameters (𝑓𝑝): 

 
   1 0

1

, , , ,

( )

i i i f g

t t t t t t

i i

t p t

x f x t g

f

 



 



p e

p p
 (3.5) 

With respect to the definition of 𝑓𝑝, there are different options. In some works [13,14,21], the equation 

describing the parameter  evolution is:  

 
2

1 2 ( ) (0, )i i i

t t t ANg N    p p p   (3.6) 

where σ𝐴𝑁
2  is the variance of the artificial noise. Notice, however, that this method cannot be applied to 

our prognostic problem since it requires a priori setting of the value of σ𝐴𝑁
2 , which is difficult to achieve 

by trial and error attempts, due to the unavailability of complete examples of degradation trajectories in 

similar components. In order to overtake these difficulties, we consider an alternative PF approach based 

on a Kernel Smoothing (KS) algorithm developed by the authors and whose details are described in [10]. 

Kernel smoothing consists in the application of two different procedures to the population of particles: 

shrinkage and perturbation. Shrinkage aims at reducing the variability in the particle population by 

moving the single particle 
i

tp  towards the current estimated values ˆ
tp , whereas perturbation adds a 

controlled noise on 
i

tp  after the shrinkage in order to maintain the desired variance in the population [30–

32]. The application of this algorithm requires the a-priori setting of the smoothing parameter which 

determines the amplitude of the particle shrinkage. Too large value of this parameter can cause an extra 

shrinkage and perturbation of the particles, which will result in a bias of the model parameter estimates. 

On the other side, too small values of the shrinkage parameter can result in the impoverishment of the 

population of particles. Thus, the proper setting of the smoothing parameter is a critical issue in the cases 

addressed in this work, where historical trajectories describing the component degradation from the 

beginning of its life until failure are unavailable and, thus, a trial and error approach cannot be followed. 

In order to overtake this difficulty, in this work we adopt the scheme proposed in [29] for setting the 
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proper value of the smoothing parameter, based on the minimization of the Kullback–Leibler (KL) 

divergence between the predicted and posterior PDFs. Since this method employs only the information 

provided by on-line degradation measurements, it can be effectively applied to the problem setting here 

considered. The readers interested on more details of the PF-OTKS approach can refer to [11] and 

Appendix 1. 

3.3. PF-OTKS in case 2 

In case 2, function g in equation (2.3) is completely unknown. Our approach to deal with this situation is 

based on the substitution of function  , g

t tg e ω  with a random noise, 𝜆𝑡, distributed according to a given 

distribution 𝜆𝑡~Y(𝐋𝑡) , where Y(𝐋𝑡)  is a statistical distribution with unknown parameters 𝐋𝑡 .  Thus, 

equation (2.3) becomes:  

  1 0 , , ,t t t t tx f x t   P ω . (3.7) 

Then, PF-OTKS can be used to deal with the problem of jointly estimating the component degradation 

state and the parameters 𝐋𝑡 of the probability distribution Y(𝐋𝑡). In practice, in this case, the extended 

particle is defined by 𝑘𝑡
𝑖 = {𝑥𝑡

𝑖 , 𝐋𝑡
𝑖 , 𝑤𝑡

𝑖}, and the same procedure illustrated in the previous Section 3.2 can 

be applied for the joint estimation of the component RUL and the parameters 𝐋𝑡 , some execution 

procedures can be found in Appendix 2. This approach is based on the assumption that the parameters 𝐋𝑡 

do not change as time passes. This is verified for those applications in which the effects of the external 

conditions on the degradation process are not influenced by the current degradation level. Furthermore, 

since the noise 𝜆𝑡  does not depend on the external conditions e, we also assume that the external 

conditions are following a stochastic distribution which is not changing as time passes. Future research 

will be devoted to the investigation of the possibility of relaxing these assumptions. 

3.4. PF-OTKS in case 3  

In the case in which both functions 𝑓0 and g are unknown, a possibility is to substitute equation (2.3) with: 

 1t t tx x     (3.8) 

where 𝛽𝑡  is a random noise used to replace the whole degradation model. Similarly to what done in 

Section 3.3 to deal with case 2, also in this case we assume that 𝛽𝑡~Y(𝐋𝑡), where Y(𝐋𝑡) is characterized 

by the unknown parameters 𝐋𝑡. Then, assuming that the parameters 𝐋𝑡 are time independent, they can be 

estimated jointly to the degradation state by adopting PF-OTKS. Notice that equation (3.8) can be applied 

only to degradation processes for which the probability distribution of the degradation increment, 𝑥𝑡+1 −

𝑥𝑡, between two consecutive time instants, t and t+1, does not depend on the age of the component, t. 

Future research work will be devoted to the investigation of the possibility of relaxing this hypothesis by 

substituting equation (3.8) with 

 
2

1 0 1 2 ... n

t t t n t tx a a x a x a x          (3.9) 

where 𝑎𝑖, i=1,…,n are unknown coefficients whose values are to be estimated by the PF-OTKS. 



7 
 

4. ON-LINE ASSESSMENT OF THE PROGNOSTIC MODEL PERFORMANCE 

Traditional prognostic metrics assess the general validity of a prognostic model. They typically require 

the availability of several degradation trajectories, from the beginning of the degradation process to the 

failure, and they off-line measure the average performance of the prognostic model on these trajectories, 

using the known failure times. Since the prognostic problem here addressed is characterized by the 

unavailability of complete degradation trajectories (as is often the case in practice), the assessment of the 

prognostic model performance requires the definition of new metrics. Furthermore, in practice we are not 

really interested in assessing the average performance of the model, but rather its performance with 

respect to the particular degradation trajectory that is being followed. 

The performance assessment method here proposed requires the availability of i) the measurement 𝑧1:𝑡𝑝
, 

collected from the onset of the degradation trajectory until the present time 𝑡𝑝  on the degrading 

component of interest and ii) a generic model-based prognostic approach based on the use of a Bayesian 

filter. Thus, the applicability of the performance assessment method is not limited to the PF-OTKS 

approach of Section 3, but can be extended to Kalman Filters, Extended Kalman Filters, PFs and other 

Bayesian approaches. 

The basic idea behind the on-line performance assessment method is to verify whether the predictions of 

the degradation state provided in the past have been accurate and precise. In particular, we consider past 

predictions of the degradation state on time horizons similar to the RUL predicted at the present time, 

𝑅�̂�𝐿𝑡𝑝
. 

The method is based on the following steps: 

(1) At the present time 𝑡𝑝, we fix a time window length equal to the present RUL prediction, 𝑅�̂�𝐿𝑡𝑝
; 

(2) From a time 𝑡∗, at which we can assume that the prognostic model is sufficiently stable, i.e. the 

estimates of the model parameters are not significantly varying, we build the time windows 𝑤𝑖𝑛𝑡 =

[𝑡, 𝑡 + 𝑅�̂�𝐿𝑡𝑝
] with 𝑡 = 𝑡∗, 𝑡∗ + 1, … , 𝑡𝑝 − 𝑅�̂�𝐿𝑡𝑝

 (Figure 1). Notice that the total number of time 

windows which can be built is 𝑡𝑝 − 𝑅�̂�𝐿𝑡𝑝
− 𝑡∗ + 1. 

Although we do not know the true component degradation state, 𝑥𝑡, at time t, we can estimate it 

using all the knowledge available at the present time, tp. In particular, the best possible estimate of 

the degradation state of the component at the end of the time window, 𝑥𝑡+𝑅𝑈𝐿𝑡𝑝
, is given by the 

posterior PDF, 𝑝𝑒 (𝑥𝑡+𝑅𝑈𝐿𝑡𝑝
|𝑧1:𝑡𝑝

), which can be obtained by the PF-based prognostic model using 

all the available measurement 𝑧1, 𝑧2, … , 𝑧𝑡 , … , 𝑧𝑡𝑝
, including those collected after time t. To this aim, 

according to [25], we can apply: 

  ˆ 1:

1

( )
t p p
p

N
i i

e t t tRUL tt
i

p x z w x x




    (4.1) 
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where 𝑤𝑡𝑝
𝑖  is the weight of particle i computed at time 𝑡𝑝, Then, �̂�𝑡+𝑅𝑈𝐿𝑡𝑝|𝑧1:𝑡𝑝

, i.e. the estimate of 

the degradation state at the end of the time window, 𝑡 + 𝑅�̂�𝐿𝑡𝑝
, is given by: 

 
1:

ˆ |
1

ˆ
ptptp

N
i i

t tRUt zL
i

x w x




   (4.2) 

The next step (3) of the procedure is applied to each time window, 𝑤𝑖𝑛𝑡 = [𝑡, 𝑡 + 𝑅�̂�𝐿𝑡𝑝
] with 

𝑡 = 𝑡∗, 𝑡∗ + 1, … , 𝑡𝑝 − 𝑅�̂�𝐿𝑡𝑝
. 

(3) In order to verify the performance of the method on time window 𝑤𝑖𝑛𝑡, we compare the estimate of 

the PDF of the degradation state predicted at the beginning of the time window, 𝑝𝑓 (𝑥𝑡+𝑅𝑈𝐿𝑡𝑝
|𝑧1:𝑡), 

with the best available posterior PDF of the degradation state, obtained by using alll the available 

measurements, 𝑧1:𝑡𝑝
, i.e. 𝑝𝑒 (𝑥𝑡+𝑅𝑈𝐿𝑡𝑝

|𝑧1:𝑡𝑝
) . This comparison can be performed by considering 

classical prognostic metrics. In particular, in this work, we consider accuracy, coverage and 

prediction interval lengths of the RUL; they are computed by: 

a) Artificially assuming that the failure threshold is provided by the estimated value of the 

degradation at time 𝑡 + 𝑅�̂�𝐿𝑡𝑝
, computed considering all the available information until the 

present time, i.e. 𝑇ℎ𝑡 = �̂�𝑡+𝑅𝑈𝐿𝑡𝑝|𝑧1:𝑡𝑝
. According to this assumption, the true RUL of the 

component at time 𝑡 is exactly 𝑅�̂�𝐿𝑡𝑝
. 

b) Estimating the PDF, 𝑝𝑓(𝑅𝑈𝐿𝑡|𝑧1:𝑡 , 𝑇ℎ𝑡), of the RUL which is predicted at time t by the PF-

based prognostic approach. This estimate is based on equation (3.4), assuming the degradation 

threshold 𝑇ℎ𝑡 . This PDF has to be compared to 𝑅�̂�𝐿𝑡𝑝
 , i.e. the true RUL of the component 

assuming the same failure threshold. 

c) Computing the metrics of interest for assessing the performance of the prognostic model in the 

time window 𝑤𝑖𝑛𝑡 . In this work, we focus on accuracy, coverage and prediction interval 

lengths. The three metrics are defined by: 

  1:
ˆ. , ( )

pt ft t t t t tRUL p RUL zwin a R Th LL dU RU    (4.3) 

      1: 1:inf sup ,1
.

, ˆ

0

pf t t t f t t

t

t tp RUL z Th RUL p RUL z TC C
win c

othe ise

h

rw

  
 


  (4.4) 

      sup nf: 1:i1 , ,. f t t t f t tt tp RUL z Th p RUL zwin w hC C T    (4.5) 

where   1inf : ,f t t tp RULC z Th  and   1sup : ,f t t tp RULC z Th  are the upper and lower bounds 

of the 90% prediction interval of the  1: ,f t t tp RUL z Th . 

(4) Compute the average of the accuracy, coverage and width of the prediction interval in all the time 

windows 𝑤𝑖𝑛𝑡, 𝑡 = 𝑡∗, 𝑡∗ + 1, … , 𝑡𝑝 − 𝑅�̂�𝐿𝑡𝑝
: 
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   (4.7) 
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   (4.8) 

where 𝑅𝑀𝑆𝐸𝑡𝑝
, 𝐶𝑅𝑡𝑝

 and  𝑤𝑖𝑑𝑡ℎ𝑡𝑝
 are the obtained Root Mean Square Error, Coverage Rate and average 

width over all the considered time windows. Small values of 𝑅𝑀𝑆𝐸𝑡𝑝
 indicate that the expected 

prediction error at 𝑡𝑝 is small and, thus, that the model is providing accurate predictions. High value of 

𝐶𝑅𝑡𝑝
 means that the prediction interval has high probability to cover the true value 𝑅�̂�𝐿𝑡𝑝

 and, thus, the 

representation of the uncertainty on the RUL prediction is satisfactory. Small 𝑤𝑖𝑑𝑡ℎ𝑡𝑝
 indicates that the 

prediction is precise. Generally, good prognostics model are associated with 𝐶𝑅𝑡𝑝
 values around 90%, 

while 𝑅𝑀𝑆𝐸𝑡𝑝
 and  𝑤𝑖𝑑𝑡ℎ𝑡𝑝

 should be as small as possible.  

 

Figure 1 Sketch of moving time window approach 

 
Table 1 Time window attributes 

 

Notice that the application of the proposed on-line performance assessment method to the PF-OTKS 

algorithm is based on the hypothesis that all the parameters in the degradation models (namely 𝐏𝑡  in 

equation (2.3) or 𝐋𝑡  in equation (3.7) and (3.8)) are stationary. 

5. NUMERICAL APPLICATION 

In this Section, the prognostic approach and the on-line performance assessment method presented in 

Sections 3 and 4, respectively, are verified with respect to a numerical application regarding the RUL 

prediction of a turbine blade undergoing degradation [33–36]. The degradation mechanism that we 

consider is a creep deformation which can lead to the loss of the blade, i.e. one of the most feared failure 

modes in turbines [36]. Creep is an irreversible deformation process affecting materials exposed to a load 

below the elastic limit for a protracted length of time and at high temperature. 

An indicator of the blade degradation at time, t, is the creep strain, 𝜀𝑡. In this work, we simulate the creep 

evolution using the Norton Law [35, 36] and assuming that the dependence of the degradation from the 

temperature follows the Arrhenius law [39]. In practice, we iteratively apply: 
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   (5.1) 

where Q is the activation energy, R is the ideal gas constant, 𝑇𝑡 is the blade operating temperature at time 

t,  𝜔𝑡  is the turbine rotational speed, K is a constant related to the material density and turbine radius, ∆𝑡 

is the time step used for the discretization of the differential equation, and A and n are material-inherent 

parameters. The parameters and process noise setting used to perform the simulation are taken from [26, 

38] and reported in Table 2. Notice that the randomness of the degradation process is represented by: 

 the process noise, 𝛾𝑡, which is used to model the fluctuation of the blade stress during operation. 

The uncertainty is mainly caused by fabrication defects, aging and corrosion of the blade, 

vibrations of the equipment or turbulences of the gas flow. 

 the random variations, Δ𝑇 and Δ𝜔 of the external conditions around their mean values,  𝑇0 and 

 𝜔0, respectively. 

Table 3 reports the parameters of the Gaussian distributions used to model the uncertainty on the external 

conditions, 𝛾𝑡, Δ𝑇 and Δ𝜔. With respect to 𝛾𝑡, two different settings are considered in order to represent a 

situation characterized by small uncertainty on the blade stress (standard deviation equal to 10) and 

another by high uncertainty (standard deviation equal to 30). 

 
Table 2 Parameters of the degradation model  

 
Table 3 Parameters of the distributions representing the process noises 

 

In both uncertainty settings, a degradation trajectory has been simulated, made by 750 simulated 

elongations, ε1, ε1, … , ε750, where 750 has been chosen in order to guarantee that the trajectories reach the 

failure threshold. Then, the corresponding creep strain measurements, 𝑀𝑡, have been simulated using: 

  0,t tM N     (5.2) 

where 𝑁(0, 𝜂) describes the measurement noise, with standard deviation  𝜂 = 0.01 according to [40]. The 

time gap between two measurements is 5 days and the last measurement is performed at day 646. Figure 2 

shows the two simulated degradation trajectories. Notice that the trajectory obtained considering large 

uncertainty on the blade stress is noisier and characterized by a faster degradation process than the one 

with small uncertainty. This is due to the fact that the noise Gaussian term 𝛾𝑡 in equation (5.1) appears at 

the power of n and, thus, the expected value of the degradation increment is influenced by the variance of 

the noise. In order to have comparable lifetimes in the two numerical case studies, we have adopted 

different values of the failure threshold (last row of Table 4). 

 

Figure 2. Two examples of simulated degradation trajectories in the small (left) and large (right) 
uncertainty settings of the process noise. 
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5.1. Case studies and prognostic approaches 

According to Section 2, the performance of the proposed prognostic approaches has been verified 

assuming three different situations of available information: 

 Case 1 - the degradation model in equation (5.1) is known, but the true values of the material-

inherent parameters, A and n, are unknown. The prognostic approach is here based on the 

application of the PF-OTKS algorithm illustrated in Section 3.2. 

 Case 2 - the influence of the stress on the degradation is unknown. Thus, instead of using the 

complete degradation model provided by (5.1), we describe the influence of the stress applied to 

the blade on the degradation by using a random noise. In other words, according to Section 3.3, 

the PF-OTKS employs the model: 

 

 

1 exp

,

t t t

t

t t t

Q
A t

RT

U L H

  





 
     

    (5.3) 

where λt is a random noise represented by a uniform distribution with unknown lower and upper 

bounds, 𝐿𝑡 and 𝐻𝑡 , respectively. The main reason to use a uniform distribution is that, according 

to the principle of insufficient reasoning of Laplace [41], this is the best choice when the only 

available knowledge is the range of values of the unknown quantity, whereas no information is 

available on the shape of the probability distribution. 

 Case 3 - Experts believe that the degradation process is linear but no mathematical equation 

describing the degradation process is available. The PF-OTKS method proposed in Section 3.4 is 

applied to this case, by assuming: 

 
 

1

,

t t t

t t t

t

U L H

  



   

 
  (5.4) 

where 𝛽𝑡 is a random noise represented by a uniform distribution with unknown lower and upper 

bounds, Lt  and Ht , respectively. Also in this case the choice of the uniform distribution is 

justified by the fact that we have no prior information on the shape of the probability distribution. 

5.2. RUL prediction 

The PF-OTKS methods of Sections 3.2, 3.3 and 3.4 have been applied to cases 1, 2 and 3, respectively. 

Table 4 reports the prior distributions used within the PF-OTKS approach for the estimate of the 

unknown parameters. The aim of this setting is to assess whether the PF-OTKS can work even if the prior 

PDFs of the parameters are uncertain and their true values (reported in Table 2) are located in the tail of 

the prior distributions. The PF-OTKS is applied considering a number of particles equal to 1000 in each 

case; this number has been chosen in view of a tradeoff between estimation accuracy and computational 

burden. 

Table 4 Prior distributions of the uncertain parameters 
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Figures 3, 4 and 5 show the RUL predictions obtained on a test trajectory in the small and large 

uncertainty blade stress settings. 

 

Figure 3 RUL prediction in Case 1.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 

Figure 4 RUL prediction in Case 2.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 

Figure 5 RUL prediction in Case 3.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 

 
In case 1, once few measurements are collected, the PF-OTKS provides satisfactory RUL predictions. In 

case 2, the PF-OTKS needs more measurements to identify the parameters of the noise distribution used 

to model the effect of the stress on the degradation process and to start providing satisfactory RUL 

predictions. In case 3, especially in the situation of large uncertainty on the blade stress, the RUL 

prediction is less accurate due to the limited information available on the degradation model and the large 

uncertainty. As expected, all the predictions obtained considering large uncertainty on the blade stress are 

less accurate and characterized by larger prediction intervals than those obtained in the small uncertainty 

settings. 

It is also interesting to observe that the fewer the information available on the degradation process (case 

3), the smaller the prediction interval. This is due to the fact that in cases 2 and 3, the PF-OTKS tends to 

underestimate the variance of the process noises, as it is shown in Figure 6 which compares the 

probability distribution of the true degradation rate and that obtained by PF-OTKS considering large 

uncertainty on the blade stress. In case 1, a very satisfactory estimation of the degradation rate 

distribution is obtained, whereas in cases 2 and 3 the variance of the true distribution is underestimated 

and the PDF tail towards large values is not represented; this causes a small RUL coverage and an 

underestimation of the degradation state. 

 

Figure 6 Probability Distribution Functions (PDFs) of degradation rate 

5.3. On-line performance assessment 

In this Section, we verify the proposed on-line performance assessment method. Figures 7, 8 and 9 show 

the three on-line assessment indicators of Section 4, RMSE, CR and average width of the prediction 

interval. 

 

Figure 7 On-line RMSE.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 

 

Figure 8 On-line CR.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
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Figure 9 On-line average width of prediction interval.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

In order to guarantee that the parameter estimates provided by the PF-OTKS are stable and that there are 

enough time windows to calculate the prognostic metrics, we start applying the on-line performance 

assessment at 𝑡 = 445.  

With respect to the accuracy, Figure 7 shows that the estimated on-line RMSE is lower when the process 

noise is smaller and the information available is more (case 1). These results represent the real 

performance of the model on the developing degradation trajectory (Figure 3, Figure 4 and Figure 5). The 

estimated coverage rate is above 90% in all three cases with small process noise, whereas, in the 

simulation with large process noise, the coverage is satisfactory only in case 1 and in case 2 after 𝑡 = 500. 

These results confirm the effectiveness of the on-line performance assessment since the real coverage 

provided by the method shown in Figures 3-5 is similar to the on-line estimated. Finally, with respect to 

the average widths of the prediction interval shown in Figure 9, the fact that in case 1 the interval is larger 

than in cases 2 and 3, characterized by less information, indicates that the process uncertainties are 

underestimated in cases 2 and 3.  

In order to verify the correctness of the on-line assessment results, we have performed both an off-line 

and an on-line performance assessment for 50 new degradation trajectories which have been simulated 

using the parameters settings in Tables 2 and 3. Figures 10, 11 and 12 show the average values of RMSE, 

CR and width of the prediction interval, computed at 2 different time (𝑡𝑝 = 451 and 601), in the three 

cases of information available, considering both the small and large blade noise settings. 

 

Figure 10 On-line and off-line RMSE   
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 
 

Figure 11 On-line and off-line CR.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 
 

Figure 12 On-line and off-line average width of prediction interval.  
Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 

 

The obtained results confirm that the on-line performance assessment method is able to estimate with a 

good precision the true performance of the prognostic method. 

6. CONCLUSIONS 

The prediction of the RUL of high-value and safety-critical components is very important for their safe 

and efficient operation. In this work, we have developed a new method for on-line assessing the 



14 
 

performance of prognostic models in predicting the evolution of developing degradation trajectories. The 

underlying idea is to verify whether past predictions provided by the degradation model are accurate and 

precise, as the degradation state measurements are collected in time.  

The method has been illustrated considering the problem of RUL prediction by a model-based prognostic 

approach based on the PF-OTKS algorithm previously developed by the authors. Six numerical 

experiments regarding the degradation of a turbine blade have been performed, considering cases 

characterized by different levels of knowledge and uncertainty on the degradation process. 

The original contributions of the work are:  

 with regards to PF-OTKS, the extension of the method to treat cases of processes for which the 

functional dependence on external/operation conditions is unknown (case 2) or even the 

functional form of the evolution of the degradation process itself is unknown (case 3);  

 with regards to the performance assessment, the development of a method that can be used on-

line for assessing prognostics performance based solely on the developing degradation trajectory 

of interest. 

The results have shown that PF-OTKS can provide satisfactory RUL predictions except, as expected, 

when the knowledge on the degradation process is very scarce and the process noise is large. Even in this 

case, the on-line performance assessment method has proved capable of providing reliable estimates of 

the prognostic model performance. Its use is, thus, very relevant for decision makers to decide whether 

the RUL prediction provided is reliable and can be used to plan for confident maintenance and operation 

decisions. 
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APPENDIX 1: PF-OTKS FOR CASE 1 

The key problem in PF-OTKS is to define the “updating” distribution of the parameters 𝑝(𝐏𝑡|𝐏𝑡−1). 

Unlike for the distribution of the degradation state 𝑝(𝐱𝑡|𝐱𝑡−1), there is no direct definition for 𝑝(𝐏𝑡|𝐏𝑡−1) 

because there is not an equation describing the parameters evolution process, analogous to the state 

equation (2.3).  

The common ways to proceed are to keep 𝐏𝑡 unchanged (equation (6.1) below) or add a Gaussian noise 

on 𝐏𝑡 (equation (6.2) below): 

 1

i i

t t p p   (6.1) 

 
2

1 (0, )i i

t t ANN   p p   (6.2) 

However, both these two ways tend to the problem of particle impoverishment in PF and render 

convergence difficult to achieve (the variance of the posterior distribution is large) [10]. The OTKS 

method can be used to handle 𝑝(𝐏𝑡|𝐏𝑡−1) and solve these problems [11]. 

OTKS applies two procedures to the population of particles: shrinkage and perturbation. Shrinkage aims 

at concentrating the particles to their estimated values, whereas perturbation adds a controlled noise to the 

particles in order to maintain the diversity of the particle population.  

The shrinkage is performed by: 

  2 2ˆ1 1 1i i

t t th h    P P P   (6.3) 

where �̃�t
i  is the i-th particle after the shrinkage. The smoothing parameter, ℎ ∈ [0,1], determines the 

degree of shrinkage: higher value of h means more shrinkage of the particles to the estimated values. If 

ℎ = 1, the particles completely shrink to �̂�𝑡; whereas if ℎ = 0, no shrinkage is taken. After shrinkage, the 

variance in the population of particles decreases to (1 − ℎ2)𝑉(𝐏t
i). Then, �̃�t

i can be used as the input of 

𝑝(𝐱𝑡+1|𝐱𝑡, �̃�t
i) to predict the 𝑥𝑡+1

𝑖 , based on the equation (2.3): 

    1 0 , , , , ,i i i

t t t t t tx f x t g e t   P   (6.4) 

Perturbation is used to compensate the particles variance, by adding a Gaussian noise with variance 

ℎ2𝑉(𝐏t
i) to the i-th particle at the next time step: 

   2

1 0,i i i

t t tN h V  P P P   (6.5) 

In this way, the variance of 𝐏t
i remains unchanged after the kernel smoothing, namely V(𝐏t+1

i ) = V(𝐏t
i), 

while diversity is still injected in the particle population. 

The value of the smoothing parameter h is very important for the performance of kernel smoothing. Some 

researchers suggest using a constant h or adjust it based on historical data on similar components [28, 30]. 

Since these data are unavailable in our work, the only information that can be used to set h is the 

measurements of degradation state collected on-line along the developing degradation trajectory.  
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In [29], the authors propose to adjust the value of h according to the newest collected on-line 

measurement. The key issue is to find the value of h which projects the predicted distribution (given by 

𝑝(𝐱𝑡|𝐱𝑡−1, 𝐏𝑡−1) into the high density area of the posterior distribution (given by 𝑝𝑒(𝐱𝑡|𝑧1:𝑡)). This is 

achieved by seeking the minimum Kullback–Leibler (KL) divergence between 𝑝(𝐱𝑡|𝐱𝑡−1, 𝐏𝑡−1)  and 

𝑝𝑒(𝐏𝑡|𝑧1:𝑡). In the framework of PF, this KL divergence can be calculated as: 

    1

1

log
N

i i

t t t

i

KL h w w



    (6.6) 

where 𝐾𝐿(ℎ𝑡) is the KL divergence given the smoothing parameter ℎ𝑡. The optimal smoothing parameter 

ℎ𝑡
∗ is obtained by minimizing  𝐾𝐿(ℎ𝑡): 

  *

[0,1]

arg min
t

t t
h

h KL h


      (6.7) 

Finally, by substituting ℎ𝑡
∗ into equation (6.3), one obtains a new equation for the particle shrinkage: 

    
2 2

* *
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ˆ1 1 1i i

t t t t th h 

 
     

 
P P P   (6.8) 

Notice that the execution of the shrinkage at time t requires ℎ𝑡+1
∗ , which needs the information of on-line 

measurement 𝒛𝑡+1  at time t+1. The details of the procedures of OTKS can be found in [11]. The 

pseudocode for PF-OTKS can be written as follows: 

Sample 0 0( )ix p x , 0 0( )i pP P , set initial weight
1

0 , 1,2,...,iw N i N   

t=1; 

While (t<T_end) 

Get the new measurement tz , calculate the optimal 
*

th  value using equations (6.6) and (6.7); 

Shrink 
1

i

tP  using equation (6.8) with 
*

th , and get 1

i

tp ; 

Calculate the predicted particle 
i

tx  with 1

i

tp  using equation (6.4); 

Perform the perturbation on 1

i

tp  using equation (6.5) and get i

tP ; 

Calculate the weight 
1

1

( | ) ( | )
n

i i i i

t t t t t t

i

w w p z x p z x



   using equation (3.2); 

Calculate the posterior PDF and expectation of the degradation state and parameters, 

1: 1:
ˆ( ), ( ),e t t e t t tp x z p z xP  and ˆ

tP , using equation (3.1); 

Calculate the Effective Sample Size (ESS) criterion for resampling:  
1

2

1

n
i

t t

i

ESS w





 
  
 
 ; 

if / 2tESS N  

resample with probability 
1 1 1 1P( ) ,P( )i i i i i i

t t t t t tx x w w      P P ; 

end if 
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t=t+1; 

end while 

 
 

APPENDIX 2: PF-OTKS FOR CASE 2 

Using PF-OTKS described in subsection 2.1.1, we can estimate the PDF of 𝐋𝑡. The particles of 𝑥𝑡+1 can 

be calculated as: 

    1 0 , , , ,  i i i i i i

t t t t t t tx f x t U U Y  P L   (6.9) 

The pseudocode for PF-OTKS in case 2 can be written as follows: 

Sample 0 0( )ix p x , 0 0( )i pL L , set initial weight
1

0 , 1,2,...,iw N i N   

t=1; 

While (t<T_end) 

Get the new measurement 
tz , calculate the optimal *

th  value using equations (6.6) and (6.7); 

Shrink 
1

i

tL  with *

th  using equation (6.8), and get 
1

i

tL ; 

Calculate the predicted particle i

tx  with 
1

i

tL  using equation (6.9); 

Perform the perturbation on 
1

i

tL  using equation (6.5) and get i

tL ; 

Calculate the weight 
1

1

( | ) ( | )
n

i i i i

t t t t t t

i

w w p z x p z x



   using equation (3.2); 

Calculate the posterior PDF and expectation of the degradation state and parameters, 

1: 1:
ˆ( ), ( ),e t t e t t tp x z p z xP  and ˆ

tP , using equation (3.1); 

Calculate the Effective Sample Size (ESS) criterion for resampling:  
1

2

1

n
i

t t

i

ESS w





 
  
 
 ; 

if / 2tESS N  

resample with probability 
1 1 1 1P( ) ,P( )i i i i i i

t t t t t tx x w w      L L ; 

end if 

t=t+1; 

end while 
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Figures: 
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Figure 1 Sketch of moving time window approach 

 

 
Figure 2. Two examples of simulated degradation trajectories in the small (left) and large (right) 

uncertainty settings of the process noise. 
 

     
Figure 3 RUL prediction in Case 1.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
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Figure 4 RUL prediction in Case 2.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

  
Figure 5 RUL prediction in Case 3.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

 
Figure 6 Probability Distribution Functions (PDFs) of degradation rate 
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Figure 7 On-line RMSE.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

  
Figure 8 On-line CR.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

  
Figure 9 On-line average width of prediction interval.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
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Figure 10 On-line and off-line RMSE   

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

 
Figure 11 On-line and off-line CR.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
 

 
Figure 12 On-line and off-line average width of prediction interval.  

Left: small uncertainty on the blade stress; right: large uncertainty on the blade stress 
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Tables: 

Table 1 Time window attributes 
Time Window win𝑡  attribute value 

start time 𝑡 

end time 𝑡 + 𝑅�̂�𝐿𝑡𝑝
 

Best estimation of the degradation state PDF at 𝑡 +
𝑅�̂�𝐿𝑡𝑝

 based on the measurements collected until the 

present time 𝑡𝑝 

𝑝𝑒 (𝑥𝑡+𝑅�̂�𝐿𝑡𝑝
|𝑧1:𝑡𝑝

) 

Predicted PDF of the degradation state at time 𝑡 +
𝑅�̂�𝐿𝑡𝑝

 based on the measurements collected until time t 
𝑝𝑓 (𝑥𝑡+𝑅�̂�𝐿𝑡𝑝

|𝑧1:𝑡) 

Assumed failure threshold �̂�𝑡+𝑅�̂�𝐿𝑡𝑝|𝑧1:𝑡𝑝
 

Predicted PDF of RUL at time 𝑡 𝑝𝑓(𝑅𝑈𝐿𝑡|𝑧1:𝑡, 𝑇ℎ𝑡) 

True RUL at time t  𝑅�̂�𝐿𝑡𝑝
 

 
Table 2 Parameters of the degradation model 

Physical parameters 

A 6.9e-3 (𝑁 𝑚2⁄ )−𝑛 𝑑𝑎𝑦⁄  

n 6.01 

Q 2.9e5 𝐽 𝑚𝑜𝑙⁄  

R 8.31 

K 1.1e-3 𝐾𝑔 𝑚⁄  

∆𝑡 5 days 

 
Table 3 Parameters of the distributions representing the process noises 

 
Small uncertainty on the 

blade stress 

Large uncertainty on the blade 

stress 

𝜔𝑡 N(3000,30) N(3000,30) 

𝑇𝑡 N(1100,11) N(1100,11) 

𝛾𝑡 N(0,10) N(0,30) 
Th 0.72 1.7 

 
Table 4 Prior distributions of the uncertain parameters 

 Case 1 Case 2 Case 3 

𝑁𝑠 = 10 
(small 

uncertainty 

on the 

blade 

stress) 

A~ U (5.5e-4, 1.05e-2) 

n~ U (5.5, 6.1) 

tL ~ U (8e10,1.2e11) 

tH ~ U (1.6e12, 2.2e13) 

tL ~ U (5e-6, 1.2e-5) 

tH ~ U (1.5e-4, 5.5e-4) 

𝑁𝑠 = 30 
(large 

uncertainty 
on the 
blade 
stress) 

A~ U (5.5e-4, 1.05e-2) 

n~ U (5.5, 6.1) 

tL ~ U (4e10, 8e10) 

tH ~ U (1.2e12, 2.2e13) 

tL ~ U (5e-6, 1.5e-5) 

tH ~ U (2e-4, 2e-3) 

 


